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Abstract

We call pattern any non-constant solution of a semilinear elliptic equation with Neumann boundary conditions. A classical theorem of Casten, Holland [19] and Matano [49] states that stable patterns do not exist in convex domains. In this article, we show that the assumptions of convexity of the domain and stability of the pattern in this theorem can be relaxed in several directions. In particular, we propose a general criterion for the non-existence of patterns, dealing with possibly non-convex domains and unstable patterns. Our results unfold the interplay between the geometry of the domain, the magnitude of the nonlinearity, and the stability of patterns.

In addition, we establish several gradient estimates for the patterns of [1]. We prove a general nonlinear Cacciopoli inequality (or an inverse Poincaré inequality), stating that the $L^2$-norm of the gradient of a solution is controlled by the $L^2$-norm of $f(u)$, with a constant that only depends on the domain. This inequality holds for non-homogeneous equations. We also give several flatness estimates.

Our approach relies on the introduction of what we call the Robin-curvature Laplacian. This operator is intrinsic to the domain and contains much information on how the geometry of the domain affects the shape of the solutions.

Finally, we extend our results to unbounded domains. It allows us to improve the results of our previous paper [53] and to extend some results on De Giorgi’s conjecture to a larger class of domains.
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1 Introduction

We call pattern any non-constant solution of the following equation

\[
\begin{aligned}
-\Delta u(x) &= f(u(x)) \quad \forall x \in \Omega, \\
\partial_{\nu} u(x) &= 0 \quad \forall x \in \partial \Omega,
\end{aligned}
\]

where the domain \( \Omega \subset \mathbb{R}^n \) (\( n \geq 2 \)) is bounded and smooth (say, \( C^2 \)), \( \partial_{\nu} \) is the outward normal derivative, and the nonlinearity \( f \) is \( C^1 \). We sometimes consider the non-homogeneous case, that is, we sometimes allow \( f = f(x, u) \) to depend on \( x \in \Omega \).

Note that if \( z \in \mathbb{R} \) is a root of \( f \), then \( z \) is a solution of the above equation (but it is not a pattern).

We are interested in the existence/non-existence and gradient estimates of patterns. Our starting point is a celebrated theorem proved independently by Casten, Holland [19], and by Matano [49].

**Theorem CHM ([19,49]).** If the domain is convex, there exists no stable pattern to (1).\n
Here, a solution is said to be stable if the second variation of energy is nonnegative (see Definition 2 below).

**Theorem CHM** states that, if the domain is convex, any stable solution is constant. This result has many consequences on the classification of solutions, the asymptotics of the associated evolution problem, the construction of traveling fronts [13], and has also many applications in chemistry, population dynamics, etc. Theorem CHM has been extended in several directions: certain non-linear elliptic operators [23,31], Robin boundary conditions [6,31], manifolds [7,30,44], unbounded convex domains [53] and some systems [45,69]. See also [32]. We give in Section 3 a more detailed presentation of the literature on this topic.

The present article aims to investigate whether the assumptions of convexity of the domain and stability of the solution can be relaxed in Theorem CHM. To our knowledge, the literature does not contain any result in this direction. In particular, no sufficient condition is known for the non-existence of patterns in non-convex domains.
Apparently, the assumptions of Theorem CHM are sharp in general. On the one hand, the conclusion of Theorem CHM does not hold for unstable patterns, since \( u(x) = \cos(x) \) is an unstable pattern of (1) for \( \Omega = x \in [0, \pi] \) and \( f(u) = u \).

On the other hand, we cannot relax the assumption of convexity of the domain, since a result of Kohn and Sternberg [46] allows constructing stable patterns in some star-shaped domains obtained as a small perturbation of a convex domain (such a counter-example can also be achieved in dimension \( n \geq 3 \) for a domain with positive mean curvature, see Section 3 for more details).

Nevertheless, when the domain is almost convex, the above construction of a stable pattern needs the nonlinearity to have a large magnitude. This suggests that, in non-convex domains, the non-existence of patterns involves both the geometry of the domain and the magnitude of the nonlinearity.

In this paper, we improve and extend Theorem CHM in several directions. First, we show that the two assumptions of convexity of the domain and stability of the patterns can be combined in a single assumption on the spectrum of a certain operator (Theorem 1). Then, we propose a general criterion for the non-existence of patterns (Theorem 2), which deals with possibly non-convex domains and possibly unstable patterns. To the best of our knowledge, this is the first result of this type. This criterion unfolds the interplay between the geometry of the domain, the magnitude of the nonlinearity, and the stability of patterns. We propose several applications, in particular, we prove that (under a geometric assumption) there exists no patterns if the domain is shrunk or if the nonlinearity has a small magnitude (Corollary 1). As another consequence of our results, we prove that Theorem CHM is robust under smooth perturbations of the domain and the nonlinearity (Proposition 1). We also improve the conclusion of Theorem CHM by providing explicit sufficient conditions for the non-existence of unstable solutions in convex domains (Corollary 2).

In addition, we establish several gradient estimates for the patterns of (1). We prove a general nonlinear Cacciopoli inequality (or an inverse Poincaré inequality), stating that the \( L^2 \)-norm of the gradient of a solution is controlled by the \( L^2 \)-norm of \( f(u) \), with a constant that only depends on the domain (Theorem 3). This inequality holds for non-homogeneous equations (i.e., when \( f = f(x, u) \) depends on \( x \in \Omega \)). To the best of our knowledge, this result is completely new. Also, we give several flatness estimates in term of the spectral gap of some geometric operator (Proposition 2) or the Morse index of the solution (Proposition 3).

Finally, we extend our main results to unbounded domains. This question involves additional difficulties and is closely linked to De Giorgi’s conjecture. We recover and improve the results of our previous paper [53] and extend some results on De Giorgi’s conjecture to a larger class of domains.

For simplicity, we only consider classical solutions of (1), however, our method relies on variational arguments and therefore most of our results hold for weak \( H^1 \) solutions.
We point out that the conclusion of \textsc{Theorem CHM} holds for any $C^1$ nonlinearity. Throughout the paper, we shall stick to this general context by making no further assumption on the nonlinearity. However, let us mention that \textsc{Theorem CHM} (and subsequently our results) can be improved if the nonlinearity satisfies certain additional properties:

- if $f$ is convex or concave, there exists no stable pattern in any (possibly non-convex) domain \cite{19}.

- if $f' \leq 0$ (resp. $f' > 0$), any solution of (1) is stable (resp. unstable), see Definition 2 below.

- if $f \geq 0$ or $f \leq 0$, there exists no (possibly unstable) patterns. This can be seen from integrating the equation \cite{1}, which implies $\int_{\Omega} f = 0$, and so $f(u(x)) = 0$.

- if $\frac{f(u)}{u^p-1}$ is non increasing, there exist no (possibly unstable) patterns in convex domains \cite{23}.

In our context, bistable nonlinearities (e.g. $f(u) = -(u-a)(u-b)(u-c)$, with $a < b < c$) are especially interesting since they favor the existence of stable patterns, in particular, the Allen-Cahn nonlinearity $f(u) = u - u^3$ which is balanced between its two stable roots (i.e. $\int_{-1}^{1} f = 0$).

In our approach, a key role is played by what we call the \textit{Robin-curvature Laplacian}.

\textbf{Definition 1} (Robin-curvature Laplacian). We denote by $\gamma(x)$ the lowest principal curvature of the domain at $x \in \partial \Omega$ (i.e., $\gamma(x)$ is the lowest eigenvalue of the second fundamental form). In dimension $n = 2$, then $\gamma(\cdot)$ is nothing but the curvature of $\partial \Omega$.

We define the Robin-curvature Laplacian as the Laplace operator acting on $\psi \in C^2(\Omega)$ associated with the boundary conditions

$$\partial_n \psi + \gamma \psi = 0.$$ 

We also define its lowest eigenvalue

$$\mu_{\gamma} := \inf_{\psi \in H^1 \atop \|\psi\|_{L^2} = 1} G_{\gamma}(\psi) := \inf_{\psi \in H^1 \atop \|\psi\|_{L^2} = 1} \int_{\Omega} |\nabla \psi|^2 + \int_{\partial \Omega} \gamma \psi^2,$$

and more generally, for $a \geq 0$,

$$\mu_{a\gamma} := \inf_{\psi \in H^1 \atop \|\psi\|_{L^2} = 1} G_{a\gamma}(\psi) := \inf_{\psi \in H^1 \atop \|\psi\|_{L^2} = 1} \int_{\Omega} |\nabla \psi|^2 + a \int_{\partial \Omega} \gamma \psi^2.$$
We emphasize that the Robin-curvature Laplacian is intrinsic to the domain and does not involve the nonlinearity. To the best of our knowledge, this operator has not been considered before in the literature. Note that \( \gamma \geq 0 \) if and only if \( \Omega \) is convex. Thus, if \( \Omega \) is convex, the Robin-curvature Laplacian involves classical Robin boundary conditions with a nonnegative \( \gamma \). If \( \Omega \) is not convex, then \( \gamma \) changes sign and the Robin boundary conditions are indefinite.

As a consequence of the work of Daners [29], the Robin-curvature Laplacian satisfies most of the classical properties known for the definite Robin Laplacian.

In particular, its principal eigenvalue \( \mu_\gamma \) is well defined and finite. Let us point out that the term \( \int_{\partial \Omega} \gamma \psi^2 \) could be interpreted as the surface tension of a body \( \Omega \) with rigidity on its surface.

Our results reveal that the Robin-curvature Laplacian contains much information on how the geometry of the domain affects the shape of the solutions of (1). An in-depth study of this operator could lead to new results.

Outline. The results are presented in Section 2. In Section 3, we discuss the existing literature and the implications of our results. The remaining of the paper is devoted to the proofs of our results. In Section 4, we prove the results dealing with the non-existence of patterns (Theorem 1, Proposition 1, and Theorem 2). Section 5 is devoted to the proof of the nonlinear Cacciopoli inequality (Theorem 3). In Section 6, we prove the flatness estimates (Proposition 2 and Proposition 3). Finally, in Section 7, we extend our main results to unbounded domains (Theorem 4, Corollary 3, and Theorem 5).

2 Presentation of the results

2.1 Non-existence of patterns

The first step in our approach relies in the observation that the two assumptions of Theorem CHM (that is, the stability of the solution and the convexity of the domain) can be combined in a single assumption on what we call the Robin-curvature-stability of the solution.

Before presenting our first result, let us define precisely the stability of a solution.

Definition 2 (Stability). A solution \( u \) of (1) is said to be stable if the second variation of energy at \( u \) is nonnegative, namely, if

\[
\lambda_0 := \inf_{\psi \in H^1, \|\psi\|_{L^2} = 1} \mathcal{F}_0(\psi) := \inf_{\|\psi\|_{L^2} = 1} \int_{\Omega} \frac{|\nabla \psi|^2}{2} - \int_{\Omega} f'(u)(\psi)^2 \geq 0. \tag{2}
\]

Note that \( \lambda_0 \) is the lowest eigenvalue of the linearized operator of (1) at \( u \). According to this definition, any local minimum or degenerate critical point of the energy is stable. Therefore, the set of stable solutions contains all the steady states obtained as a (strict) limit of an evolution problem.

Let us now define what we call the Robin-curvature-stability of a solution.
Definition 3 (Robin-curvature-stability). Let $u$ be a solution of (1). Set
\[ \lambda_\gamma := \inf_{\psi \in H^1(\Omega), \|\psi\|_{L^2} = 1} \mathcal{F}_\gamma(\psi) := \inf_{\psi \in H^1(\Omega), \|\psi\|_{L^2} = 1} \int_{\Omega} |\nabla \psi|^2 - \int_{\Omega} f'(u)\psi^2 + \int_{\partial\Omega} \gamma \psi^2, \]
where $\gamma$ is the minimal curvature of the domain (Definition 1). In analogy with Definition 2, we say that $u$ is Robin-curvature-stable if $\lambda_\gamma \geq 0$.

We point out that $\lambda_\gamma$ is the principal eigenvalue of the linearized operator at $u$, for which we have replaced the Neumann boundary conditions with the Robin-curvature boundary conditions $\partial_\nu \psi + \gamma \psi = 0$. Note that our notation is consistent with Definition 2 since $\lambda_\gamma$ coincides with $\lambda_0$ if we formally take $\gamma = 0$ in the above definition. However, the Robin-curvature-stability do not refer to a usual notion of stability, because $u$ is not a critical point of the Robin-curvature energy $\mathcal{E}_\gamma(u) = \int_{\Omega} \frac{1}{2} |\nabla u|^2 - F(u) + \int_{\partial\Omega} \gamma u^2$ with $F' = f$.

We are ready to state a key observation.

Theorem 1. There exists no Robin-curvature-stable patterns to (1).

We point out that this conclusion holds for possibly unstable patterns and non-convex domains. Theorem CHM is a special case of the above theorem. Indeed, recalling that $\Omega$ is convex if, and only if, $\gamma \geq 0$, we see immediately that, for $u$ a solution of (1),
\[ \text{if } \Omega \text{ is convex, then } \lambda_\gamma \geq \lambda_0 \]
(in fact, the strict inequality holds in [4], see Lemma 3); hence, in a convex domain, stability implies Robin-curvature-stability.

The Robin-curvature-stability ($\lambda_\gamma \geq 0$) happens to combine the two assumptions of Theorem CHM, namely, the stability ($\lambda_0 \geq 0$) and the convexity of the domain ($\gamma \geq 0$). As a first consequence of Theorem 1 we establish the robustness of Theorem CHM under smooth perturbations of the domain and the nonlinearity.

Proposition 1. Let $\Omega$ be a domain and $f$ a $C^1$ nonlinearity. If $(\Omega_\varepsilon, f_\varepsilon)$ is a smooth perturbation of $(\Omega, f)$, there exists no stable pattern to (1).

The perturbation is understood to be such that $(\Omega, f) \mapsto \lambda_\gamma$ is continuous. It is classical [13] (see also [26, 27, 41]) that this is the case under a $C^1$ perturbation on the nonlinearity and a small $C^2,\alpha$ modification of the boundary of the domain (whereas it may fail under rougher perturbations [28]).

As further explained in Section 3, a result of Kolm and Sternberg [46] implies that there exist patterns in some domains that are perturbations of a convex domain (see Figure 2b). The above proposition implies that such a stable pattern does not exist unless the nonlinearity has a large $C^1$ norm.
Theorem 1 involves the quantity $\lambda_\gamma$ which is rather implicit and depends on the solution itself. One may look for more explicit sufficient conditions for the non-existence of patterns.

The following result provides such a sufficient condition. It involves the stability of the solution, the geometry of the domain (through the Robin-curvature Laplacian) and the magnitude of the nonlinearity.

**Theorem 2.** Let $u$ be a pattern of (1). For any $a \geq 1$, we have

$$(a - 1)\lambda_0 < \sup f' - \mu_a \gamma.$$  

(5)

with $\mu_a$ from [Definition 1]. Consequently,

1. If $\mu_\gamma \geq \sup f'$, there exists no (possibly unstable) pattern to (1).

2. If $\mu_a \gamma \geq \sup f'$ for some $a \geq 1$, there exists no stable pattern to (1).

This theorem provides sufficient conditions for the non-existence of patterns when the domain is not convex or when the patterns are not supposed to be stable. Therefore, this theorem covers many cases that are not covered by Theorem CHM.

Note that Theorem CHM is included in the above theorem as a particular case (except for the case of degenerate stability $\lambda_0 = 0$): if $\Omega$ is convex (i.e. $\gamma \geq 0$) and $u$ is a stable non-degenerate pattern (i.e. $\lambda_0 > 0$), then $\mu_a \gamma > 0$ and, at the limit $a \to +\infty$ in (5), we find a contradiction, hence $u$ is constant. On the contrary, if $\Omega$ is not convex (i.e. $\gamma \not\geq 0$), then $\lim_{a \to +\infty} \frac{\mu_a}{a} = -\infty$ (48), and the inequality (5) becomes trivial at the limit.

We point out that assertion 2. may not always improve assertion 1. In dimension $n = 2$, we have that $\int_{\partial \Omega} \gamma = 2\pi > 0$ from the Gauss-Bonnet theorem, and we can show that $a \mapsto \mu_a$ reaches (a unique) positive maximum at some $a_* > 0$ (see [65, Theorem 2.1] with $g \equiv 0$, $h \equiv -\gamma$). However, we cannot guarantee that $a_* \geq 1$ in general.

Besides providing criteria for the non-existence of patterns, inequality (5) gives an upper bound on the stability of patterns in terms of the magnitude of the nonlinearity and the geometry of the domain.

As a consequence of Theorem 2, we derive the non-existence of patterns if the domain is shrinking or if the nonlinearity is vanishing, when $\mu_\gamma > 0$.

**Corollary 1.** Fix $(\Omega, f)$ such that $\mu_\gamma > 0$, $\sup f' < +\infty$, and set $0 < \eta \leq \sqrt{\frac{\mu_\gamma}{\sup f'}}$. Then, there exists no (possibly unstable) solutions to (1) for $(\eta \Omega, f)$ or $(\Omega, \eta^2 f)$, or more generally for any $(\eta^{1-\alpha} \Omega, \eta^{2-\alpha} f)$, with $\alpha \in (0, 1)$.

The proof of this result relies on the scaling property of $\mu_\gamma$. For $\eta > 0$, denote $\gamma_\eta(\cdot) := \eta^{-1}\gamma(\eta^{-1} \cdot)$ the minimal curvature of $\eta \Omega$ from [Definition 1]. Then, we have

$$\mu_{\gamma_\eta}(\eta \Omega) = \eta^{-2} \mu_\gamma(\Omega),$$
and so applying Theorem 2 proves the above corollary.

The above corollary can be put into perspective with a theorem of Dancer that implies the non-existence of stable patterns in dilated domains, see Theorem 6 in Section 3.

To apply our results to even more concrete situations, we need lower bounds on $\mu_\gamma$ in terms of classical geometry quantities (in-radius, curvature, etc). If the domain is convex, such a bound can be inferred from the literature on the Laplacian associated with standard positive Robin boundary condition (e.g. [8, 47, 60, 65]). For example, [60, Corollary 3] yields

$$\mu_{a\gamma} > \frac{\pi^2 a\gamma}{4R^2a\gamma + \pi^2 R}, \quad \forall a \geq 1,$$

(6)

where $R$ is the in-radius of $\Omega$ and $\gamma = \inf_{\partial \Omega} \gamma$. Owing to this lower bound and Theorem 2 we can improve Theorem CHM in the following way.

Corollary 2. Assume that $\Omega$ is a convex domain of in-radius $R$ and lowest curvature $\gamma := \inf_{\partial \Omega} \gamma$.

1. If $\sup f' < \frac{\pi^2 \gamma}{4\gamma R^2 + \pi^2 R}$, there exists no (possibly unstable) pattern.

2. If $\frac{\pi^2 \gamma}{4\gamma R^2 + \pi^2 R} \leq \sup f'$, then, for $u$ a pattern of (1),

$$\lambda_0 < \sup f' - \frac{2\pi^2 \gamma}{8R^2 + \pi^2 R}.$$  

(7)

To prove this corollary, simply plug (6) into (5), take $a = 1$ for the first assertion and $a = 2$ for the second assertion. One can also improve (7) by taking the best value of $a$ in (5).

The above result indeed improves the conclusion of Theorem CHM if $\sup f'$ is not too large: the first assertion states the non-existence of all (possibly unstable) patterns if $\sup f'$ is small enough, and the second assertion the non-existence of some unstable patterns if $\sup f'$ is intermediate (note that the right member of (7) is negative if $\sup f'$ is close to $\frac{\pi^2 \gamma}{4\gamma R^2 + \pi^2 R}$). However, if $\sup f'$ is large, then the right member of (7) is positive while Theorem CHM already implies $\lambda_0 < 0$.

2.2 Nonlinear Cacciopoli inequality

The following result is a general gradient estimate for the solutions of (1) which can be seen as a nonlinear Cacciopoli inequality, or an inverse Poincaré inequality. For the sake of generality, the result is stated for solutions of heterogeneous semi-linear equations, namely, when the nonlinearity $f = f(x, u)$ also depends explicitely on $x \in \Omega$. 
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Theorem 3. Let $u$ be a solution of
\[
\begin{align*}
-\Delta u(x) &= f(x, u(x)), \quad \forall x \in \Omega, \\
\partial_{\nu} u(x) &= 0, \quad \forall x \in \partial\Omega,
\end{align*}
\]
where $f \in C^1(\Omega \times \mathbb{R}, \mathbb{R})$, and recall $\mu_\gamma$ from Definition 1. Then
\[
\mu_\gamma \int_\Omega |\nabla u|^2 \leq \int_\Omega f(x, u(x))^2 dx,
\]
with equality if and only if $u$ is constant.

We give a slight refinement of this result in Remark 1 (Section 5).

We emphasize that the theorem holds for possibly unstable solutions, and is universal in the sense that $\mu_\gamma$ does not depend on $f$. However, it is relevant only if the domain is such that the Robin Laplacian is positive (i.e. $\mu_\gamma \geq 0$). This class of domains contains the convex domains.

Multiplying (1) by $u$ and using the divergence theorem, we obtain the identity $\int_\Omega |\nabla u|^2 = \int_\Omega uf(x, u)$, which allows to rewrite (9) as
\[
\int_\Omega f(x, u) \left(f(x, u) - \mu_\gamma u\right) \geq 0.
\]
Note also that a simple integration of (1) gives $\int_\Omega f(x, u) = 0$, and thus $\int_\Omega f(x, u)^2$ is a $L^2$ measure of the variation of $f(x, u)$ around its means value.

As mentioned before, the inequality (9) can be seen as an inverse Poincaré inequality. Incidentally, it yields the upper bound
\[
\mu_\gamma < C_P,
\]
where $C_P$ is the best constant for the second Poincaré inequality (or, equivalently, the inverse of the spectral gap of the Laplacian with Neumann boundary conditions). To prove this, simply take $f(x, u) = u$ and $u$ the eigenfunction associated with $C_P$ in (9). This inequality implies that $\mu_\gamma$ is typically very small or negative in domains featuring a narrow bottleneck, such as Matano’s dumbbell domains, introduced in Section 3 below.

2.3 Flatness estimates

The literature conveys the idea that stable patterns tend to be flat (i.e. one-dimensional). This indeed holds in domains of the form $\mathbb{R} \times \omega$ or $\mathbb{R}^2 \times \omega$ with $\omega \subset \mathbb{R}^{n-2}$ convex and bounded [53] (but false in $\mathbb{R}^n$ when $n \geq 8$ [54]). Let us provide quantitative estimates on the flatness of patterns.

To begin with, let us refine Theorem 3 and infer a flatness estimate in terms of the spectral gap of the Robin-curvature Laplacian. The following result deals with the non-homogeneous problem (8). While Theorem 3 involves the lowest
eigenvalue $\mu_\gamma$ of the Robin-curvature Laplacian, the following flatness estimate involves the second lowest eigenvalue $\mu_{\gamma,2}$, defined as

$$
\mu_{\gamma,2} := \sup \left\{ \inf \{ G_\gamma(\psi), \psi \in E, \|\psi\|_{L^2} = 1 \}, E \subset H^1(\Omega), \dim E = 2 \right\},
$$

with $G_\gamma$ from Definition 1. We point out that, since $\mu_\gamma$ is associated with a unique (up to renormalization) eigenfunction $\varphi$, an equivalent definition is given by

$$
\mu_{\gamma,2} := \inf \left\{ G_\gamma(\psi), \psi \in H^1(\Omega), \|\psi\|_{L^2} = 1, \int_\Omega \psi \varphi = 0 \right\}.
$$

The fact that $\mu_{\gamma,2} - \mu_\gamma > 0$ is referred to in the literature as the spectral gap (in our context, we may call it the Robin-curvature spectral gap). Many estimates on the spectral gap for Neumann boundary conditions are available [2, 21, 22, 56], and some of them can be adapted to the Robin-curvature boundary conditions using the method of [29].

**Proposition 2.** Let $u$ be a pattern of the non-homogeneous equation (8). There exists a direction $e \in \mathbb{S}^{n-1}$ such that,

$$(\mu_{\gamma,2} - \mu_\gamma) \frac{\|\nabla u \cdot e\|^2}{\|\nabla u\|^2} \geq \mu_{\gamma,2} - \sup f',$$

where $\|\cdot\|$ denotes the usual $L^2$-norm.

This proposition implies that patterns tend to be flat when $\mu_{\gamma,2} - \mu_\gamma \gg 1$. An analogous $k$-dimensional estimate can be derived with the $k$-ith lowest eigenvalue of the Robin-curvature Laplacian, see Remark 2 (Section 6). We also point out that the estimate in Proposition 2 holds if we replace $\sup f'$ by $\int_{\Omega} f^2(u)^2 / \|\nabla u\|^2$, see Remark 3.

The following result is another flatness estimate for patterns of Morse index 1. For $u$ a solution of (1), we define $\lambda_{\gamma,2}$ the second lowest eigenvalue of $F_\gamma$ by

$$
\lambda_{\gamma,2} := \sup \left\{ \inf \{ F_\gamma(\psi), \psi \in E, \|\psi\|_{L^2} = 1 \}, E \subset H^1(\Omega), \dim E = 2 \right\},
$$

Accordingly, we define $\lambda_{0,2}$ by replacing $F_\gamma$ with $F_0$ in the above expression. We usually say that a solution of (1) is of Morse index 1 if $\lambda_0 < 0 \leq \lambda_{0,2}$, that is, if there is only one direction of perturbation for which $u$ is unstable. This class of solutions is of particular importance, for example when considering solutions obtained from a mountain pass procedure or a minimization under constraint. Analogously, we say that a solution is of Robin-curvature Morse index 1 if $\lambda_\gamma < 0 \leq \lambda_{\gamma,2}$.

The following estimate is relevant for pattern of Morse index or Robin-curvature Morse index 1.
Proposition 3. Let $u$ be a pattern of (1). There exists a direction $e \in S^{n-1}$ such that
\[
1 \geq \frac{\| \nabla u \cdot e \|^2}{\| \nabla u \|^2} \geq \frac{\lambda_{\gamma,2}}{\lambda_{\gamma,2} - \lambda_{\gamma}},
\]
where $\| \cdot \|$ denotes the usual $L^2$-norm.
In addition, there exists a direction $e \in S^{n-1}$ such that, for any $a \geq 1$,
\[
(a - 1)(\lambda_{0,2} - \lambda_0)\frac{\| \nabla u \cdot e \|^2}{\| \nabla u \|^2} \geq (a - 1)\lambda_{0,2} + \mu_{a\gamma} - \sup f'.
\]

This proposition is a refinement of Theorem 1. Indeed, if $u$ is Robin-curvature-stable (i.e. $\lambda_{\gamma} \geq 0$), then (11) implies that $\frac{\lambda_{\gamma,2}}{\lambda_{\gamma,2} - \lambda_{\gamma}} = 1$, and that $\nabla u = |\nabla u|e$, hence $u$ is one-dimensional; it is then easy to deduce that $u$ is constant.

Estimate (12) implies that patterns tend to be flat when $\lambda_{0,2} - \lambda_0 \gg 1$. An analogous $k$-dimensional estimate can be derived for patterns of Morse index $k \leq n$, see Remark 2 (Section 6).

Several refinements of the above flatness estimates are proposed in a series of remarks in Section 6.

We also give another flatness estimate in Proposition 4 (Section 4.2) which relies on the geometric Poincaré inequality introduced by Sternberg and Zunbrum [63,64].

2.4 Unbounded domains

Let us now study whether our results extend to unbounded domains. We consider our main equation
\[
\begin{cases}
- \Delta u(x) = f(u(x)), & \forall x \in \Omega, \\
\frac{\partial u(x)}{\partial \nu} = 0, & \forall x \in \partial \Omega, \\
u \in L^\infty \cap C^2(\bar{\Omega}),
\end{cases}
\]
where the domain $\Omega \subset \mathbb{R}^n (n \geq 2)$ is possibly unbounded and uniformly $C^2$, and, as before, $f$ is $C^1$.

The classification of solutions in unbounded domains is a very active topic that is related to many fundamental problems. A vast literature is devoted to the classification of stable patterns in the particular case of the entire space $\Omega = \mathbb{R}^n$ and the Allen-Cahn nonlinearity $f(u) = u - u^3$: it is known that stable patterns are necessarily planar in dimensions $n = 1, 2$ [11] and that it is not true in dimensions $n \geq 8$ [54]. The question remains open for the intermediate dimensions $3 \leq n \leq 7$. These results are closely related to De Giorgi’s conjecture. We refer the reader to [67] for a state of the art on this question.

In a previous paper [53], we studied whether Theorem CHM extends to unbounded domains. We showed that, if the domain is convex and possibly
unbounded, there exist no patterns to which are stable non-degenerate (i.e., with $\lambda_0 > 0$). We also gave a classification of possibly degenerate stable solutions (i.e., with $\lambda_0 \geq 0$) if the domain is convex and further satisfies the growth condition at infinity

$$|\Omega \cap \{|x| \leq R\}| = O(R^2), \quad \text{when } R \to +\infty. \quad (14)$$

More precisely, under assumption $(14)$, if the domain is convex and is not a straight cylinder (i.e., the domain is not of the form $\Omega = \mathbb{R} \times \omega$, with $\omega \subset \mathbb{R}^{n-1}$), then there exists no patterns to $(13)$. If the domain is a convex straight cylinder, stable solutions are either constant or monotonic planar solutions connecting two stable roots $(z_1, z_2)$ of $f$ such that $\int_{z_1}^{z_2} f = 0$.

In particular, this extends the one-dimensional symmetry of stable patterns in $\mathbb{R}^2$ to any convex domain satisfying $(14)$.

We point out that none of the above holds for unbounded solutions: indeed, $u(x) := e^x$ is a solution of $-u'' = -u$ in $\mathbb{R}$ for which $\lambda_0 > 0$. It justifies why we only consider bounded solutions in $(13)$.

The present article improves the results of [53] and thus extends some results on De Giorgi’s conjecture (namely the one-dimensional symmetry of stable patterns in $\mathbb{R}^2$) to a larger class of domains.

In view of Theorem 1, it is reasonable to expect that the results of [53], which hold for stable solutions in convex domains, remain true for Robin-curvature-stable solutions in any (possibly non-convex) domain. This is what we state in Theorem 4 below.

We notice that for $u$ a solution of $(13)$, the definition of Robin-curvature-stability through the sign of $\lambda_\gamma$ in Definition 3 remains licit. By convention, we set $\gamma = 0$ if $\Omega = \mathbb{R}^n$. We also define $\lambda_\gamma$ on the truncated domains

$$\lambda_\gamma^R := \inf_{\psi \in H^1(\Omega_R) \cap H_0^1(B_R), \|\psi\|_{L^2}=1} \mathcal{F}_\gamma(\psi), \quad \forall R > 0, \quad (15)$$

where $\Omega_R := \Omega \cap B_R$ and $B_R$ is the ball of radius $R$ centered at the origin. Here, the infimum is taken over functions $\psi \in H^1(\Omega_R)$ whose support is included in $B_R$. The fact that we impose Dirichlet boundary conditions on $\Omega \cap \partial B_R$ ensures that $R \mapsto \lambda_R$ is decreasing. It is proved in [77, Theorem 2.1] that

$$\lim_{R \to +\infty} \lambda_\gamma^R = \lambda_\gamma.$$

The following result extends Theorem 1 to unbounded domains under either a non-degeneracy assumption on the Robin-curvature-stability, or a control on the growth of the domain at infinity.

**Theorem 4.** Let $u$ be a solution of $(13)$ and assume that $u$ is Robin-curvature-stable (i.e. $\lambda_\gamma \geq 0$).
1. If the Robin-curvature-stability of $u$ is not too degenerate, i.e.,
\[ \liminf_{R \to +\infty} R^2 \lambda^R_\gamma = +\infty \]  \hspace{1cm} (16)
(in particular, if $\lambda_\gamma > 0$), then $u$ is constant.

2. If $\Omega$ satisfies the growth condition at infinity (14) and is not a straight cylinder (i.e. $\Omega$ is not of the form $\mathbb{R} \times \omega$ with $\omega \subset \mathbb{R}^{n-1}$), then $u$ is constant.

3. If $\Omega = \mathbb{R} \times \omega$ satisfies the growth condition at infinity (14), then $u$ is either constant, or is a monotonic planar solution connecting two stable roots $(z_1, z_2)$ of $f$ such that $f^{z_2}_f = 0$.

We recall that in a convex domain, owing to (4), stability implies Robin-curvature-stability. The above theorem therefore contains the results of [53] as special cases.

Assumption (16) in the first assertion of Theorem 4 encompasses the case of nondegenerate Robin-curvature-stability $\lambda_\gamma > 0$. Therefore, this result improves [53, Theorem 1.4] which only deals with the case of nondegenerate stability ($\lambda_0 > 0$).

The second and third assertions of the above theorem give a complete classification of Robin-curvature-stable patterns in domains satisfying (14). This is a refinement of [53, Theorem 1.5] which deals with stable solutions in convex domains. We point out that assumption (14) is satisfied by any subset of $\mathbb{R}^2$ and also by some subsets of $\mathbb{R}^n$, $n > 2$, which size do not grow too fast at infinity.

If the domain is a straight cylinder, then $\gamma \leq 0$, and so $\lambda_\gamma \leq \lambda_0$: in this case, Robin-curvature-stability implies stability. If the domain is a convex straight cylinder, then $\lambda_\gamma = \lambda_0$ and the third assertion in Theorem 4 coincides with [53, Theorem 1.5 2]. Planar patterns might exist in such domains. For example, the Allen-Cahn equation in $\mathbb{R}$, $-u'' = u(1 - u^2)$ admits the explicit solution $u : x \mapsto \tanh \frac{x}{\sqrt{2}}$ which is stable degenerate (i.e. $\lambda_\gamma = \lambda_0 = 0$).

The restriction (16) on the growth of the domain at infinity is believed to be sharp, see [53] for more details. In [53] we asked whether an assumption of strict convexity of the domain allows to relax (16) for the non-existence of stable patterns. Unfortunately, Theorem 4 does not provide a positive answer to this question, because we may not have that $\lambda_\gamma > \lambda_0$ in general, even if the domain is strictly convex.

Let give more details. For $\alpha \geq 0$, consider the principal eigenvalue of the $\alpha$-Robin Laplacian
\[ \mu_\alpha := \inf_{\psi \in H^1(\Omega)} \left\{ \int_\Omega |\nabla \psi|^2 + \alpha \int_{\partial \Omega} \psi^2 \right\}. \]
If the domain is bounded, it is classical that $\alpha \mapsto \mu_\alpha$ is strictly increasing (see e.g. the last part of the proof of Lemma 3). If the domain is unbounded, we
still have that $\alpha \mapsto \mu_\alpha$ is nondecreasing, however, the strict monotonicity does not hold in general. Indeed, for $\Omega = (0, +\infty)$, we have $\mu_\alpha = 0$ for all $\alpha \geq 0$. To prove this, notice that the function $\psi(x) = \alpha x + 1$ is positive on $[0, +\infty)$ and satisfies $\Delta \varphi = 0$ and $-\varphi''(0) + \alpha \varphi(0) = 0$; hence $\varphi$ is a positive supersolution of the Robin Laplacian in $\Omega$, which classically implies $\mu_\alpha \leq 0$.

The fact that $\alpha \mapsto \mu_\alpha$ is not strictly monotonic suggests that, even if we assume that the domain is strictly convex (i.e. $\gamma > 0$), we cannot guarantee that the strict inequality $\lambda_\gamma > \lambda_0$ holds in general, contrarily to what is stated in Lemma 3 for bounded domains. Hence, even in a strictly convex domain ($\gamma > 0$), a stable degenerate pattern ($\lambda_0 = 0$) can have a degenerate Robin-curvature-stability (i.e. $\lambda_\gamma = 0$).

The following result states that Theorem 2 holds in unbounded domain.

**Corollary 3.** Let $u$ be a pattern of (13). For any $a \geq 1$, we have that

$$(a - 1)\lambda_0 \leq \sup f' - \mu_a \gamma,$$

with $\mu_a$ from Definition 1. Consequently,

1. If $\mu_\gamma > \sup f'$, there exists no (possibly unstable) pattern to (13).
2. If $\mu_{a_\gamma} > \sup f'$ for some $a \geq 1$, there exists no stable pattern to (13).

This gives a criterion for the non-existence of patterns in unbounded domains, involving the stability of the solution, the geometry of the domain, and the magnitude of the non-linearity.

We emphasize that (17) features a large inequality, whereas (5) features a strict inequality. Accordingly, the condition for the non-existence of pattern in the above theorem involves a large inequality, contrarily to Theorem 2. In fact, sufficient conditions for the non-existence of patterns are

$$\liminf_{R \to +\infty} R^2 (\mu_\gamma - \sup f') > 0,$$

or

$$\mu_\gamma \geq \sup f' \quad \text{and} \quad \Omega \text{ satisfies (14)}.$$

Let us now adapt Theorem 3 to unbounded domains. Note that $\nabla u$ and $f(x, u(x))$ may not belong to $L^2$. We thus have to consider a cut-off function: for $R > 0$ and $\delta > 0$, set

$$\chi_R(x) := \chi \left( \frac{|x|}{R} \right), \quad \forall x \in \mathbb{R}^n,$$

with $\chi$ a smooth nonnegative function such that

$$\chi(z) = \begin{cases} 
1 & \text{if } 0 \leq z \leq 1 \\
0 & \text{if } z \geq 2
\end{cases}, \quad |\chi'| \leq 2.$$
Let us also define $\mu^R_\gamma$ the principal eigenvalue of the Robin-curvature Laplacian on the truncated domain $\Omega_R := \Omega \cap B_R$ as

$$\mu^R_\gamma := \inf_{\psi \in H^1(\Omega_R) \cap H^1_0(B_R)} \frac{\mathcal{G}_\gamma(\psi)}{\|\psi\|_{L^2}} , \quad \forall R > 0.$$ 

**Theorem 5.** Let $u$ be a solution of

$$\begin{cases}
-\Delta u(x) = f(x, u(x)), & \forall x \in \Omega, \\
\partial_\nu u(x) = 0, & \forall x \in \partial \Omega,
\end{cases}$$

(19)

where $f \in C^1(\Omega \times \mathbb{R}, \mathbb{R})$ and $\Omega$ is not necessarily bounded. Then

$$\mu^R_\gamma \int_\Omega \chi_R^2 |\nabla u|^2 \leq \int_\Omega (|\nabla \chi_R| |\nabla u| + \chi_R f(x, u))^2 \, dx.$$  

(20)

Compared to Theorem 3, the right hand-side of (20) features an error term $|\nabla \chi_R| |\nabla u|$ which is due to the truncation. The following corollary states that this term can somehow be neglected when $R \to +\infty$.

**Corollary 4.** Under the same conditions, if $u$ is not constant, then

$$\limsup_{R \to +\infty} \frac{\int_\Omega \chi_R^2 f(x, u)^2 \, dx}{\int_\Omega \chi_R^2 |\nabla u|^2} \geq \frac{\mu^R_\gamma}{2}.$$ 

The flatness estimates stated in Proposition 2 and Proposition 3 formally hold in unbounded domains. However, there is no spectral gap in unbounded domains (not even for the standard Laplacian in $\mathbb{R}$) and therefore these results are not relevant.

### 3 Related literature

In this section, we present the main known results in the literature on the existence, non-existence, and qualitative properties of patterns. We also give more details on the implications of our results.

**Existence of stable patterns in dumbbell domains.** In his pioneering article [49], Matano constructs a counterexample to Theorem [CHM] by proving that (1) admits stable patterns for some $(\Omega, f)$. The author considers a generic *bistable* nonlinearity, and a so-called *dumbbell domain*, which consists in two disjointed convex sets connected by a bottleneck of width $\varepsilon \ll 1$, see Figure 1. He proves the existence of a stable pattern if $\varepsilon$ is small enough (and provides a quantitative estimate on the smallness of $\varepsilon$). This construction has been simplified and extended in many directions [7, 24, 39, 42, 44], and a general theoretical framework to deal with dumbbell domains is provided in [3, 5].
Figure 1: dumbbell domain

The best constant in the second Poincaré inequality, denoted by $C_P$, somehow measures the connectivity of the domain ($C_P$ is also the inverse of the spectral gap of the Laplacian with Neumann boundary conditions). Heuristically, in dumbbells domains, the presence of the bottleneck hinders the connectivity of the domain and so the second Poincaré inequality is typically very weak, i.e., $C_P \ll 1$. Inequality (10) implies that $\mu_\gamma$ is also typically very small. We point out that Theorem 2 contains a somehow converse statement since it guarantees the non-existence of patterns if $\mu_\gamma$ is large enough (compared to the magnitude of the nonlinearity).

We emphasize that the existence of stable patterns relies more on the presence of a bottleneck (which must be very narrow compared to $f$) than on the non-convexity of the domain. This can be seen in dimension $n = 2$ by the following result, obtained after a simple rescaling from a result of Dancer.

**Theorem 6** (Theorem 5 in [25]). Let $\Omega \subset \mathbb{R}^2$ be a smooth domain, and assume $0 \in \Omega$. Further assume that $f$ satisfies

\[
\exists (M, m) \in \mathbb{R}^2 \text{ such that } \begin{cases} 
 f > 0 & \text{on } (-\infty, m), \\
 f < 0 & \text{on } (M, +\infty).
\end{cases}
\]

the stable roots of $f$, denoted $(z_i)$ are simple and isolated, and $\forall z_i \neq z_j$, $\int_{z_i}^{z_j} f \neq 0$.

Then, there exists no stable pattern to (1) in the dilated domain $\varepsilon^{-1} \Omega$, if $\varepsilon \ll 1$.

This theorem can be put into perspective with Corollary 1 which state the non-existence of patterns in shrinking domains.

**Link with minimal surfaces.** Consider equation (1) with the rescaled Allen-Cahn nonlinearity $f_\varepsilon(u) := \frac{1}{\varepsilon}(u - u^3)$. This equation arises in the Van der Waals-Cahn-Hilliard model for phase transitions [?]. A series of pioneering papers [18, 50, 51, 59] establishes that when $\varepsilon \to 0$, any level set of a sequence of stable solutions $u_\varepsilon$ converges to a set $E$ which is a local minimizer of the perimeter functional in $\Omega$ (in other words, $\partial E \cap \Omega$ is a minimal surface in $\Omega$).
Conversely, Kohn and Sternberg [46] show that, given such a set $E$ with a minimal perimeter in $\Omega$, there exists a sequence of stable solutions $u_\varepsilon$ converging to $1_E - 1_{\Omega \setminus E}$. Thus, provided there exists such a (non-trivial) set $E$, it proves that there exists a stable pattern to (1) for $f_\varepsilon, \varepsilon \ll 1$. A typical example is the dumbbell domain, with $\partial E$ located at the bottleneck of the domain [Figure 2a], thus Kohn and Sternberg’s pattern echoes Matano’s. On the contrary, if the domain $\Omega$ is a convex domain, there exists no such set $E$; accordingly, from Theorem [CHM], there exists no stable pattern as well.

As mentioned in the introduction, the result of Kohn and Sternberg allows constructing stable patterns in star-shaped domains obtained as a small perturbation of convex domains, see Figure 2b. In dimension $n \geq 3$, such a domain can also be chosen with positive mean curvature. In that sense, the convexity assumption in Theorem [CHM] is sharp.

Nevertheless, we see from Proposition 1 that, when the domain is close from being convex, this construction can only be achieved when $\varepsilon \ll 1$, i.e., when the nonlinearity has a large magnitude.

We also emphasize that, contrary to Matano’s construction, Kohn and Sternberg’s pattern relies on the fact that the Allen-Cahn nonlinearity is balanced (i.e. $\int_{-1}^{+1} f = 0$). This can be seen in dimension $n = 2$ by Theorem 6 which, after a simple rescaling, implies the non-existence of patterns for unbalanced nonlinearity of very large magnitude.

**Angular symmetry.** Matano [49] also shows that, if the domain is a solid of revolution, stable patterns must be invariant with respect to rotations around the axis of revolution. If, in addition, the section is convex, there exists no stable pattern. In particular, it proves the non-existence of stable pattern for any $C^1$ nonlinearity in certain non-convex domains, such as torus or rings.

However, it has to be noticed that the non-existence of stable pattern is not robust under small perturbation of the domain since patterns can be constructed with Kohn and Sternberg methods in domains as in Figure 2c.

Matano’s angular symmetry suggests that stable patterns inherit some symmetries of the domain. It is also true for invariance by translations: stable patterns in $\mathbb{R} \times \omega$ (where $\omega \subset \mathbb{R}^{n-1}$ is bounded) are invariant with respect to $x_1$ [53]. Nevertheless, the symmetries by rotation and translation are the only ones to be expected, since Cartesian and angular differentiations are the only first-order differential operators commuting with the Laplacian. It is, however, natural to consider this question for patterns on manifolds. This has been done by many authors [7,35,36,40,44,55,58].

**Propagation in reaction-diffusion equations.** Many papers deal with the spreading properties of reaction-diffusion equations, which are the evolution equation associated with (1). In this context, the existence of stable patterns corresponds to the possibility of the blocage of an invading wave; on the other hand, the non-existence of stable patterns means that there is a complete invasion.
Let us briefly report on the article [12] which studies the propagation in the presence of an obstacle. Consider an exterior domain $\Omega = \mathbb{R}^n \setminus K$, where the obstacle $K \subset \mathbb{R}^n$ is compact, and a bistable unbalanced nonlinearity, say $f(u) = u(1-u)(u-a)$, with $a < 1/2$, so that $\int_0^1 f > 0$. This last inequality (which is not satisfied by the Allen-Cahn nonlinearity) ensures that any traveling wave connecting 0 to 1 converges to 1 in large times (roughly speaking “1 is more stable than 0”). The authors consider the special class of solution to (1) which satisfies

$$\lim_{|x| \to +\infty} u(x) = 1. \quad (21)$$

This class of solution is obtained as the limit in large times of a generalized traveling wave.

On the one hand, if the obstacle features a bottleneck (as in a dumbbell domain), there exist stable patterns satisfying (21). On the other hand, if the obstacle is star-shaped or axially convex, there exists no (possibly unstable)
pattern satisfying (21). We point out, however, that in such domains (see Figure 3) there might exist stable patterns which do not satisfy (21) but satisfy 
$$\lim_{|x| \to +\infty} u(x) = 0.$$ See also [10] for similar conclusions if the domain is a cylinder with varying cross section, and [14,15] for the case of non-local diffusion.

Figure 3: Example of a domain $\Omega = \mathbb{R}^n \setminus K$, exterior of an axially convex obstacle, which does not admit any pattern satisfying (21), but admits stable patterns (for some $f$).

Further references. Many authors have also been interested in understanding how the existence of stable patterns could emerge from the non-homogeneity of coefficients, for example, under non-homogeneous diffusivity [33,62,68] or non-homogeneous reaction [1,16,61].

Finally, we mention that the regularity of weak stable solutions has been widely studied, see [17,34], and references therein. See also [20] for properties on the level sets of stable patterns in the case of Dirichlet boundary conditions.

4 Non-existence of patterns

4.1 Proof of Theorem 1

We give a proof which is in the spirit of [19,49]; we propose an alternative proof in Section 4.2. We begin with a classical geometrical lemma which was first stated in [19,49] (in a slightly less general form).

Lemma 1 ([19,49]). Let $\Omega \subset \mathbb{R}^n$ be a smooth domain and recall $\gamma(\cdot)$ from Definition 1. Let $u$ be a $C^2$ function such that

$$\partial_\nu u = 0 \quad \text{on } \partial \Omega. \quad (22)$$

Then,

$$\frac{1}{2} \partial_\nu |\nabla u|^2 = -\nabla u \cdot \nabla \nu \cdot \nabla u \leq -\gamma |\nabla u|^2 \quad \text{on } \partial \Omega,$$
with equality if \( n = 2 \).

Proof. On the one hand, differentiating (22) with respect to the vector field \( \nabla u \) (note that \( \nabla u \) is tangential to \( \partial \Omega \)) leads to

\[ 0 = \nabla \partial_u u \cdot \nabla u = \nabla u \cdot \nabla^2 u \cdot \nu + \nabla u \cdot \nabla \nu \cdot \nabla u. \tag{23} \]

On the other hand, we have

\[ \partial_u |\nabla u|^2 = \nabla (|\nabla u|^2) \cdot \nu = 2 \nabla u \cdot \nabla^2 u \cdot \nu. \]

Using (23) in the above expression, we deduce

\[ \partial_u |\nabla u|^2 = -2 \nabla u \cdot \nabla \nu \cdot \nabla u. \tag{24} \]

We recall that \( \gamma(x) \) is defined as the lowest eigenvalue of \( \nu(x) \) restricted to the tangent space \( \nu(x)^\perp \), i.e., by the Rayleigh quotient formula,

\[ \gamma(x) = \inf_{X \in \nu(x)^\perp \setminus \{0\}} \frac{X \cdot \nabla \nu(x) \cdot X}{|X|^2}, \quad \forall x \in \partial \Omega. \]

Therefore, \( \nabla u \cdot \nabla \nu \cdot \nabla u \geq \gamma|\nabla u|^2 \), with equality if \( n = 2 \). From this and (24), we conclude the proof.

Now, we give the following intermediate result.

**Lemma 2.** Let \( u \) be a solution of (1), and set \( v_i := \partial_{x_i} u \), for all \( i \in \{1, \ldots, n\} \).

We have that

\[ \sum_{i=1}^n F_\gamma(v_i) \leq 0, \tag{25} \]

with \( F_\gamma \) from Definition 3.

Proof. Differentiating (1) with respect to \( x_i \), we find that \( v_i := \partial_{x_i} u \) satisfies the linearized equation

\[ -\Delta v_i - f'(u)v_i = 0 \quad \text{in } \Omega. \]

Multiplying by \( v_i \) and using the divergence theorem, we find

\[ \int_{\Omega} |\nabla v_i|^2 - \int_{\Omega} f'(u)v_i^2 = \int_{\partial \Omega} v_i \partial_u v_i, \]

and so, writing \( v_i \partial_u v_i = \frac{1}{2} \partial_u v_i^2 \), we obtain

\[ F_\gamma(v_i) = \int_{\partial \Omega} \frac{1}{2} \partial_u v_i^2 + \int_{\partial \Omega} \gamma v_i^2. \]

Summing the above equation for \( i \in \{1, \ldots, n\} \) and using that \( |\nabla u|^2 = v_1^2 + \cdots + v_n^2 \) gives

\[ \sum_{i=1}^n F_\gamma(v_i) = \int_{\partial \Omega} \frac{1}{2} \partial_u |\nabla u|^2 + \int_{\partial \Omega} \gamma |\nabla u|^2. \]

The right-hand side of the above identity is nonpositive from Lemma 1, which achieves the proof. \( \square \)
With these lemmas in hands, we are ready to prove Theorem 1. Let \( u \) be a solution of (1) and assume \( \gamma \geq 0 \). Set \( v_i := \partial_{x_i} u \), for all \( i \in \{1, \ldots, n\} \). Since \( \gamma \geq 0 \), we have that \( F_\gamma(\cdot) \geq 0 \), hence, using Lemma 2
\[
0 \leq F_\gamma(v_i) \leq \sum_{k=1}^{n} F_\gamma(v_k) = \int_{\partial \Omega} \frac{1}{2} \partial_{v} |\nabla u|^2 + \int_{\partial \Omega} \gamma |\nabla u|^2 \leq 0.
\]
We infer that \( F_\gamma(v_i) = 0 \) and that \( v_i \) minimizes \( F_\gamma \).

It is then classical that \( v_i \) must have a constant strict sign on \( \Omega \) (more precisely, \( v_i \) must be a constant multiple of the eigenfunction associated with \( \lambda_\gamma \) [29]). Then, from \( \partial_{v} u = 0 \) on the closed surface \( \partial \Omega \), we deduce that \( v_i \) vanishes on some point of the boundary. Since \( v_i \) has a constant strict sign, we deduce that \( v_i \equiv 0 \), which completes the proof.

### 4.2 Alternative proof of Theorem 1

The proof of Theorem 1 presented in Section 4.1 relies on Lemma 2 which involves the term \( \sum_{i=1}^{n} F_\gamma(v_i) \). However, it is not easy to give an intuitive interpretation of this quantity, and although the method is simple, it seems ad hoc. Let us give an alternative proof where the above quantity appears naturally. The idea is inspired by the famous geometric Poincaré inequality introduced by Sternberg and Zumbrun [63,64] and consists of using \( v = |\nabla u| \) as a test function in \( F_\gamma \).

In fact, we are going to prove a more precise result than Theorem 1.

**Proposition 4.** Let \( u \) be a nonconstant solution of (1). Then,
\[
\lambda_\gamma \leq \frac{\|\nabla|\nabla u|\|^2 - \|\nabla^2 u\|^2}{\|\nabla u\|^2} < 0,
\]  
(26)
where \( \| \cdot \| \) denotes the usual \( L^2 \)-norm and \( \nabla^2 u \) is the Hessian matrix of \( u \).

**Proof.** Set \( v_i = \partial_{x_i} u \) for all \( i = 1, \ldots, n \) and \( v = |\nabla u| = \sqrt{v_1^2 + \cdots + v_n^2} \). A straightforward computation gives (on the set \( \{v \neq 0\} \))
\[
-\Delta v - f'(u)v = \frac{1}{v} \left( |\nabla v|^2 - \sum_{i=0}^{n} |\nabla v_i|^2 \right) \leq 0.
\]

Multiplying by \( v \) and using the divergence theorem, we find
\[
-\int_{\partial \Omega} v \partial_{\nu} v + \int_{\Omega} |\nabla v|^2 - \int_{\Omega} f'(u)v^2 = \int_{\Omega} \left[ |\nabla v|^2 - \sum_{i=0}^{n} |\nabla v_i|^2 \right].
\]

Writing \( v \partial_{\nu} v = \frac{1}{2} \partial_{\nu} v^2 \), and using Lemma 1 we obtain
\[
F_\gamma(v) \leq \int_{\Omega} \left[ |\nabla v|^2 - \sum_{i=0}^{n} |\nabla v_i|^2 \right].
\]  
(27)
From the definition of $\lambda_\gamma$ [Definition 3], we have that $F_\gamma(v) \geq \lambda_\gamma \|v\|^2$. We conclude the proof by using this inequality and that $\int_\Omega \sum_{i=0}^n |\nabla v_i|^2 = \|\nabla^2 u\|$ in (27).

We emphasize that (27) is simply a rewriting of (25) (we recall that $v^2 = v_1^2 + \cdots + v_n^2$). The advantage of this formulation is that we can give a geometric interpretation of the right member: as stated in [64, Lemma 2.1],

\[
|\nabla v|^2 - \sum_{i=0}^n |\nabla v_i|^2 = \begin{cases} |\nabla u|^2 \sum_{i=1}^{n-1} \kappa_i^2 + |\nabla_T|\nabla u|^2 & \text{on } \{\nabla u \neq 0\}, \\ 0 & \text{a.e. on } \{\nabla u = 0\}, \end{cases}
\]

where $\kappa_i$ are the principal curvature of the level set of $u$ and $\nabla_T$ denotes the differentiation which is tangent to this level set.

In particular, this term is nonpositive and is identically zero if and only if $u$ is one-dimensional. Thus, inequality (26) can be seen as a flatness estimate.

If $\lambda_\gamma \geq 0$, we deduce from (27) and the above geometric interpretation that $u$ is one-dimensional. Then, we easily conclude that $u$ is constant: it completes the proof of Theorem 1.

For $u$ a pattern of (1), inequality (26) provides a negative upper bound on $\lambda_\gamma$. Proposition 4 is therefore more precise than Theorem 1 which only implies that $\lambda_\gamma < 0$.

### 4.3 Proof of Proposition 1

We begin with an intermediate result stating that the strict inequality holds in (4).

**Lemma 3.** Assume that $\Omega$ is bounded and convex, and let $u$ be a solution of (1). Then,

\[
\lambda_\gamma > \lambda_0
\]

with $\lambda_0 \lambda_\gamma$ from [Definition 2] and [Definition 3].

**Proof.** First, let us prove that there exists a point $x_0 \in \partial \Omega$ at which $\gamma(x_0) > 0$. Since $\Omega$ is bounded, the norm mapping $x \in \Omega \mapsto |x|$ reaches its maximum $R > 0$ at some point $x_0 \in \partial \Omega$. Denoting by $B_R$ the ball of radius $R$ centered at the origin, we have that $\Omega \subset B_R$ and that $\Omega$ and $B_R$ are tangent at $x_0$. From a standard comparison principle, we deduce that $\gamma(x_0) \geq \frac{1}{\rho_0} > 0$.

Then, consider $\varphi$ the (unique) positive eigenfunction associated with $\lambda_\gamma$ (given, for example, by [39]). It is classical that $\varphi > 0$ in $\Omega$. From this and the fact that $\gamma(x_0) > 0$, we infer that $\int_{\partial \Omega} \gamma \varphi^2 > 0$. We deduce

\[
\lambda_\gamma = F_\gamma(\varphi) = F(\varphi) + \int_{\partial \Omega} \gamma \varphi^2 > F_0(\varphi) \geq \lambda_0,
\]

which concludes the proof. \qed
Now, let us prove Proposition 1. Assume that $\Omega$ is convex and let $(\Omega_\varepsilon, f_\varepsilon)$, $\varepsilon > 0$ be a family of smooth perturbations which converges to $(\Omega, f)$ as $\varepsilon \to 0$. By contradiction, assume that there exists $u_\varepsilon$ a sequence of stable patterns of (1) with $(\Omega_\varepsilon, f_\varepsilon)$. We denote $\lambda_{0,\varepsilon}$ and $\lambda_{\gamma,\varepsilon}$ the quantities from (2) and (3) corresponding to $u_\varepsilon$. Since $u_\varepsilon$ is a stable pattern, we have $\lambda_{0,\varepsilon} \geq 0$ (by the definition of stability) and $\lambda_{\gamma,\varepsilon} < 0$ (from Theorem 1), which implies $\lambda_{\gamma,\varepsilon} < \lambda_{0,\varepsilon}$.

From classical elliptic estimates, $u_\varepsilon$ is bounded in $C^{2,\alpha}(\Omega_\varepsilon)$, uniformly in $\varepsilon > 0$ (see e.g. [38, Theorem 6.30]). Up to extraction of a subsequence (still denoted $\varepsilon$), $u_\varepsilon$ converges when $\varepsilon \to 0$ to some $u$ which is a solution of (1). Identically, $\lambda_{0,\varepsilon}$ and $\lambda_{\gamma,\varepsilon}$ converge to some $\lambda_0$, $\lambda_\gamma$ respectively.

Since $\lambda_{0,\varepsilon}$ and $\lambda_{\gamma,\varepsilon}$ behave continuously as $\varepsilon \to 0$, inequality (28) implies $\lambda_\gamma \leq 0 \leq \lambda_0$: we get a contradiction with Lemma 3.

4.4 Proof of Theorem 2

The proof of Theorem 2 follows directly from the following lemma which breaks down the quantity $\lambda_\gamma$ into three parts: the stability of the solution, the geometry of the domain (through $\mu_\gamma$ from Definition 1), and the magnitude of the nonlinearity.

**Lemma 4.** Let $u$ be a solution of (1) and let $a \geq 1$. Then,

$$a \lambda_\gamma \geq (a - 1) \lambda_0 + \mu_a \gamma - \sup f'.$$

If $u$ is not constant, then Theorem 1 implies that $\lambda_\gamma < 0$. Then, the proof of Theorem 2 is directly deduced from the above lemma.

**Proof.** Fix $b \in (0, 1)$ and $\psi \in H^1(\Omega)$. By writing $|\nabla \psi|^2 = b|\nabla \psi|^2 + (1 - b)|\nabla \psi|^2$, a straightforward computation gives

$$F_\gamma(\psi) := \int_\Omega |\nabla \psi|^2 - \int_\Omega f'(u) \psi^2 + \int_{\partial \Omega} \gamma \psi^2$$

$$= b \left( \int_\Omega |\nabla \psi|^2 - \int_\Omega f'(u) \psi^2 \right) + (1 - b) \left( \int_\Omega |\nabla \psi|^2 + \int_{\partial \Omega} \frac{\gamma}{1 - b} \psi^2 - \int_\Omega f'(u) \psi^2 \right)$$

$$= b F_0(\psi) + (1 - b) G_{\frac{\gamma}{1 - b}}(\psi) - (1 - b) \int_\Omega f'(u) \psi^2, \quad (29)$$

with $F_\gamma$ from Definition 3, $F_0$ from Definition 2 and $G_{\frac{\gamma}{1 - b}}$ from Definition 1. By definition, $F_0(\psi) \geq \lambda_0 \int_\Omega \psi^2$ and $G_{\frac{\gamma}{1 - b}}(\psi) \geq \mu_{\frac{\gamma}{1 - b}} \int_\Omega \psi^2$. Dividing by $(1 - b)$ and setting $a = \frac{1}{1 - b}$, we infer

$$a F_\gamma(\psi) \geq \left( (a - 1) \lambda_0 + \mu_a \gamma - \sup f' \right) \int_\Omega \psi^2.$$

We conclude the proof by taking the infimum over all functions $\psi \in H^1$ such that $\int_\Omega \psi^2 = 1$. 
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5 Nonlinear Caccioppoli inequality

Proof of Theorem 3. Let \( u \) be a solution of (8), and set \( v_i := \partial_{x_i} u \), for all \( i \in \{1, \ldots, n\} \). Differentiating (8) with respect to \( x_i \), we find that \( v_i \) satisfies
\[
-\Delta v_i - \partial_u f(x, u)v_i - \partial_{x_i} f(x, u) = 0 \quad \text{in } \Omega.
\]

Multiplying by \( v_i \) and using the divergence theorem, we find
\[
- \int_{\partial \Omega} v_i \partial_{\nu} v_i + \int_{\Omega} |\nabla v_i|^2 = \int_{\Omega} \partial_u f(x, u)v_i^2 + \int_{\Omega} \partial_{x_i} f(x, u)v_i.
\]
Writing \( v_i \partial_{\nu} v_i = \frac{1}{2} \partial_{\nu} v_i^2 \), summing the above equation for \( i \in \{1, \ldots, n\} \) and using that \( |\nabla u|^2 = v_1^2 + \cdots + v_n^2 \), we obtain
\[
- \frac{1}{2} \int_{\partial \Omega} \partial_{\nu} [|\nabla u|^2] + \sum_{i=1}^n \int_{\Omega} |\nabla v_i|^2 = \int_{\Omega} \partial_u f(x, u)|\nabla u|^2 + \int_{\Omega} \nabla f(x, u) \cdot \nabla u.
\]

(30)

Let us estimate separately the left and right hand-side of the above expression. To estimate the left hand-side, we use Lemma 1 to deduce that \( \frac{1}{2} \partial_{\nu} [|\nabla u|^2] \leq \gamma |\nabla u|^2 = \gamma \sum_{i=1}^n v_i^2 \). Then, recalling the definitions of \( \mu_\gamma \) and \( \mathcal{G}_\gamma \) from Definition 1, we have
\[
- \frac{1}{2} \int_{\partial \Omega} \partial_{\nu} [|\nabla u|^2] + \sum_{i=1}^n \int_{\Omega} |\nabla v_i|^2 \geq \sum_{i=1}^n \mathcal{G}_\gamma(v_i) \geq \mu_\gamma \sum_{i=1}^n v_i^2 = \mu_\gamma \int_{\Omega} |\nabla u|^2.
\]

Let us show that the above inequality is strict whenever \( u \) is not constant. If there is equality, we have that \( \mathcal{G}_\gamma(v_i) = \mu_\gamma \int_{\Omega} v_i^2 \) for all \( i \in \{1, \ldots, n\} \). Then, \( v_i \) minimizes \( \mathcal{G}_\gamma \) and therefore is a constant multiple of the principal eigenfunction associated to \( \mu_\gamma \). In particular, \( v_i \) has a constant strict sign on \( \overline{\Omega} \). However, since \( \partial_{\nu} u = 0 \) on \( \partial \Omega \), we deduce that \( v_i \) vanishes on some point of \( \partial \Omega \), hence \( v_i \equiv 0 \), and so \( u \) is constant. We have thus shown that
\[
- \frac{1}{2} \int_{\partial \Omega} \partial_{\nu} [|\nabla u|^2] + \sum_{i=1}^n \int_{\Omega} |\nabla v_i|^2 \geq \mu_\gamma \int_{\Omega} |\nabla u|^2,
\]
with equality if and only if \( u \) is constant.

Now, we compute the right-hand side of (30) using the divergence theorem and that \( u \) is a solution of (8):
\[
\int_{\Omega} \partial_u f(x, u)|\nabla u|^2 + \int_{\Omega} \nabla f(x, u) \cdot \nabla u = \int_{\Omega} \nabla [f(x, u(x))] \cdot \nabla u = \int_{\partial \Omega} f(x, u) \partial_{\nu} u \, dx - \int_{\Omega} f(x, u) \Delta u \, dx
\]
\[
= \int_{\Omega} f(x, u)^2 \, dx.
\]

We complete the proof by plugging the above inequality and (31) into (30). \( \square \)
Remark 1. With the same method as in Section 4.2, we can use the geometric Poincaré inequality to prove the slightly more precise estimate: for \( u \) a nonconstant solution of (8), we have

\[
\mu_\gamma \| \nabla u \|^2 \leq \int_\Omega f(x, u)^2 \, dx \leq \| \nabla u \|^2 - \| \nabla^2 u \|^2 < 0,
\]

where \( \| \cdot \| \) denotes the usual \( L^2 \) norm and \( \nabla^2 u \) is the Hessian matrix of \( u \).

6 Flatness estimates

6.1 Proof of Proposition 3

Proof of the first statement. Let \( \varphi \) be the (unique up to renormalization) eigenfunction associated with \( \lambda_\gamma \) \[29\]. Denoting \( \langle \cdot, \cdot \rangle \) the usual \( L^2(\Omega) \) scalar product, the mapping \( \xi \in \mathbb{R}^n \mapsto \langle \nabla u \cdot \xi, \varphi \rangle \) is a continuous linear form which vanishes on a hyperplane \( H \). We consider \((e_2, \ldots, e_n)\) an orthonormal basis of \( H \), that we supplement with a unit vector \( e_1 \in H^\perp \) (so that \((e_1, e_2, \ldots, e_n)\) is an orthonormal basis of \( \mathbb{R}^n \)). Then, we set \( v_i := \nabla u \cdot e_i \).

By construction, \( v_i \) is orthogonal to \( \varphi \) for all \( i \in \{2, \ldots, n\} \), hence

\[
\mathcal{F}_\gamma(v_i) \geq \begin{cases} 
\lambda_\gamma \| v_i \|^2 & \text{if } i \in \{2, \ldots, n\}, \\
\lambda_\gamma \| v_1 \|^2 & \text{if } i = 1.
\end{cases}
\]

From Lemma 2 and that \( \| \nabla u \|^2 = \sum_{i=1}^n \| v_i \|^2 \), we have

\[
0 \geq - (\lambda_{\gamma,2} - \lambda_\gamma) \| v_1 \|^2 + \lambda_{\gamma,2} \| \nabla u \|^2.
\]

We easily conclude from the above inequality.

Proof of the second statement. As in the previous step, we can choose an orthonormal basis such that, for all \( i \in \{2, \ldots, n\} \), \( v_i \) is orthogonal to the eigenfunction associated with \( \lambda_0 \). We thus have, for all \( a \geq 1 \),

\[
\mathcal{F}_a(v_i) \geq \begin{cases} 
\lambda_0 \| v_i \|^2 & \text{if } i \in \{2, \ldots, n\}, \\
\lambda_0 \| v_1 \|^2 & \text{if } i = 1,
\end{cases} \quad \text{and } \quad G_{a\gamma}(v_i) \geq \mu_{a\gamma} \| v_i \|^2.
\]

From \([29]\), for all \( b \in (0, 1) \), we have

\[
0 \geq b \sum_{i=1}^n \mathcal{F}_0(v_i) + (1 - b) \sum_{i=1}^n G_{b\gamma}(v_i) - (1 - b) \int_\Omega f'(u) \| \nabla u \|^2.
\]

Using \((32)\), we obtain

\[
0 \geq b \left( \lambda_0 \| v_1 \|^2 + \lambda_{0,2} \sum_{i=2}^n \| v_i \|^2 \right) + (1 - b) \mu_{b\gamma} \sum_{i=1}^n \| v_i \|^2 - (1 - b) \sup f' \| \nabla u \|^2.
\]
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Since \( \sum_{i=1}^{n} \|v_i\|^2 = \|\nabla u\|^2 \), dividing by \((1 - b)\|\nabla u\|^2\) and setting \( a = \frac{1}{1-b} \) gives

\[
0 \geq (a - 1) \left( \lambda_0 \|v_1\|^2 + \lambda_{0,2} \left( \|\nabla u\|^2 - \|v_1\|^2 \right) \right) + \mu_{a\gamma} \|\nabla u\|^2 - \sup f'\|\nabla u\|^2.
\]

Dividing by \( \|\nabla u\|^2 \) and rearranging the term gives the result.

**Remark 2.** An analogous \( k \)-dimensional estimate can be derived for pattern of Robin-curvature Morse index \( k \in \{1, \ldots, n\} \). More precisely, let \( u \) be a pattern and define, for all positive integer \( k \),

\[
\lambda_{\gamma,k} := \sup \left\{ \inf \left\{ F_\gamma(\psi), \psi \in E, \|\psi\|_{L^2} = 1 \right\}, E \subset H^1(\Omega), \dim E = k \right\}.
\]

Note that with these notations, we have \( \lambda_\gamma = \lambda_{\gamma,1} \). Then, there exists an orthonormal basis \((e_1, \ldots, e_n)\) of \( \mathbb{R}^n \) such that

\[
\sum_{i=1}^{n} \lambda_{\gamma,i} \|\nabla u \cdot e_i\|^2 \leq 0.
\]

In particular, if \( u \) is of Robin-curvature Morse index \( k \in \{1, \ldots, n\} \) (i.e. \( \lambda_{\gamma,1} \leq \cdots \leq \lambda_{\gamma,k-1} < 0 \leq \lambda_{\gamma,k} \)), then

\[
\sum_{i=1}^{k} \frac{\|\nabla u \cdot e_i\|^2}{\|\nabla u\|^2} \leq \frac{\lambda_{\gamma,k}}{\lambda_{\gamma,k} - \lambda_{\gamma,1}},
\]

and \( u \) tends to be \( k \)-dimensional if \( \lambda_{\gamma,k} \gg 1 \).

Similarly, we can derive an estimate if \( u \) is of Morse index \( k \in \{1, \ldots, n\} \).

Setting, for all positive integer \( k \),

\[
\lambda_{0,k} := \sup \left\{ \inf \left\{ G_0(\psi), \psi \in E, \|\psi\|_{L^2} = 1 \right\}, E \subset H^1(\Omega), \dim E = k \right\},
\]

there exists an orthonormal basis \((e_1, \ldots, e_n)\) such that

\[
(a - 1) \left( \lambda_{0,k} - \lambda_0 \right) \sum_{i=1}^{k} \frac{\|\nabla u \cdot e_i\|^2}{\|\nabla u\|^2} \geq (a - 1) \lambda_{0,k} + \mu_{a\gamma} - \sup f', \quad \forall a \geq 1
\]

The same remark holds for Proposition 3, i.e., we can derive a \( k \)-dimensional estimate involving the \( k \)-ieth eigenvalue of the Robin-curvature Laplacian. More precisely, define

\[
\mu_{\gamma,k} := \sup \left\{ \inf \left\{ G_\gamma(\psi), \psi \in E, \|\psi\|_{L^2} = 1 \right\}, E \subset H^1(\Omega), \dim E = k \right\}, \quad \forall k \in \mathbb{N}.
\]

Then, there exists an orthonormal basis \((e_1, \ldots, e_n)\) of \( \mathbb{R}^n \) such that \( G(v_i) \geq \mu_{\gamma,i} \|v_i\|^2 \), and so

\[
0 \geq \sum_{i=1}^{n} \mu_{\gamma,i} \|\nabla u \cdot e_i\|^2 - \sup f'\|\nabla u\|^2.
\]
In particular, for \( u \) a solution of (1) we have that
\[
(\mu_{\gamma,k} - \mu_{\gamma,1}) \sum_{i=1}^{k} \frac{\|\nabla u \cdot e_i\|^2}{\|\nabla u\|^2} \leq \mu_{\gamma,k} - \sup f',
\]
and so \( u \) tends to be \( k \)-dimensional if \( \mu_{\gamma,k} \gg 1 \).

**Remark 3.** As already mentioned in the proof of [Theorem 3](#) from an integration by part, we have that \( \int_{\Omega} f'(u)|\nabla u|^2 = \int_{\Omega} f(u)^2 \). Hence, the second estimate in [Proposition 3](#) holds if we replace \( \sup f' \) by \( \int_{\Omega} f(u)^2 \). Namely, There exists a direction \( e \in \mathbb{S}^{n-1} \) such that,
\[
(\mu_{\gamma,2} - \mu_{\gamma}) \frac{\|\nabla u \cdot e\|^2}{\|\nabla u\|^2} \geq \mu_{\gamma,2} - \frac{\int_{\Omega} f(u)^2}{\|\nabla u\|^2}.
\]
The same remark holds for the estimate in [Proposition 2](#), i.e., there exists a direction \( e \in \mathbb{S}^{n-1} \) such that, for all \( a \geq 1 \),
\[
(a - 1)(\lambda_{0,2} - \lambda_0) \frac{\|\nabla u \cdot e\|^2}{\|\nabla u\|^2} \geq (a - 1)\lambda_{0,2} + \mu_{a\gamma} - \frac{\int_{\Omega} f(u)^2}{\|\nabla u\|^2}.
\]

**Remark 4.** In fact, a stronger estimate than (11) holds, namely, we can replace \( \|\nabla u \cdot e\|^2 \) by \( \langle \nabla u \cdot e, \varphi \rangle \), with the normalization \( \|\varphi\| = 1 \). Indeed, with the same notations, from the decomposition \( L^2(\Omega) = \text{Vect}(\varphi) \oplus \text{Vect}(\varphi)^\perp \), we write \( v_1 = a_1 \varphi + \psi_1 \), with \( a_1 = \langle v_1, \varphi \rangle \) and \( \langle \psi_1, \varphi \rangle = 0 \). It is then remarkable that \( \varphi \) and \( \psi_1 \) are orthogonal for the quadratic form \( F_\gamma \), namely
\[
F_\gamma(v_1) = a_1^2 F_\gamma(\varphi) + F_\gamma(\psi_1) \geq a_1^2 \lambda_1 + \lambda_{1,2}\|\psi_1\|^2 = a_1^2 \lambda_1 + \lambda_{1,2}(\|v_1\|^2 - a_1^2).
\]
Using this inequality in the above proof, we end up with
\[
\int_{\Omega} \varphi \nabla u \cdot e \frac{\|\nabla u\|^2}{\|\nabla u\|^2} \geq \frac{\lambda_1^2}{\lambda_2^2 - \lambda_1^2}.
\]
If \( \lambda_{1,2} \gg 1 \), the above estimate implies that \( u \) must be one-dimensional and that \( \nabla u \cdot e \) must be a constant multiple of \( \varphi \).

The same remark holds for the second estimate in [Proposition 3](#) and for [Proposition 2](#).

### 6.2 Proof of [Proposition 2](#)

As in the proof of [Proposition 2](#) we can choose an orthonormal basis such that, for all \( i \in \{2, \ldots, n\} \), \( v_i \) is orthogonal to the eigenfunction associated with \( \mu_\gamma \). Hence,
\[
\mathcal{G}_\gamma(v_i) \geq \begin{cases} 
\mu_{\gamma,2}\|v_i\|^2 & \text{if } i \in \{2, \ldots, n\}, \\
\mu_\gamma\|v_1\|^2 & \text{if } i = 1.
\end{cases}
\]
From (29) with \( b = 0 \) and \( \psi = v_i \), we have

\[
F_\gamma(v_i) = G_\gamma(v_i) - \int_\Omega f'(u)v_i^2.
\]

Summing the above equality for \( i = 1, \ldots, n \) and using Lemma 2 we infer

\[
0 \geq \sum_{i=1}^n G_\gamma(v_i) - \sum_{i=1}^n \int_\Omega f'(u)v_i^2.
\]

Using (33) and that \( |\nabla u|^2 = v_1^2 + \cdots + v_n^2 \), we obtain

\[
0 \geq \mu_{\gamma,2} \|\nabla u\|^2 + \mu_{\gamma,2} (\|\nabla u\|^2 - v_1^2) - \sup f'\|\nabla u\|^2.
\]

We easily conclude from the above inequality.

**Remark 5.** Using the same method as in the proof of Proposition 3, we can show that, for any \( a \geq 1 \), there exists a direction \( e \in S^{n-1} \) such that

\[
(\mu_{a\gamma,2} - \mu_{a\gamma}) \|\nabla u \cdot e\|^2 \geq (a - 1)\lambda_0 + \mu_{a\gamma,2} - \sup f'.
\]

7 Unbounded domains

7.1 Proof of Theorem 4 First statement

First, note that Lemma 1 holds in unbounded domains. However, it is not the case for Lemma 2 because \( v_i \) may not be integrable and thus the computation of \( F(v_i) \) is not licit. Let us consider the cut-off function defined in (18). We begin with a lemma which adapts Lemma 2 to unbounded domains.

**Lemma 5.** Let \( u \) be a solution of (13), and set \( v_i := \partial_{x_i} u \), for all \( i \in \{1, \ldots, n\} \). We have that

\[
\lambda^R \int_\Omega \chi^R_2|\nabla u|^2 \leq \sum_{i=1}^n F_\gamma(\chi^R v_i) \leq \int_\Omega |\nabla \chi^R|^2|\nabla u|^2, \quad \forall R > 0,
\]

with \( F_\gamma \) from Definition 3.

**Proof.** The first inequality is directly deduced from the definition of \( \lambda^R \) in (15) and the fact that \( |\nabla u|^2 = v_1^2 + \cdots + v_n^2 \). Let us focus on the second inequality. Differentiating (13) with respect to \( x_i \), we find that \( v_i \) satisfies the linearized equation

\[-\Delta v_i - f'(u)v_i = 0 \quad \text{in} \ \Omega.\]

Multiplying by \( \chi^2_R v_i \), integrating on \( \Omega \) and using the divergence theorem, we find

\[-\int_{\partial\Omega} \chi^2_R v_i \partial_n v_i + \int_\Omega \nabla [\chi^2_R v_i] \cdot \nabla v_i - \int_\Omega f'(u)\chi^2_R v_i^2 = 0.\]
Using $|\nabla [v_i]|^2 = \nabla [v_i] \cdot \nabla v_i + |\nabla v_i|^2$ and $v_i \partial_r v_i = \frac{1}{2} \partial_r v_i^2$, we derive

$$\int_{\Omega} |\nabla [v_i]|^2 - \int_{\Omega} f'(u) v_i^2 = \int_{\partial \Omega} \frac{1}{2} \partial_r v_i^2 \chi_R + \int_{\Omega} |\nabla v_i|^2,$$

and so

$$F_\gamma(v_i) = \int_{\partial \Omega} \left( \frac{1}{2} \partial_r v_i^2 \chi_R + \gamma v_i^2 \right) + \int_{\Omega} |\nabla v_i|^2.$$

Summing the above expression for $i \in \{1, \ldots, n\}$ and using that $|\nabla u|^2 = v_1^2 + \cdots + v_n^2$ gives

$$\sum_{i=1}^{n} F_\gamma(v_i) = \int_{\partial \Omega} \left( \frac{1}{2} \partial_r |\nabla u|^2 + \gamma |\nabla u|^2 \right) + \int_{\Omega} |\nabla v_i|^2|\nabla u|^2.$$

The first term in the right-hand side of the above identity is nonpositive from Lemma 1 which achieves the proof. \( \square \)

Let us now prove the first assertion of Theorem 4. Assume that (16) holds, and assume by contradiction that $u$ is not constant. On the one hand, from the definition of $\lambda_R$ in (15), we have

$$\sum_{i=1}^{n} F_\gamma(v_i) \geq \lambda_R \int_{\Omega} |\nabla v_i|^2 \geq \lambda_R \int_{\Omega} |\nabla u|^2.$$

On the other hand, we have that

$$\int_{\Omega_R} |\nabla v_i|^2 \leq \frac{4}{R^2} \int_{\Omega} |\nabla u|^2.$$

Using the two above inequalities in (34), we deduce

$$\frac{1}{4} R^2 \lambda_R \leq \frac{\int_{\Omega} |\nabla u|^2}{\int_{\Omega} |\nabla v_i|^2}. \quad (35)$$

Notice that, since $u$ is not constant, the strong maximum principle implies that $u$ cannot be constant on any open set, and therefore $\int_{\Omega_R} |\nabla u|^2 > 0$. Iterating the above inequality, we find, for $j = 1, 2, \ldots,$

$$\left( \frac{R^2 \lambda_R}{4} \right)^j \leq \frac{\int_{\Omega_{j2R}} |\nabla u|^2}{\int_{\Omega_{j2R}} |\nabla v_i|^2}.$$

Since $\nabla u$ is bounded and not identically zero, there exists a constant $K$ such that

$$\frac{\int_{\Omega_{j2R}} |\nabla u|^2}{\int_{\Omega_{j2R}} |\nabla v_i|^2} \leq K (2^j R)^n.$$

Therefore,

$$\left( \frac{R^2 \lambda_R}{2^{n+2}} \right)^j \leq KR^n.$$

From (16), we can choose $R > 0$ such that $R^2 \lambda_R > 2^{n+2}$; then, we reach a contradiction letting $j \to +\infty$. 29
7.2 Proof of Theorem 4. Second and third statements.

Even if the domain is unbounded, $\lambda_{\gamma}$ is associated with an eigenfunction $\varphi$ which is positive on $\overline{\Omega}$ and satisfies

\[
\begin{aligned}
- \Delta \varphi - f'(u)\varphi &= \lambda_{\gamma} \varphi & \text{in } \Omega, \\
\partial_{\nu} \varphi + \gamma \varphi &= 0 & \text{on } \partial \Omega.
\end{aligned}
\tag{36}
\]

The existence of $\varphi$ is proved in [57]. The function $\varphi$ is often referred to as a generalized principal eigenfunction, because $\varphi$ might not belong to $H^1(\Omega)$.

If the domain is bounded, it is classical that $\lambda_{\gamma}$ is a simple eigenvalue of (36).

This property also holds in unbounded domains satisfying (14), as a consequence of the following lemma which is a refinement of [11, Theorem 1.7].

**Lemma 6.** Assume that $\Omega \subset \mathbb{R}^n$ satisfies (14) and let $u$ be a Robin-curvature-stable solution of (13). If $v$ is smooth, bounded and satisfies

\[
v (-\Delta v - f'(u)v) \leq 0, \quad \text{in } \Omega,
\]

and

\[
v (\partial_{\nu} v + \gamma v) \leq 0, \quad \text{on } \partial \Omega,
\]

then $v \equiv C \varphi$ for some constant $C$, where $\varphi$ is a principal eigenfunction associated with $\lambda_{\gamma}$.

**Proof.** Let us set $\sigma = \frac{v}{\varphi}$ and show that $\sigma$ is constant. Since $v$ satisfies (37)-(38), a straightforward computation shows that $\sigma$ satisfies

\[
\sigma \varphi (\varphi \Delta \sigma + 2 \nabla \varphi \cdot \nabla \sigma + \sigma (\Delta \varphi + f'(u)\varphi)) \geq 0.
\]

Using that $\varphi$ satisfies (36) and that $\lambda_{\gamma} \geq 0$, we have

\[
\varphi \sigma^2 (\Delta \varphi + f'(u)\varphi) \leq -\lambda_{\gamma} \varphi^2 \sigma^2 \leq 0,
\]

therefore,

\[
\sigma \varphi (\varphi \Delta \sigma + 2 \nabla \varphi \cdot \nabla \sigma) \geq 0,
\]

which can be rewritten as

\[
\sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0.
\]

Multiplying by $\chi_R^2$ (defined in (18)), integrating on $\Omega$ and using the divergence theorem, we find

\[
0 \leq \int_{\partial \Omega} \chi_R^2 \sigma^2 \partial_{\nu} \sigma - \int_{\Omega} \varphi^2 \nabla (\chi_R^2 \sigma) \cdot \nabla \sigma
\]

\[
= \int_{\partial \Omega} \chi_R^2 \sigma^2 \partial_{\nu} \sigma - \int_{\Omega} \varphi^2 \chi_R^2 |\nabla \sigma|^2 - 2 \int_{\Omega} \varphi \chi_R \sigma \nabla \chi_R \cdot \nabla \sigma.
\]

Since $\partial_{\nu} \varphi = -\gamma \varphi$, the boundary term reads

\[
\int_{\partial \Omega} \chi_R^2 \sigma^2 \partial_{\nu} \sigma = \int_{\partial \Omega} \chi_R^2 v [\partial_{\nu} v - \gamma v],
\]
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which is nonpositive from (37). From Cauchy-Schwarz inequality, we deduce
\[
\int_\Omega \chi_R^2 \varphi^2 |\nabla \sigma|^2 \leq 2 \sqrt{\int_{\Omega_R} \chi_R^2 \varphi^2 |\nabla \sigma|^2} \sqrt{\int_\Omega v^2 |\nabla \chi_R|^2},
\]
where \(\Omega_R = \Omega \cap \{|x| \leq R\}\).

The assumption on the growth of the domain at infinity (14) implies
\[
\int_\Omega v^2 |\nabla \chi_R|^2 \text{ is bounded, uniformly in } R \geq 1.
\]
From (39), we deduce that \(\int_\Omega \chi_R^2 \varphi^2 |\nabla \sigma|^2\) is uniformly bounded. Hence,
\[
\lim_{R \to +\infty} \left[ \int_{\Omega_R \setminus \Omega_R} \chi_R^2 \varphi^2 |\nabla \sigma|^2 \right] = 0.
\]
At the limit as \(R \to +\infty\) in (39), we find \(\int_\Omega \varphi^2 |\nabla \sigma|^2 \leq 0\). Hence \(\nabla \sigma = 0\), which achieves the proof.

The cornerstone of the proof is that \(\sigma \nabla \cdot (\varphi^2 \nabla \sigma) \geq 0\) implies \(\nabla \sigma = 0\), where \(\sigma := \frac{\varphi}{\varphi^2}\). The literature refers to this property as a Liouville property. Originally introduced in [11], it has been extensively used and discussed [9,37,52,66]. For more details, we refer to our previous paper [53, Section 3.2]. Note that this is the only step where (14) is needed. In our context, this condition is essentially optimal, as recently proved by Villegas [66].

We are now ready to complete the proof of Theorem 4.

**Proof of Theorem 4, second and third statements.** Let \(\varphi\) be a principal eigenfunction associated with \(\lambda_{\gamma}\). Let us first prove that \(v_i := \partial_{x_i} u\) is a constant multiple of \(\varphi\), for all \(i = 1, \ldots, n\). First, since \(u\) is bounded, classical global Schauder’s estimates guarantee that all the \(v_i\) are bounded. Then, differentiating (13), we find that \(v_i\) satisfies the first equation in (37). Now, we show that all the \(v_i\) satisfy the boundary condition in (38). Notice that if \(v_i\) indeed satisfies (38), then Lemma 6 implies that \(v_i\) is a constant multiple of \(\varphi\) and therefore \(\partial_{\nu} v_i + \gamma v_i = 0\). Hence, we know in general that \(v_i (\partial_{\nu} v_i + \gamma v_i) \geq 0\). However, Equation 23 implies
\[
\sum_{i=1}^n v_i (\partial_{\nu} v_i + \gamma v_i) \leq 0.
\]
We deduce that \(v_i (\partial_{\nu} v_i + \gamma v_i) = 0\). Applying Lemma 6, we deduce that \(v_i\) is a constant multiple of \(\varphi\).

The previous step implies that there exists a constant vector \(C \in \mathbb{R}^n\) such that \(\nabla u \equiv C \varphi\). Hence, \(u\) is a planar function. If the domain is not a straight cylinder, there exists \(x_0 \in \partial \Omega\) such that \(\nu(x_0) \cdot C \neq 0\). Then, the Neumann boundary condition in (13) implies that \(\nabla u(x_0) = 0\). Since \(\varphi > 0\) on \(\overline{\Omega}\), we
deduce that $C = 0$, hence $u$ is constant. It completes the proof of the second statement of Theorem 4.

Assume that $Ω$ is a straight cylinder of the form $\mathbb{R} \times \omega$, $\omega \subset \mathbb{R}^{n-1}$, and that $u$ only depends on $x_1$. Since $u'$ is a constant multiple of $φ > 0$, $u$ is monotonic. In addition, $u$ is bounded and therefore has a limit $z^+$ when $x_1 \to +\infty$. Setting $u_n(x_1) = u(x_1 + n)$ and using classical elliptic estimates, we can extract a subsequence that $C^2_{loc}$-converges to a solution $u_\infty$ of (13) which is Robin-curvature-stable. From $u_\infty \equiv z^+$, we deduce that $z^+$ must be a stable root of $f$. Identically, when $x_1 \to -\infty$, $u$ converges to a stable root of $f$, denoted $z^-$. If $z^+ = z^-$, then $u$ is constant. Let us assume $z^- \neq z^+$, and fix $M > 0$. Multiplying $-u'' = f(u)$ by $u'$ and integrating on $x_1 \in [-M,M]$ gives
\[
\frac{1}{2} (u'(-M))^2 - u'(M)^2 = \int_{u(-M)}^{u(M)} f.
\]
Since $u'(\pm\infty) = 0$ (indeed, $u'$ is integrable and $u''$ is bounded), when $M$ goes to $+\infty$ we obtain $\int_{z^-}^{z^+} f = 0$. The proof of the third statement of Theorem 4 is thereby complete. □

7.3 Proof of Corollary 3

Let $u$ be a solution of (13). Notice that Lemma 4 remains true when the domain is unbounded. It implies that
\[
a λ_γ \geq (a - 1)λ_0 + μ_{uγ} - \sup f', \quad ∀a \geq 1.
\]
If $u$ is not constant, then Theorem 4 implies that $λ_γ \leq 0$. Then, the proof of Theorem 2 directly follows from the above inequality.

7.4 Proof of Theorem 5

Let $u$ be a solution of (19) and set $v_i := \partial x_i u$, for all $i \in \{1, \ldots, n\}$. Differentiating (19) with respect to $x_i$, we find that $v_i$ satisfies
\[
-\Delta v_i - \partial u f(x,u)v_i - \partial x_i f(x,u) = 0 \quad \text{in } Ω.
\]
Multiplying by $\chi_R^2 v_i$ (we recall that $\chi_R$ is defined in (18)) and using the divergence theorem, we find
\[
-\int_{∂Ω} \chi_R v_i \partial u v_i + \int_Ω \nabla [\chi_R^2 v_i] \cdot \nabla v_i = \int_Ω \partial u f(x,u) v_i^2 \chi_R^2 + \int_Ω \partial x_i f(x,u) v_i \chi_R^2
\]
Summing the above equation for $i \in \{1, \ldots, n\}$, and using that $|\nabla [\chi_R^2 v_i]|^2 = |\nabla [\chi_R^2 v_i] \cdot \nabla v_i| + \nabla \chi_R^2 |v_i|^2$, that $v_i \partial x_i v_i = \frac{1}{2} \partial u v_i^2$, and that $|\nabla u|^2 = v_1^2 + \cdots + v_n^2$,
we obtain
\[- \frac{1}{2} \int_{\partial \Omega} \chi_R^2 \partial_{\nu} [\|\nabla u\|^2] + \sum_{i=1}^{n} \int_{\Omega} |\chi_R^2 \nabla v_i|^2 \]
\[= \int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2 + \int_{\Omega} \chi_R^2 \partial_{\nu} f(x,u) \nabla u |^2 + \int_{\Omega} \chi_R^2 \nabla f(x,u) \cdot \nabla u. \tag{40} \]

Let us first estimate the left hand-side of the above expression. We use Lemma 1 to deduce that
\[\frac{1}{2} \partial_{\nu} [\|\nabla u\|^2] \leq \gamma \|\nabla u\|^2 = \gamma \sum_{i=1}^{n} v_i^2. \] Therefore, recalling the definitions of $\mu_{\gamma}$ and $G_{\gamma}$ from Definition 1, we have
\[- \frac{1}{2} \int_{\partial \Omega} \chi_R^2 \partial_{\nu} [\|\nabla u\|^2] + \sum_{i=1}^{n} \int_{\Omega} |\chi_R^2 \nabla v_i|^2 \geq \gamma \sum_{i=1}^{n} \int_{\Omega} \chi_R^2 v_i^2 \]
\[\geq \mu_{\gamma} \sum_{i=1}^{n} \int_{\Omega} \chi_R^2 v_i^2 \]
\[= \mu_{\gamma} \int_{\Omega} \chi_R^2 |\nabla u|^2. \tag{41} \]

Now, we estimate the right-hand side of (40) using the divergence theorem and that $u$ is a solution of (19):
\[\int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2 + \int_{\Omega} \chi_R^2 \partial_{\nu} f(x,u) \nabla u |^2 + \int_{\Omega} \chi_R^2 \nabla f(x,u) \cdot \nabla u \]
\[= \int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2 + \int_{\Omega} \chi_R^2 \partial_{\nu} f(x,u) \nabla u |^2 + \int_{\Omega} \chi_R^2 \nabla f(x,u) \cdot \nabla u \]
\[= \int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2 + \int_{\Omega} \chi_R^2 \partial_{\nu} f(x,u) \nabla u |^2 - 2 \int_{\Omega} \chi_R^2 f(x,u) \nabla \chi_R \cdot \nabla u, \]
and since $-\nabla \chi_R \cdot \nabla u \leq |\nabla \chi_R||\nabla u|$, \[\leq \int_{\Omega} (|\nabla \chi_R||\nabla u| + f(x,u) \chi_R)^2 dx. \]

We complete the proof of Theorem 5 by plugging the above inequality and (41) into (40).

7.5 Proof of Corollary 4

First, notice that, if $u$ is not constant, the strong maximum principle implies that $u$ is not constant on any open set, and therefore $\int_{\Omega_R} |\nabla u|^2 > 0$ for all $R > 0$. Hence the expression in Corollary 4 is well defined.

From (20), we have that
\[\mu_{\gamma} \int_{\Omega} \chi_R^2 |\nabla u|^2 \leq 2 \int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2 + 2 \int_{\Omega} \chi_R^2 f(x,u)^2 dx. \]
To prove Corollary 4, it amounts to show that
\[\liminf_{R \to +\infty} \frac{\int_{\Omega} |\nabla \chi_R|^2 |\nabla u|^2}{\int_{\Omega} \chi_R^2 |\nabla u|^2} = 0. \]
By contradiction, assume that the above \( \lim \inf \) is strictly positive. We deduce that there exists \( \alpha > 0 \) such that for all \( R > 0 \) we have
\[
\frac{\int_{\Omega_R} |\nabla u|^2}{\int_{\Omega_R} |\nabla u|^2} \geq \alpha R^2.
\]
Here, we have used the definition of \( \chi_R \) in (18), in particular, that \( |\nabla \chi_R|^2 = O(R^{-2}) \).

This inequality is similar to (35) in the proof of Theorem 4. However, we have shown there that (35) leads to a contradiction. The proof is thereby achieved.
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