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Abstract

Boundary layer transition over an isolated surface roughness element is inves-

tigated by means of numerical simulation. Large Eddy Simulation (LES) flow-

modeling approach is employed to study flow characteristics and transition phe-

nomenon past a roughness element immersed within an incoming developing

boundary layer, at a height-based Reynolds number of 1170. LES numerical

results are compared to experimental data from literature showing the time-

averaged velocity distribution, the velocity fluctuation statistics and the instan-

taneous flow topology.

Despite slight difference in the intensity of streamwise velocity fluctuations,

the present LES results and experimental data show very good agreement. The

mean flow visualization shows streamwise counter-rotating vortices pairs forma-

tion downstream of the obstacle. The primary pair induces an upwash motion

and a momentum deficit that creates a Kelvin-Helmholtz type flow instability.

The instantaneous flow topology reveals the formation of coherent K-H vortices

downstream that produce turbulent fluctuations in the wake of the roughness el-

ement. These vortices are streched and lifted up when moving downstream. The

velocity fluctuations results show that the onset of the turbulence is dominated

by the energy transfer of large-scale vortices.
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1. Introduction

Boundary layer transition is a known phenomenon occurring in a large range

of industrial configurations and applications, and thus its prediction is of major

importance and remains a crucial issue.

In a developing boundary layer flow, the transition regime from laminar to5

turbulent is an uncertainty state, which makes the boundary layer transition

prediction a major subject of many studies. The flow over a smooth flat plate

is expected to remain laminar until a certain distance range from the leading

edge, but the presence of roughness structures triggers instabilities that can

cause significant momentum transport. In separation control applications and10

aero-thermal problems theses disturbances and their impact on the momentum

distribution normal to the wall are of great importance. Thus, the interaction

between a boundary layer and structures immersed in it represents an interesting

and complex problem.

The effect of roughness elements in promoting boundary layer transition is15

commonly [1, 2, 3] linked to the height-based Reynolds number. This Reynolds

number considers the roughness size as a characteristic length, so a roughness

element with large enough size may greatly modify the transition mechanism

for a developing laminar boundary layer, and accelerate the transition process.

Till now, the structure details and creation of the turbulent-like boundary20

layers induced by different types of roughness elements are still not very well

understood and analyzed.

Various flow disturbances may trigger this transition and act as an accelerating

process source (i.e. natural, bypass, etc.). These disturbances are the sources

of complex mechanisms which finally lead to turbulence. There are three main25

paths to turbulence:

• Natural: for smooth walls and flows with extremely low levels of dis-
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turbances (freestream turbulence, vibrations, etc.), boundary layer can

remain laminar well beyond critical Reynolds values for bypass transition.

The transition results in this case from the amplification of unstable waves.30

• Bypass: sufficient disturbances are present (such as in most engineering

applications), so the flow transition occurs spontaneously and far upstream

the natural transition location. In this case, the waves are no longer

present and other instability structures are observed.

• Induced: It means that the laminar-to-turbulent transition is triggered by35

an element (wall-mounted obstacle, wall-roughness, etc.), which leads to

instabilities and a rapid breakdown to turbulence.

In very common engineering applications, a wide range of heat exchangers

are often used with complex surface geometries (surface obstacles used to en-

hance the overall efficiency), at various types of fluid and flow regimes. One of40

the major challenges in this framework is then to correctly model and simulate

correctly the laminar-turbulent transition and thus capture the real physics be-

hind. Indeed, laminar-to-turbulent transition can greatly influence several flow

parameters like the pressure drop, drag coefficient and heat transfer efficiency.

Hence it is very important to understand these transition phenomenon in order45

to predict well transition processes.

For modeling transitional and turbulent flows, the Reynolds-Averaged Navier-

Stokes (RANS) approach is one strategy mainly used for its reasonable com-

putational time and simplified post-processing [4, 5]. The ability of RANS

simulations to capture the laminar-to-turbulent transition is very limited and50

depends mainly on the flow unsteadiness and the predictive capability of the

turbulence models.

In the work of Toubiana et al.[6], three modeling approaches were employed

to study the evolution of three-dimensional transitional and turbulent flow char-

acteristics and heat transfer in staggered plate arrays. Laminar, RANS and LES55

simulation have been compared for various Reynolds number ranging from 300

to 9000. A very significant deviation, up to 44% for friction factor and 27%
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for Colburn factor, in the transitional regime has been found when comparing

all numerical approaches, showing that the various laminar and RANS models

have great difficulties to predict the laminar-to-turbulent transition.60

Zhang et al.[7] conducted numerical analysis of the unsteady behavior of

transitional fluid flow and heat transfer in a plate-fin and tube heat exchanger.

The numerical results were compared to experimental results for the baseline

plate-fin and tube heat exchanger for Reynolds number from 978 to 2257. Lami-

nar, RANS standard k−ε (SKE) and LES approaches were used to simulate the65

transitional flow for a wide range of fin pitches. It has been found that the SKE

model overestimates the heat transfer by at least 50% for all Reynolds numbers.

The laminar model shows good agreement for Reynolds numbers below 1000.

The LES is the only appropriate model for the analysis of flow and heat transfer

in the transitional flow regime, where the laminar and SKE models failed.70

Thus regarding the numerical studies of transitional flows, various RANS

turbulence models were applied and showed their inability to accurately predict

the transition location and its properties. Laminar to turbulent transition owing

to instability processes cannot be predicted by statistical RANS models that

average the turbulent structures. Thus, none of the turbulent structures are75

resolved in the RANS approach, and the Large Eddy Simulation (LES) appears

as an interesting approach allowing to explicitly resolve a very wide range of

time and eddies length scales (with DNS approach, which remains too costly for

engineering applications).

However, it is important to note that some RANS-based turbulence models80

were designed to predict the laminar-turbulent transition. Malan [8] discusses

the implementation and validation of the γ − Reθ, a Local Correlation based

Transition Model (LCTM) based on the Shear Stress Transport (SST) k − ω

model of Menter [9] widely used for engineering applications.

Although the flow past obstacles and protrusions has been widely studied85

in turbulent and compressible boundary layers, supersonic and hypersonic flow

regime [10, 11, 12, 13], surprisingly, the flow around an isolated obstacle im-

mersed in a laminar and incompressible developing boundary layer has been
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reported in literature only in a few papers.

Ye et al.[14] performed tomographic Particle Image Velocimetry (PIV) to90

study the influence of various isolated roughness elements on boundary layer

transition at super-critical regime. Different roughness geometries mounted on

a flat plate were studied, where the upcoming developing flow is laminar. The

conducted PIV measurements enabled the analysis of the mean and instanta-

neous flow characteristics in the roughness wake. Flow instability is induced95

and leads to vortex systems generation and turbulent fluctuations, which are

associated to the transition mechanism.

For similar flow configuration, Acarlar and Smith [15] undertook hot-film

anemometry techniques to study discrete hairpin vortices and their induced

flow patterns past a hemisphere protuberance placed in a stable developing100

laminar boundary. The authors concluded that the shear layer instability and

related hairpin vortices play a significant role in the laminar-turbulent transition

process, which confirms the PIV analysis of Ye et al.[14].

Yanaoka et al.[16] carried out three-dimensional direct numerical simulation

(DNS) of a cube mounted on heated plate with an incoming laminar boundary105

layer to investigate the dynamics of the vortex structures formed in the wake

and their impact on heat transfer. The numerical calculations were performed

for a Reynolds number of 500 based on the cube size. A horseshoe and hairpin

vortex system are generated behind the cube.

Diaz-Daniel et al.[17] studied the flow past wall-attached cube immersed in110

laminar and turbulent boundary layers by means of DNS at various Reynolds

numbers. The flow mechanisms and structures generated downstream of the

wall-attached cube are analyzed through turbulence energy spectra. It was

found that the flow around a wall-attached cube strongly depends on the up-

stream flow conditions and generates an additional low-frequency far-field peak115

for turbulent incoming boundary layers.

The state of knowledge regarding the induced flow transition process past

an immersed isolated roughness is limited. For theses cases, the details of the

laminar-turbulent transition onset and evolution are still in question. The case
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of an isolated wall-mounted roughness, although simplistic, may represent a120

reference scenario for incompressible boundary layer transition induced by an

immersed obstacle. Such flows are encountered in various engineering applica-

tions (automotive heat exchangers, HVAC heat exchangers, airfoils, etc.).

One of the main objectives of the present paper is to develop and validate

a numerical methodology based on Large Eddy Simulation (LES) technique, by125

comparing numerical results to experimental data obtained by tomographic PIV

[14, 18]. The LES approach is then used for an extensive analysis of the induced

transitional regime focusing on the mean and instantaneous flow organization

as well as the turbulent statistics.

2. Simulations overview130

The developing air flow over a flat plate equipped with an isolated roughness

element is investigated. The geometry of the protrusion studied in the present

paper follows the experimental work previously published by Ye et al.[14], that

is the micro-ramp. The roughness element with a height of 2mm and a span

width of 4mm is placed at 290mm from the leading edge inside a developing135

laminar boundary layer flow. The air freestream velocity u∞ is equal to 10 m/s,

which is equivalent to a local Reynolds number of Rex = 176, 000 calculated at

the roughness streamwise position. It indicates a laminar regime upstream the

roughness position. It is worth to note that the roughness element is immersed

within the laminar boundary layer: the ratio between the roughness height and140

the undisturbed boundary-layer thickness is h/δ99 = 0.61. In such wall-mounted

obstacle configuration, the height-based Reynolds number, i.e. Reh = h.u∞
ν , is

often taken as a criterion for being in sub- or super-critical regime. In [1], it was

established that the critical Reynolds number for an isolated roughness element

ranges from 600 to 900 times aspect ratio power 0.4: (h/c)0.4 (from 455 to145

682 for an aspect ratio of 0.5). The simulations were carried out at a Reynolds

number of 1170 based on the roughness height, indicating a supercritical regime.
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2.1. Mathematical model

In order to perform a precise study of the transitional flow past roughness

element, LES calculations are carried out using finite volume approach by means150

of the CFD software STAR-CCM+ 12.02 R©. The following considerations were

made:

• three-dimensional and unsteady flow,

• isothermal flow,

• constant fluid (air) properties,155

• negligible gravity and compressibility effects.

The LES approach resolves explicitly the large scales of turbulence while mod-

eling the small scale motions, by means of a filtering operation applied to the

Navier-Stokes equations. The governing equations of the present flow are the

three-dimensional, unsteady, incompressible filtered Navier Stokes equations,160

given by:

∂ρ

∂t
+

∂

∂xi
(ρũi) = 0 (1)

∂

∂t
(ρũi) +

∂

∂xi
(ρũiũj) = − ∂p̃

∂xi
+
∂σij
∂xj

−
∂τRij
∂xj

(2)

where the stress tensor is defined as follows:

σij =

[
µ

(
∂ũi
∂xj

+
∂ũj
∂xi

)]
− 2

3
µ
∂ũi
∂xi

δij (3)

where τRij is the subgrid-scale stress tensor and represents the effect of the

subgrid-scale motions on the resolved grid-scale velocities of the fluid [19].

τRij = ρũiuj − ρũiũj (4)

Boussinesq approximation assumes the exchange of turbulent energy in the165

cascading process of eddies is analogous to that of molecular viscosity. The

subgrid-scale tensor is thus modeled using the turbulent viscosity as following:

τRij = 2νtS̃ij +
1

3
τkkδij (5)
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where S̃ij is the filtered resolved strain-rate tensor (= 1
2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
).

In the present study, the subgrid-scale tensor is modeled by the Wall-Adapting

Local Eddy-viscosity (WALE) model which is based on the square of the velocity170

gradient tensor and has a proper near wall behavior that takes into account the

effects of strain and rotation rates [20]. The WALE subgrid scale model provides

the following mixing-length type formula for the subgrid scale viscosity:

νt = (Cw∆)2
(sdijs

d
ij)

3/2

(S̃ijS̃ij)5/2 + (sdijs
d
ij)

5/4
(6)

where ∆ is the the filter width and Cw the non-universal model coefficient.

The deformation parameter is defined as:175

sdij =
1

2

(
g̃2ij + g̃2ji

)
− 1

3
δij g̃

2
kk (7)

where g̃ij = ∂ũi
∂xj

.

2.2. Numerical Procedure

2.2.1. Computational Domain

The studied geometry and computational domain are illustrated in figure 1.

The roughness height (noted h) is set to 2mm and its span width (noted c) to180

4mm.

The origin of the coordinate system is located at the center of the roughness

element. The x, y, z axes correspond respectively to the streamwise, wall-

normal and spanwise directions. The study is focused on the flow nearby the

roughness element, and especially the flow topology in the wake. Therefore, the185

computational domain is chosen as a rectangular box with a length of 55h, based

on the roughness height (h). The roughness element is installed 10h downstream

of the inlet. The width of the domain is 20h and the height is set to 5h, allowing

minimal influence of the boundary conditions applied to the domain sides. The

choice of these values are based on the experimental region of interest chosen190

for flow topology visualization by [14], see for example the green dashed line in

figure 1 which represents the limit for experimental measurement domain height.
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(a) Micro-ramp geometry and geometrical parameters (from [21])

(b) Computational domain and boundary conditions

Figure 1: Roughness geometry and boundary conditions

In order to reduce the computational domain size, a two-dimensional laminar

boundary layer profile is specified at the inlet boundary, which was set 270mm

downstream the plate leading edge. The imposed profile is based on a Blasius195

boundary layer velocity profile [22]. At the outlet boundary, an outlet-pressure

boundary condition with a fixed pressure value is imposed. No-slip conditions

are assumed at the roughness and plate surfaces. The remaining boundaries are

set to walls with a slip boundary condition on the velocity.

2.2.2. Grid generation200

A structured non-uniform mesh combined with a mesh refinement in the

wake region and a near-wall refinement are applied. In order to maintain a

smooth transition between the refined wake region and the domain complemen-
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tary regions, transition regions are used. The detailed procedure of the wake

refinement module can be found in the user guide [23]. Wall grid generation is205

applied to accurately capture the boundary layer and maximum y+ is computed

and found to be 0.96, thus respecting y+ < 1. An example of the grid is shown

in figure 2.

Figure 2: Schematic of the chosen grid.

A grid resolution study, to check the solution mesh-independence, was con-

ducted using different three mesh sizes. The global skin friction coefficient is210

computed and used as a first indicator for the grid dependency. The refined

mesh contains 7M cells. The coarse and medium meshes contain respectively

2.5M and 4.7M cells and the mean skin friction coefficient rate equals to 7.8%

and 2.8% of the refined mesh mean skin friction coefficient. In this paper, the

results based only on the 4.7M grid system are shown.215

Moreover to further assess the mesh quality, we also adopted the most com-

mon criterion for LES found in the literature which is the index of resolution

quality. This mesh quality index is defined as the ratio between the resolved

turbulent kinetic energy and the total kinetic energy: LESIQ = kres
ktot

.
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220

Celik [24] suggested an estimation of this ratio, based on the Kolmogorov

scale as the following:

LESIQη =
1

1 + aη( hηk )m
(8)

where aη and m are two parameters that will be determined later. In first ap-

proximation: h ≈ V 1
3 , where V corresponds to the cell volume. The Kolmogorov

scale is defined as: ηk = (ν
3

ε )
1
4 , where ε corresponds to the total dissipation rate.225

For the LES simulations, the total energy dissipation rate is computed as follows

(sum of the resolved and modeled dissipation):

ε = εres + εmod =
ν + νt

2
(
∂u′i
∂xj

+
∂u′j
∂xi

)2 (9)

In the literature, a LES simulation is usually considered as correctly resolved

if 80% of the total kinetic energy is solved [25]. According to Pope [26], the

motions responsible for the dissipation have a larger scale than the Kolmogorov230

scale, with a ratio of 8 < h
ηk

< 60, and a peak of dissipation of the turbulent

kinetic energy located at h
ηk

= 25.

As Celik [24] suggested, we consider that an index of resolution quality greater

than 80% corresponds to a high-resolution LES and a value of 95% or more to

a DNS. The parameters aη et m are determined by considering, for example,235

that h ' ηk corresponds to a Direct Numerical Simulation (DNS) and h ' 25ηk

to a LES. Thus, the parameters aη = 0.05 / m = 0.5 are used in the study.

The local distribution of the index of resolution quality is shown in figure 3

for two characteristic planes. It is found that all IQ cell values are above 0.8 over

the whole calculation domain. Thus, the considered mesh of 4.7M cells which240

details are shown in figure 2 was adopted for the present LES simulations.

2.2.3. Numerical methods

The equations governing the fluid flow are solved numerically using the Fi-

nite Volume Method (FVM) and the SIMPLE algorithm for pressure-velocity

coupling [27]. Spatial derivatives are discretized using a second-order central245

11



Figure 3: Index of resolution quality.

differencing scheme. An implicit second order scheme is employed for temporal

discretization. The physical time step is carefully chosen to verify the Courant-

Friedrichs-Lewy (CFL) condition (CFL < 1). The maximum Courant number

value found over the entire calculation domain is around 1. Numerical conver-

gence is verified by examining the residuals levels, mass balance and relevant250

quantities (wall shear, kinetic energy). Statistical convergence is obtained by

monitoring pertinent quantities (Reynolds number based on mean friction veloc-

ity, volume-averaged turbulent kinetic energy). All simulations were initialized

with the corresponding RANS simulation solution, and an integration of 500 h
u∞

time units was used to reach a state that is independent on the initial conditions.255

After an establishment period that ensures statistical convergence, data statis-

tics for mean quantities are collected over 10,000 time steps (15 flow-through

times) with a time step of 0.1 h
u∞

. At each time step, solution convergence was

achieved. It is worth to note that a convergence study for time averaging has

been performed by comparing numerical results from a collection of 10,000 time260

steps and from an integration of 20,000 steps. Similar results of mean quantities

were found, which consolidates our choice for this data processing time.
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3. Time-averaged flow properties

3.1. Mean flow topology

The mean flow topology is examined by visualizing the distribution of the265

mean streamwise velocity u over three cross-sectional planes y-z located down-

stream of the obstacle. Moreover, a projection of the velocity streamlines on

these planes was applied. Figure 4 illustrates the comparison of the mean flow

topology between the LES simulations and the PIV experimental results [14]. It

should be mentioned that, in the present paper, the visualization domain of the270

LES simulation is adjusted so that its dimensions are equal to the experimental

visualization domain (3hx10h). The mean streamwise velocity is normalized by

the freestream magnitude.

Figure 4: Color contours visualization of the non-dimensional mean velocity superimposed

with projected streamlines at three streamwise positions y-z : x/h=5, 15, 25. (TRP) trailing-

edge pair, (SP) secondary pair.

Downstream the obstacle, a pair of upwash vortices (TRP) is generated. In

figure 4, a mushroom-like shape induced by the upwash movement as well as an275

axial velocity deficit in the plane of symmetry (z/h=0) are observed for both

sets of results.
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Moving downstream, the primary pair lifts up with a decrease of its intensity

(x/h=15-25). As shown in figure 4, a second pair of induced counter-rotating

vortices (SP) appears below the primary pair (x/h=15) in the near-wall vicinity.280

The formation of such a system of vortex pairs is also observed by Ye et al.[14].

The comparison between the LES and the PIV results shows a good agreement

of the mean flow topology contours as well as the locations of the vortices at the

different cross-sectional planes. It can be noticed that the downwash motion

induced by the secondary pair produces a modification of the mean velocity285

profile in the symmetry plane (z/h=0): a velocity deficit at the saddle point lo-

cated between the two pairs, below which the near-wall fluid is accelerated. The

two swirling vortex pairs induces low and high momentum areas, corresponding

to an increase of the shear stress which is associated with the generation of

flow instabilities that leads to the transition from the laminar to the turbulent290

regime, as depicted in the following section.

3.2. Momentum deficit

Further comparisons are made by analyzing the momentum deficit via the

local mean streamwise velocity profiles. These profiles are plotted in figure 5,

superimposed with the experimental profiles as well as the undisturbed flat plate295

profiles (Blasius laminar profiles).

The results show a momentum deficit of velocity approximately equal to

0.6u∞ located at y/h = 1.2 at the position x/h=5. Consequently, a strong

inflection point bounded with two shear layers is produced. The lower zone is

produced under action of the secondary pair of vortices, which transports the300

fluid of high moment towards the symmetry plane. The upper zone is produced

by the trailing edge pair of the obstacle. The latter shear layer induces Kelvin-

Helmholtz type instabilities, which leads to the formation of vortex structures.

When moving downstream (x/h=15 and 40), a decrease of the mean stream-

wise velocity deficit is observed, and the profile tends to flatten. This decay305

indicates the presence of a recovery process across the boundary layer. This

process is dominated by the mixing of large swirling scales, referred to as the
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Figure 5: Profiles of mean streamwise velocity component in the center plane at three

positions: x/h=5; 15; 40.

mixing layer. It should be noted that the deficit peak location (corresponding to

a minimum of average axial velocity) moves upward when moving downstream.

This movement is mainly attributable to the upwash motion of the main vor-310

tex structures (TRP, see figure 4). At the plane x/h=40, the intensity of the

primary vortices is reduced and they are driven upwards by the upwash motion

and are no longer detected within the visualization domain.

It can be seen from figure 5 that the recovery process is found to be slightly

faster (between the planes x/h=5 and x/h=15) in the case of the numerical315

simulation LES compared to the experimental data [18].

In order to quantify this momentum recovery process, a maximum velocity

deficit rate is defined as the following: |u(y)−uBL(y)|maxu∞
, where uBL is the Blasius

streamwise velocity and u∞ the freestream velocity.

As shown in figure 6, velocity deficit rate drops from 0.6 to 0.1 between320

the two positions x/h=5 and x/h=40. Downstream this position, experimental

results show that the deficit is located in the upper zone of the boundary layer

and its value remains constant.

For turbulent boundary layers, theoretical work [28] and experimental studies

[12] have shown that the maximum momentum deficit between the wake and325
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Figure 6: Streamwise evolution of maximum velocity deficit rate.

the free stream follows a power-law decay. The validity of this law has been

verified by Ye et al.[18] for the micro-ramp roughness geometry in the range

x/h=[7:27] that corresponds to a range dominated by swirling vortices.

The numerical momentum deficit rate is then computed from the present

LES simulation results at different streamwise positions. A power-law fitting330

(black line) is done for the blue plot from figure 6 in the range x/h=[7:27] and

is given by:
|u(y)− uBL(y)|max

u∞
= 4.0073

(x
h

)−1.084
. (10)

The power exponent corresponds to the recovery rate of the momentum deficit.

It is an indicator of the large-scale momentum mixing efficiency. The numerical

recovery rate found with our numerical simulation 1.084 is close to the experi-335

mental value reported by Ye et al.[18] that is equal to 1.06, with a relative error

of 2.3% which indicates a good agreement between both set of results which

indicates a good agreement between both set of results.

4. Instantaneous flow

The instantaneous flow analysis is another important flow feature, because340

it is directly associated with the flow instability generated by the two main
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vortices pairs. The instantaneous flow topology is expected to differ from the

mean topology, as large scale fluctuations induced by the micro-ramp and the

Kelvin-Helmholtz (K-H) instability takes place. The dynamic characterization

of the roughness-induced transition phenomenon is carried out by inspecting345

the temporal and spatial evolution of coherent vortex structures. This can be

achieved by using the well known λ2 criterion [29], that allows the inspection of

vortex organization within the flow. In order to highlight the accelerated and

decelerated flow regions, and to allow a better comparison of numerial results

with the experimental PIV data [14], the isocontours of λ2 are coloured by350

streamwise velocity. The attached supplementary material (movie 1) shows the

perspective view of the time-evolution instantaneous flow organization that is

analyzed in the following paragraphs.

The results show that the backflow region behind the micro-ramp (x/h≤4)

is dominated by the trailing edge pair of vortices (TRP). The near-wake flow355

exhibits a quasi-steady behavior without any significant instabilities or fluctua-

tions. Downstream this zone (x/h=5), Kelvin-Helmholtz instability mechanism

appears and leads to the formation of vortex structures and fluctuations in the

upper shear layer. These fluctuations are in agreement with the presence of a

momentum deficit (inflection point) observed in figure 5.360

As show in figure 7 by a detailed zoom near x/h=6, a primary hairpin vortex

(PHV) system is formed. These structures are composed of a head portion

(with a spanwise rotation) and a leg portion (quasi-streamwise rotation). While

moving downstream, the swirling hairpin vortices are stretching and distorting.

The hairpin vortices break down and their geometrical shape moves from hairpin365

to ring. The vortex structures lift up due to the upwash motion of the leg portion

of the vortices. For a hairpin vortex system, the head breaks down and the feet

of the structure connect together and form a full ring vortex (see figure 7(b)).

The upwash movement of the legs brings high-speed flow down and lifts up

low-speed flow. Far from the roughness element (x/h=20-30), the formation370

of a new near-wall vortex systems due to interaction between low-momentum

and outer flow fluid is observed. These lateral hairpin-shape secondary struc-
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Figure 7: Instantaneous flow organization color coded by u/u∞ ; (a,b) perspective views at

precise streamwise locations.

tures develop downstream while moving away from the symmetry plane z/h=0

and moving upward, forming a turbulent wedge. The interaction between the

primary and secondary vortical structures is the mechanism that yields to the375

turbulence onset and a complex flow structure.

The coherent structures lead to an energy cascade, which ensures energy
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transfer from the mean kinetic energy to the turbulent kinetic energy. The head

portion of the primary hairpin vortices (PHV) contributes to the maximum peak

of velocity fluctuations at the upper shear layer, as it will be shown in the next380

section in figure 8.

Power spectrum. Instantaneous visualizations from the LES simulations using

the λ2 criterion have been presented and analyzed in the previous section. The

momentum deficit due to the shear layer modification showed to induce a flow

instability, that leads to the creation of hairpin vortices. Now, the dynamic385

structures will be analyzed by visualizing the energy spectrum of the streamwise

velocity component. The power spectral density is plotted versus the Strouhal

number (St = fh
u∞

) in figure 8. The probes 1 and 2 from figure 8(a) correspond

to local points from the calculation domain located at (x/h=5h; y/h=1.25h;

z/h=0) and (x/h=40h; y/h=1.25h; z/h=0), respectively.390

At the probe 1 location, the flow is dominated by the formation of hairpin

vortex structures. These unsteady structures appear as a single peak in the

turbulence energy spectrum in figure 8(b). The Strouhal number associated

with this main peak is equal to 0.242. The hairpin shedding Stouhal number

(0.242) lies between 0.2 and 0.37, range reported by Acarlar and Smith [15] for395

a hemisphere protuberance in similar flow configuration.

The instantaneous visualizations presented in figure 7 suggest that the flow

structures are much more complex at the probe 2 location than at the probe 1

location. According to energy spectrum analysis results, the magnitude of the

peak in the power spectrum decreases while moving downstream. At probe 2400

location, the vortex structures break down and flow interaction produce several

secondary motions as previously depicted and thus a more disorganized distri-

bution of flow perturbations and energy spectrum peaks are produced. Based on

the energy spectrum in figure 8, it can be stated that the flow instability become

non-linear at the probe 2 position and the flow behavior becomes turbulent.405
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(a)

(b)

(c)

Figure 8: Energy spectrum analysis of the flow past a micro-ramp roughness with a laminar

incoming boundary layer, at different positions x, y. a) schematic view of the probe positions.

b) power spectral density for the probe 1 x=5h; y=1.25h. c) power spectral density for the

probe 1 x=40h; y=1.25h.
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Figure 9: Semi-logarithmic non-dimensional velocity profiles at several streamwise positions

5. Turbulent properties

The dynamical characterization of the laminar-to-turbulent transition has

been reported in the previous section by inspecting the evolution of coherent

flow structures. According to the flow visualization, these structures might

be related to an instability mechanism and contribute to velocity fluctuations.410

For that reason in this section, the appearance of oscillatory movements, their

growth and the onset of turbulence will be represented and discussed through the

velocity profiles, amplitude of streamwise velocity fluctuations and turbulence

production.

5.1. Velocity profiles415

A possible way to detect the onset of tubulence is to plot the wall-normal

semi-logarithmic velocity profiles. These profiles may be compared to the log-

law profiles for turbulent boundary layer [30]. Mean velocity profiles along

the symmetry plane are thus plotted versus the non-dimensional wall-normal

position, see figure 9.420
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Turbulent boundary layer is characterized by a logarithmic law of the wall

in the overlap region [31]:

u+ =
1

κ
lny+ +B+, (11)

where κ is the Von Kármán constant and B+ a constant. u+ is the dimensionless

streamwise velocity and y+ is the dimensionless distance to the wall. The results

show that from x/h=5 to x/h=25, the velocity profiles exhibit a large deficit425

region. At x/h=40, the velocity profile become fuller and its upper part fits with

a log-law profile in the range y+ ∈ [400 : 2000] corresponding to a straight line

on the semi-log graph (figure 9). Thus, the velocity profile displays a logarithmic

behavior that characterizes a turbulent state, at a distance of 40h downstream

the obstacle.430

5.2. Velocity fluctuations

The spatial distributions of the root mean square (RMS) values of streamwise

velocity component are illustrated in figure 10 for several y-z cross-planes (x/h

= 5, 15, 25 and 40). The RMS of the velocity fluctuations are good indicator

of the turbulence intensity.435

According to figure 10, peak velocity fluctuations are found to be located at

the head portion of the coherent vortex structures (hairpin and ring) where the

flow instability is produced. At x/h=5, a peak fluctuation is observed as a result

of the upper shear layer instability (peak (I)). The RMS contours shape could

be interpreted as the elongated hairpin vortices formed downstream the rough-440

ness element. The concentrated RMS values locations are the zones where the

local velocity profile has an inflection point in the wall-normal direction, that is,

∂2u
∂y2 = 0. It indicates that the fluctuations result from a Kelvin-Helmholtz-type

instability mechanism in the wall-normal direction. The maximum of veloc-

ity fluctuations lifts up due the primary vortices upwash motion when moving445

downstream the obstacle. Also, the fluctuations magnitude is decreased due to

the recovery process. Furthermore it can be seen that beneath the primary re-

gion at x/h=15, the downwash movement of secondary vortices transports high
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Figure 10: Cross-sectional contours of streamwise velocity fluctuations.

momentum fluid to the wall which increases the velocity fluctuations (peaks

(II) and (III)). Moving further downstream, we observe a persistence of the sec-450

ondary turbulence peaks where the head appears to have dissipated. The fluc-

tuations are stronger and cover a wider spanwise region (lateral propagation).

A turbulent wedge originating at the roughness is produced, where large-scale

hairpin vortices transfer mean flow energy into turbulence. Thus, it promotes

the laminar-to-turbulent transition.455

It can be stated from the spatial distribution of the streamwise velocity fluc-

tuations that region of maximum RMS intensity is less spread by LES at x/h=5

and the RMS intensity is slightly overestimated by LES at x/h=40 compared

to tomographic PIV data [18].
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6. Conclusion460

In this contribution, Large-Eddy Simulations (LES) were carried out to

investigate the induced transitional flow phenomenon over a ramp-type wall-

mounted roughness element immersed in a developing boundary layer at a su-

percritical regime. The results present several transition flow features that are

compared to tomographic PIV experimental data from [14, 18]. The compar-465

isons show that the present LES methodology is well adapted for this type of

transitional flow, and makes it possible to account numerically for the various

physical phenomenon involved.

The mean flow analysis indicates the formation of a primary contra-rotating

pair of vortices (TRP) at the trailing edge of the obstacle, which consequently470

generates an upwash motion and a streamwise momentum deficit. The shear

layer becomes unstable, and a hairpin-like vortex system is generated due to

Kelvin-Helmholtz type instability. These vortices are formed in the near-wake

of the micro-ramp, and are stretched when moving downstream. A second pair

of vortices is formed in the near-wall. The break down of the primary hairpin475

system produces new near-wall vortices propagating in the spanwise direction.

The head of the hairpin vortices and the secondary vortices are found to generate

a local high-turbulence zones, associated with the velocity fluctuations.

In our study, the instantaneous flow topology shows that the flow down-

stream the obstacle is dominated by Kelvin-Hemholtz vortices, which are gen-480

erated in the form of hairpin. A study of the velocity fluctuations shows that

the maximum values of turbulence production are concentrated at the head of

the haiprin vortex structures, and at the edges of the turbulent wake created

downstream of the obstacle. The coherent structures are mainly organized into

hairpin vortices shed from the near-roughness wake region and wall-attached485

vortices generated at both sides of the micro-ramp wake.

The streamwise mean velocity, turbulent fluctuations and instantaneous vor-

tex visualization are in relatively good agreement with experiments. A discrep-

ancy in the streamwise turbulent fluctuations intensity is observed, and can be
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ascribed to the experimental PIV resolution, the discretization scheme and the490

subgrid scale model.

The boundary layer induced-transition phenomenon past an immersed micro-

ramp can then be summarized in four main stages:

• Formation of longitudinal vortices in the very near wake of the obstacle

with a quasi-steady shear flow.495

• Development of Kelvin-Helmholtz instabilities and formation of transverse

hairpin vortex structures.

• Evolution of vortices to a hairpin or ring shape, and vortex merging.

• Generation of new vortex structures in the near-wall and lateral propaga-

tion (turbulent wedge).500

The boundary layer transition is therefore associated with the modified shear

layer induced by the vortices past the obstacle, as well as the inflectional velocity

profile.

It would be fruitful to pursue further research about the effect of an immersed

roughness element placed in laminar flow on a heated plate in order to assess505

the thermal enhancement of a such configuration.
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