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Abstract. Due to the increase of complexity in real-time safety-critical
systems, verification and validation costs have significantly increased. A
straightforward way to reduce costs is to reuse existing systems, adapting
them to new requirements, so as to avoid new costly developments. Our
aim is to verify during the development strategy definition phase whether
the existing products can be reused and adapted for a new customer,
by identifying key parameters to be tuned in order to reuse existing
products. Performing efficient verification is therefore crucial.
In this paper, we focus on the performance requirement aspects. Nowa-
days, model-checking techniques have improved significantly to verify
the performances of real-time systems. However, model-checking cannot
address real-time systems where some timing constants are unknown or
uncertain. Parametric model-checking leverage this shortcoming by iden-
tifying parameter ranges for which the system is correct. We report here
on an experiment of the evaluation of the use of these formal techniques
applied to automatize the synthesis of good parameter ranges for system
reuse in the setting of the environment requirements for an aerial video
tracking system.

Keywords: Real-time Systems · Safety-Critical Systems · Formal Meth-
ods · Parametric Verification · Performance Verification · Case Study ·
Avionics

1 Introduction

Performance verification is a common discipline in system and software engi-
neering. In practice, it is very common to spend a lot of effort in performance

? This paper is the author version of the paper of the same name published in the
proceedings of the 5th International Workshop on Formal Techniques for Safety-
Critical Systems (FTSCS 2016), Tokyo, Japan, November 2016. This work is par-
tially supported by the ANR national research program ANR-14-CE28-0002 PACS
(“Parametric Analyses of Concurrent Systems”).
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engineering especially for certified products. Standards specify a complete and
precise safety process to follow in order to be certified (e. g., DO-178C in the
avionics domain). There is a need to reduce the time and efforts related to de-
sign such real-time systems considering performance requirements. We would
like to experiment and verify if the current state of the art on performance ver-
ification tools are able to cope with industrial needs. We will not address the
whole performance engineering process. We will focus on the performance verifi-
cation in a particular context: an industrial company plans to reuse an existing
real-time safety-critical system for the needs of a new client to cut costs and
delays. However, this client is coming with its own performance requirements
that differs from what the system was originally designed for. Our use case is an
aerial video tracking device. Its mission is safety-critical for the whole system
and, therefore, has to be certified according to the DO-178C standard.

To this end, we have to demonstrate the software architecture meets the
performance requirements, which implies that the system has to satisfy all the
deadline requirements in all (and in particular the worst) situations.

A conventional way at THALES—but also in other industrial companies—
to tackle this problem is to evaluate the performance of the current system.
The system is taken as is and if it satisfies the client performance requirements,
the system can be reused as it stands. If not, experts check how to modify
environment parameters—typically sources of activation of the system—and try
to identify a new configuration where the system can meet its new requirements.
This is time consuming and costly. Therefore, generally only few configurations
are tested and evaluated, and quite often, none of them meets the requirements.
As a consequence when the activity is seen as too costly, the “reuse” strategy is
dropped.

We report here on an experimentation to apply formal techniques on an
aerial video tracking system by THALES, in a way to tool-up the identification
of the good environment parameters to reuse the system. Our methodology is as
follows:

1. We first identified the most appropriate formalisms and formal techniques
to validate the performance and identify the good environment parameters:
we chose to use parametric stopwatch automata (PSwAs) and parametric
stopwatch Petri nets (PSwPNs), two formalisms for modeling and verifying
preemptive real-time systems with parameters. These two formalisms benefit
from state-of-the-art model-checkers (IMITATOR for PSwAs and Roméo for
PSwPNs).

2. We then devised a way to model the system needed for performance valida-
tion, using the identified formalisms.

3. We then studied how to measure the trust in the results produced by IMI-

TATOR and Roméo: In this regard, we exploit diversity: the use of several
techniques giving the very same results is a great source of confidence. Nev-
ertheless, diversity can only be reached if the alternatives used are truly
different and cannot both fail due to some common weaknesses.
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Organization of the Paper. Section 2 presents the aerial video tracking system
developed by THALES, and its new requirements. Section 3 presents the state
of the art of available verification techniques, in particular formal methods using
parameterization. Section 4 introduces the tools Roméo and IMITATOR respec-
tively for parametric stopwatch Petri nets and parametric stopwatch automata.
Section 5 provides the modeling of the case-study into both formalisms. Finally
we present experimental results in Section 6 and we conclude with Section 7.

2 Industrial Case-Study

2.1 Specifications

This case-study is an aerial video tracking system designed by THALES, used
in intelligence, surveillance, reconnaissance, tactical and security applications.
Fig. 1 presents the two major functions of this system:

1. The video frame processing function, which receives frames from the camera
and sends them to the cockpit to be displayed for the pilot.

2. The tracking and camera control function, which gives the control commands
to the camera from the aircraft sensor data. The study focuses on this part
of the system.

The objective of the tracking and camera control function is to control the
camera position according to the plane trajectory. The camera has to always
focus on the same target, whatever the plane trajectory is.

The system is characterized by strict constraints on timing. One major tim-
ing problem consists in calculating the timing latencies for the functions in the
“Tracking and Camera control” part.

Fig. 1. Organization of the aerial video tracking system

“Tracking and Camera control” is decomposed in 4 subfunctions: Processing
(T2), Target position prediction (T5), Tracking control (T6) and Camera control
(T7). All sub-functions share the same computing resource, i. e., work on the
same CPU. Fig. 2 illustrates how all those sub-functions communicate with each
other and how much time they require on the computing resource. (The red
arrow in Fig. 2 is not considered for now, and will be used later on.)
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Fig. 2. Tracking and camera control: time description

The system has the following characteristics:

– All tasks are triggered by the arrival of data at their inputs;
– There is a preemptive scheduling for the computing resource;
– Tasks are prioritized in this order: T2 > T6 > T5 > T7.

Let us now introduce various definitions.

Definition 1. A period τ is the duration after which a periodic phenomenon
repeats itself.

Definition 2. A jitter is the maximal delay of activation compared to the peri-
odic arrival of the event causing this activation.

Definition 3. A time offset ω is the time lag between an event and a time
reference—taken arbitrarily.

Definition 4. In a system, a stimulus is an external activation that periodically
sends a signal to one or multiple tasks. It is fully characterized by: 1. A period,
2. A jitter, 3. A time offset.

Example 1. In our case-study, there are two stimuli as shown in Fig. 2:

– The first one activating T6—tracking control: period 100 ms, jitter j, no
offset—this stimulus is chosen as reference,

– The second one activating T2—processing: period 40 ms, no jitter, offset ω.
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Fig. 3. A 30 ms jitter on a 100 ms period stimulus

Example 2. Fig. 3 illustrates a periodic stimulus with a period of 100 ms and a
jitter j, that activates a task. The periodic stimulus sends data to the task in
order to activate it (blue arrows in Fig. 3). Because of the jitter, the activation
of the task happens between 0 and j time units after the stimulus (red arrows).

The jitter j represents a potential delay due to the communication network in
the aircraft. It is not something that can be determined at design time: the best
a designer can do is to take into account that there will be a possible delay in the
final system and ensure the system will behave according to the requirements
whatever the jitter is. Until now, system environment ensured that:

j = 30 ms

The offset ω might be used to change the reference between T6’s and T2’s
activations. An offset is something the designer can tune to ensure the system
good behavior.

2.2 Main Objective

Our main objective is to reuse an existing system for new customers, which means
the system has to meet all new performance requirements. More precisely, in this
experiment, we consider the situation where a new customer wants to modify
the following requirement to the aerial video tracking system: “The end-to-end
latency between the activation of task T6 and the termination of task T7 shall
be lower than 80 ms.” The new end-to-end latency requirement is depicted in
red in Fig. 2.

Our aim is to compute new timing specifications of the system so that this
additional requirement can be met. However, the heart of the system must not
change. As the system is expected to be reused as is, we can only modify the
timing specifications of external activations: tune the offset between stimuli, or
change the jitter requirements.

2.3 Our Constraints: a Parametric Approach

In our case study, jitter and offset can be seen as parameters. Moreover, even
timing properties can be expressed parametrically, as timing constraints make
sense only in the context of a given concrete environment. For example, a maxi-
mal delay of the system response has to be at most two times the minimal delay,
or the transmission time in the communication protocol could be left as a pa-
rameter. Performing non-parametric model-checking of the systems for different
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concrete values is difficult and leads to state-space explosion. The possibility to
specify parametric timing constraints is then a great opportunity that allows to
evaluate timing performances of real-time systems independently of their par-
ticular implementation.

We summarize the main needs for a parametric approach:

– Parameters allow to cope with the early uncertainties in developing an in-
dustrial system;

– Parameters allow to investigate robustness of some of the design choices;
– If the system is proven wrong, the whole verification process has to be carried

out again;
– Considering a wide range of values for constants allows for a more flexible

and robust design.

3 Related Works

3.1 Response Time and Latency Analysis

As mentioned in [SSL+13], many research papers have already addressed the
problem of parametric schedulability analysis, especially on single processor sys-
tems. Bini and Buttazzo [Bin04] proposed an analysis of fixed priority single
processor systems, which is used as a basis for this paper.

Parameter sensitivity can be also be carried out by repeatedly applying clas-
sical schedulability tests, like the holistic analysis [PGGH98]. One example of
this approach is used in the Mast tool [GHGGPGDM01], in which it is possi-
ble to compute the slack (i. e., the percentage of variation) with respect to one
parameter for single processor and for distributed systems by applying binary
search in that parameter space [PGGH98].

A similar approach is followed by the SymTA/S tool [HHJ+05], which is
based on the event-stream model [RE02]. Another interesting approach is the
Modular Performance Analysis (MPA) [WTVL06], which is based on Real-Time
Calculus. In both cases, the analysis is compositional, therefore less complex
than the holistic analysis. In [LPPR13], a real time system is modeled using a
high level variant of timed automata including design timed parameters and is
analyzed using the UPPAAL tool. Nevertheless, these approaches are not fully
parametric, in the sense that it is necessary to repeat the analysis for every
combination of parameter values in order to obtain the schedulability region.

3.2 Parametric Formalisms for Real-time Systems

The literature proposes mainly two formalisms to model and verify systems with
timing parameters: parametric timed automata [AHV93] and parametric time
Petri nets [TLR09]. Both formalisms are subject to strong undecidability results,
even with low numbers of parameters [Mil00], syntactic restrictions such as strict
constraints [Doy07], or with restricted parameter domains, such as bounded
rationals [Mil00], or (unbounded) integers [AHV93] (see [And16] for a survey).
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Undecidability is not necessarily a problem: semi-algorithms were defined (e. g.,
[AHV93], [ACEF09], [JLR15]) and safe under-approximations were also proposed
(e. g., [ALR15], [JLR15]).

For many real-time systems, in particular when subject to preemptive schedul-
ing, these formalisms are not expressive enough. As a consequence, we therefore
use extensions of parametric timed automata and parametric time Petri nets
augmented with stopwatches, yielding parametric stopwatch automata [SSL+13],
and parametric stopwatch Petri nets [TLR09].

To the best of our knowledge, the only tools using as basis formalism these
two formalisms are IMITATOR [AFKS12] for parametric stopwatch automata,
and Roméo [LRST09] for parametric stopwatch Petri nets. In this work, we
evaluate the capabilities of both tools using the industrial case study.

4 Tools

We briefly present both tools in the following. Using tools is an opportunity to
increase the confidence in our results. We believe this offers us the diversity we
seek for in our approach, because the tools are developed by different teams,
and based on different theories: parametric stopwatch Petri nets vs. parametric
stopwatch automata, that implies different models.

By doing that, the confidence one can have in both tools increases consider-
ably: if both tools give the same results, the odds that they are both wrong is
clearly very low, and therefore the confidence is high.

4.1 Roméo

Roméo4 [LRST09] is a software studio for parametric analysis of time Petri
nets and some of their hybrid extensions (such as parametric stopwatch Petri
nets). It is available for Linux, MacOSX and Windows platforms and consists of
a graphical user interface (GUI) to edit and design PSwPNs, and a computation
engine.

Roméo supports the use of parametric linear expressions in the time intervals
of the transitions, and allows to add linear constraints on the parameters to
restrict their domain. Finally, Roméo provides a simulator and an integrated
TCTL model-checker [BGR09].

4.2 IMITATOR

IMITATOR5 [AFKS12] is a software for parametric verification and robustness
analysis of real-time systems. It relies on the formalism of networks of parametric
timed automata, augmented with integer variables and stopwatches. Parameters
can be used both in the model and in the properties.

IMITATOR is fully written in OCaml, and makes use of the Parma Polyhedra
Library [BHZ08]. It is available under the GNU General Public License.

4 http://romeo.rts-software.org
5 http://www.imitator.fr

http://romeo.rts-software.org
http://www.imitator.fr


8

5 Modeling the Case-Study

Modeling the system in both tools was one of the challenges of this work. Each
theory has its particularities, and translating the case-study specifications ac-
cording to the associated theory was sometimes problematic. This part presents
the modeling choice we made to obtain an equivalent model of the aerial video
tracking system, both with Roméo and IMITATOR.

Modeling reentrancy In our models, we decompose the task T6—tracking control—
in three different tasks:

– T6 1, duration [4, 4] ms
– T6 2, duration [9, 10] ms
– T6 3, duration [4, 5] ms

This decomposition simplifies the analysis of the transmission of data between
T6, T5 and T7—shown Fig. 2. Indeed, with this modification there is no more
transmission inside a task. However, the system’s behavior needs to stay unmod-
ified: there can not be two cycles T6 1 to T6 3 overlapping. After an activation of
T6—i. e., T6 1—it is impossible to have a new one before its termination—i. e.,
T6 3 termination.

Definition 5. We define a cycle between two tasks T and T ′—T causing the
activation of T ′—as the the time elapsed between the activation of task T and
the termination of T ′ caused by this activation.

The phenomenon of overlapped cycles is called reentrancy, e. g., when there
are at least two T6’s activation before any T7’s termination.

5.1 Roméo

We give in Fig. 4 the rules that we use to translate the aerial video track-
ing system into PSwPNs. Each element needed in the system—task, stimulus,
synchronization (blue arc) and priority (red arc)6—is translated (in that or-
der). The whole formal model is constructed by linking by an arc the elements
(pattern) constituting the system. As an example, for the periodic task T2,
the Periodic Stimulus pattern is linked to the Task pattern by an arc between
Jitter transition to Task place. According to these few rules, we obtained a
PSwPN net modelling the case-study.

Remark 1. In Roméo, there is no explicit time unit: it is inherent to the model.
Every duration in the case-study is in ms, so the time value given by Roméo
will be in ms.

6 The use of timed (resp. discrete) inhibitor arc (red arc) leads to the modeling of
preemptive (resp. non-preemptive) scheduling.
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Fig. 4. Translating the system (top) into Roméo (bottom)

In this model, there are two parameters: jitter—corresponding to the maxi-
mal delay j of the first stimulus defined in Section 2.1—and offset—corresponding
to the offset ω of the second stimulus.

To be consistent with the case-study, the following constraints are defined:

jitter ≤ 30 & offset ∈ [0, 40) (1)

Remark 2. There is no need for a larger range for the offset: T2 is activated every
40 ms (periodic stimulus), so we review all possible cases with these bounds.

To be able to compute a latency, an observer is needed.7 An observer is
another time Petri net linked to the initial net that needs to be observed. It does
not change the behavior of the observed part, and—by asking the right property
to the model-checker and thanks to a parameter—it allows to compute the worst
latency between two tasks.

5.2 IMITATOR

We give in Fig. 5 the translation rules to build the IMITATOR model. Constraints
on the model are defined in the same way as with Roméo in Eq. (1). The whole
formal model is constructed by synchronizing the elements (pattern) constitut-
ing the system. The IMITATOR synchronization model is such that all PSwAs
declaring an action must synchronize together on this action. As an example,
for the periodic task T2, the Periodic Stimulus pattern is synchronized with the
Task pattern by the activate task action.

Remark 3. As in Roméo, there is no explicit time unit in IMITATOR.

7 Observers (also called testing automata) were studied in [ABBL98,ABL98], and a
library of common observers was proposed in [And13].
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Fig. 5. Translating the system (top) into IMITATOR (bottom)

6 Experiment Results

6.1 Hardware

The computation was conducted on a regular personal computer running Linux
64 bits 3.10 GHz and 4 GiB memory. Models and experiment results are available
at www.imitator.fr/FTSCS16.

For our analysis, as explained in Section 2.2, we are interested in checking
that the worst-case end-to-end latency—from activation of the Tracking control
task to termination of the Camera control task as defined in Section 2.1—does
not exceed 80 ms.

6.2 Worst-case Scenario

We have computed the worst latency for the basic configuration: i. e., with a
30 ms jitter – the activation of T6 in Fig. 2 may happen between 0 and 30 ms
after the arrival of the stimulus. If this worst latency between the T6’s activation
and T7’s termination is less than 80 ms, this configuration of the system meets
the requirements.

Table 1 presents the results obtained with both Roméo and IMITATOR. In
this table and the following, the Performance ratio denotes a comparison be-
tween the computing times of the two tools. The fastest is taken as reference.

Both tools give the same result: the worst time is 117 ms. It is really re-
assuring. As explained in Section 4, this allows the designer to have a strong
confidence in this result.

www.imitator.fr/FTSCS16
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Table 1. Case-study: 30 ms jitter, no offset

Worst-case end-to-end latency

Software Roméo IMITATOR

Response 117 ms= 117 ms

Memory 16.2 MB 342.3 MB

Computing time 0.6 s 34.3 s

Performance ratio (time) 1 57

The used tools are able to produce traces for the worst cases. This is of
prime interest for someone designing a system as it allows him to understand
the existing bottlenecks and to be able to easily address them.

Fig. 6 shows this worst-case scenario. The worst time is reached because of
reentrancy when all tasks have their longest duration. Indeed, the task T7—the
one with the lowest priority—does not have the time to end before the launching
of a new cycle. It is then preempted by all the other tasks. The reentrancy is
possible because of the jitter. There are only 70 ms between both activations of
task T6 (tracking control).

Fig. 6. Gantt chart of the worst-case scenario

Moreover, the end-to-end delay requirement given by the client is not met.

117 ms > 80 ms

In the next part, we investigate if the modification of environment parameters
could fix it.
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6.3 Exploitation of Parameters

In this part, we are interested in addressing the capabilities of the tools to explore
different parameter valuations in order to meet requirements. As presented in
Section 2, to modify the external sources of activations—i. e., stimuli—we have
two parameters we can operate on: the offset ω between the stimuli, and the
jitter j before the activation of T6—tracking control. As a consequence, the
designer is allowed to change the value of the offset in order to meet the end-to-
end requirements. Otherwise, (s)he has to fix the maximal jitter the system can
tolerate according to the same requirements.

The results (condition on both parameters ω and j) of Table 4 are more
general and covers the results of the previous two. However, Table 2 and Table 3
allow to compare the tools and to understand the compromise between the rele-
vance of the result and the memory and the computing time required to obtain
this result.

Offset Only. We are now interested in finding a constraint on the offset such
that the 80 ms requirement is met. The observer is set to check that the end-to-
end delay is below 80 ms. The offset between the two tasks is set as a parameter.
The model checkers will produce a constraint on the offset such that the require-
ment is always met.

Both model-checkers output ⊥, which denotes that no parameter valuations
are such that the system meets the performance requirement. This means that
no offset valuation can satisfy this requirement.

Table 2. Case-study: 30 ms jitter, parametric offset

Worst-case end-to-end latency

Software Roméo IMITATOR

wt ≤ 80 ms ⊥ = ⊥
Memory 64.0 MB 1,816 MB

Computing time 3.3 s 3 min 35 s

Performance ratio (time) 1 65

Remark 4. We have run a full analysis, performed by parameterizing both the
offset and the end-to-end delay in the observer: this analysis, in fact, showed
that no matter the offset, the worst case will always be 117 ms.

This ability to produce a negative result is also of prime interest for a sys-
tem architect. It allows to reduce the design exploration time. In this case, the
architect knows that tweaking the offset will never be successful.

Since acting on the offset was not enough, reducing the jitter’s specification
becomes essential.



13

Reducing the Jitter. In this part, we explore another part of the design space:
reducing the jitter. We are interested in finding jitter valuations that allows the
system to meet its end-to-end maximal delay requirement. If we find a working
configuration, we will take the highest authorised jitter’s value to put in the new
requirements: it gives more flexibility to the system, allowing more flexibility for
the external sources of events.

Jitter Only. In this part, we only use one parameter for the jitter’s value:

j ∈ [0, 30] ms, the offset is set at ω = 0

Table 3. Case-study: parametric jitter j, no offset, wt ≤ 80 ms

Worst-case end-to-end latency

Software Roméo IMITATOR

wt ≤ 80 ms true = true

j (ms) [0, 26)⇔ [0, 26)

Memory 9.6 MB 267.8 MB

Computing time 0.5 s 38.1 s

Performance ratio (time) 1 76

Once again, the results are still the same for both tools. According to Table 3:
to meet its requirement, the system shall have a jitter j ∈ [0, 26) ms if the offset
is left at ω = 0.

However, reducing the jitter can be expensive. We will investigate the possi-
bility to have a higher jitter value by allowing a different offset ω.

Offset and Jitter. In this part, we parametrize both the offset ω, and the jitter
j—there are now two parameters in our models. To reduce the state-space, we
add the following constraints:

ω ∈ [0, 40) ms & j ∈ [0, 30] ms (2)

In Table 4 are the results we obtained using this configuration: once again,
both tools agreed.

For a system architect point of view, having the full constraints allows to
make smart industrial choices. With these results, one of the smartest thing to
do in order to have worst time ≤ 80 ms is, for example, to use 6 ms offset with
28 ms jitter. These two values are allowed by the results model-checkers gave us,
and it is one of the highest jitter we can have.
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Table 4. Case-study: 2 parameters (jitter j & offset ω), wt ≤ 80 ms

Worst-case end-to-end latency

wt ≤ 80 ms true true true

ω (ms) [0, 6) [0, 26) [0, 40)

j (ms) [0, 29) [0, 29) [0, 26)

Condition −j + ω > −23 −j + ω > −3 none

Roméo Memory: 117.3 MB — Computing time: 7.5 s

IMITATOR Memory: 2,017 MB — Computing time: 6 min 36 s

6.4 Tool Comparison

In our experimentations, Roméo has always performed better than IMITATOR

in terms of time and memory consumption. Therefore, Roméo seems to be a
promising tool for future industrial use. It would be interesting to know why
there is such a gap between these model-checkers, although they use a very
similar notion of symbolic state, and a common internal representation using
the Parma Polyhedra Library [BHZ08]. Here are some hypotheses:

– Both PSwAs and PSwPNs use clocks, i. e., real-valued variables. The number
of clocks significantly impacts the model checking performance. A main dif-
ference is that clocks are created statically in PSwAs (hence in IMITATOR),
whereas they are dynamic in PSwPNs (hence in Roméo) and are therefore
fewer in this latter case.

– The reentrancy phenomenon is well managed in Roméo, thanks to the Petri
net theory—it is just multiple tokens in one place—whereas in IMITATOR,
the reentrancy is made possible by adding variables and automata, which
necessarily impacts the efficiency.

In addition, note that the distributed capabilities of IMITATOR were not used in
our comparison.

Nevertheless, IMITATOR and Roméo gave us the same results: this is crucial
for confidence in our results. Tool redundancy is used in some certification pro-
cesses to lower the certification level needed for each tool. Having several tools
with distinct underlying techniques, formalisms, and libraries that output the
same results, can help in cheaper certifications.

7 Conclusion

In this paper, we faced a concrete industrial need concerning an aerial video
tracking system made by THALES: can this system meet an additional end-to-
end delay?

With our study, we used parametric model checking to investigate possi-
ble designs and answer this question. We used two different tools using formal
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methods—IMITATOR and Roméo. By doing that, and checking certain proper-
ties on our models, we have now a precise idea of what we have to do to respect
this requirement. Moreover, both tools drew the same conclusions: that is re-
assuring, both for these two tools and for our models. More important, it also
validates the estimated performances presented in this paper.

This kind of approach was able to give us solutions to our questions. Even if
there is no certification yet, this study allows to glimpse the potential of model-
checking techniques using parameters for industrial use.

In the future, THALES R&D engineers want to promote the use of model-
checking software for industrial practices, and implement it in design and analysis
tools already available. Therefore, the next step is to test the limitation of the
selected tool: by creating models with a large pallet of specifications, and see
if the model-checker can manage every feature. If the tool passes the exam,
there is an upscaling process: from any system modeled with THALES’ tool,
automatically generate a model fit for our model-checker.
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