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Abstract

For C a factorisable and pivotal finite tensor category over an algebraically closed
field of characteristic zero we show:

1. C always contains a simple projective object;

2. if C is in addition ribbon, the internal characters of projective modules span a
submodule for the projective SL(2,Z)-action;

3. the action of the Grothendieck ring of C on the span of internal characters of
projective objects can be diagonalised;

4. the linearised Grothendieck ring of C is semisimple iff C is semisimple.

Results 1-3 remain true in positive characteristic under an extra assumption. Result 1
implies that the tensor ideal of projective objects in C carries a unique-up-to-scalars
modified trace function. We express the modified trace of open Hopf links coloured
by projectives in terms of S-matrix elements. Furthermore, we give a Verlinde-like
formula for the decomposition of tensor products of projective objects which uses only
the modular S-transformation restricted to internal characters of projective objects.

We compute the modified trace in the example of symplectic fermion categories,
and we illustrate how the Verlinde-like formula for projective objects can be applied
there.
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1 Introduction

Let H be a finite-dimensional quasi-triangular Hopf algebra over a field k£ and denote by R
its universal R-matrix. H is called factorisable if the map H* — H : f — (f ® id)(Ra1 R)
(the Drinfeld map [Dr]) is bijective. If H is factorisable and ribbon, the centre Z(H) of H
carries a projective representation of SL(2,Z), the mapping class group of the torus [L.M].
In this case, the Drinfeld map furthermore allows one to give a faithful representation of
the k-linear Grothendieck ring of Rep(H) on Z(H) [Dr].

A factorisable Hopf algebra H can be endowed with a central form v : H — k such that
it becomes a symmetric Frobenius algebra [CW, Rem. 3.1]. The central form v induces an
isomorphism between Z(H) and the space C(H) of all central forms on H:

Z(H)— C(H) , z—v(z-—). (1.1)

Characters of finite-dimensional H-modules are examples of central forms. We are partic-
ularly interested in the preimage in Z(H) of the characters of projective modules. This
subspace is called the Higman ideal Hig(H) (see e.g. [Br]).

Denote by Rep(H) the category of finite-dimensional representations of H. In [CW],
Cohen and Westreich prove, amongst other things, the following remarkable results.

Theorem 1.1 ([CW]). Let H be a factorisable ribbon Hopf algebra over an algebraically
closed field of characteristic zero.



1. There is at least one simple and projective H-module.
2. Hig(H) is an SL(2,2Z)-submodule of Z(H).

3. Hig(H) is a submodule for the action of the Grothendieck ring of Rep(H) on Z(H),
and this action can be diagonalised on Hig(H) (“the fusion rules can be diagonalised
on Hig(H)”).

Part 2 generalises [Lal, Thm.5.5], [La2, Cor. 4.1] established for small quantum groups
associated to simple Lie algebras of ADE type.

The motivation of the present paper is to give a generalisation of these results to
factorisable finite tensor categories. Let us describe our setting in more detail.

Let k be a field. An abelian k-linear category is called finite if it is equivalent to the
category of finite-dimensional representations of a finite-dimensional k-algebra. A finite
tensor category is a finite abelian category which is rigid monoidal with bilinear tensor
product and simple tensor unit. If the category is equipped with a natural monoidal
isomorphism from the identity functor to the endofunctor given by taking double duals, it
is called pivotal. An important class of examples of finite tensor categories are the categories
Rep(H) for finite-dimensional Hopf algebras H. A Hopf algebra H is called pivotal if the
squared antipode of H is given by conjugating with a group-like element [AAGTV]. In
this case, Rep(H) is pivotal. A ribbon Hopf algebra is automatically pivotal.

For a braided finite tensor category one can write down at least four natural non-
degeneracy conditions for the braiding. These have only recently been shown to all be
equivalent [Sh3], and we briefly review this result in Section 2. We refer to braided fi-
nite tensor categories satisfying these equivalent conditions as factorisable. Indeed, for a
quasi-triangular finite-dimensional Hopf algebra H, Rep(H) is factorisable iff H is factoris-
able [Ly1].

Our first main result generalises part 1 of Theorem 1.1 (see Theorem 3.4).

Theorem 1.2. A factorisable and pivotal finite tensor category C over an algebraically
closed field of characteristic zero contains a simple projective object.

Remark 1.3. One can formulate the above theorem for positive characteristic if one
adds an extra assumption, which we call “Condition P” (Section 3). Namely, we say
that a finite braided tensor category satisfies Condition P if there exists a projective ob-
ject P such that [P] is not nilpotent in the linearised Grothendieck ring (that is, in the
Grothendieck ring tensored with the field). In characteristic zero, Condition P is always
satisfied (Lemma 3.2). Theorems 1.2, 1.4 and part 1 of Theorem 1.5 remain true if instead
of requiring the field to be of characteristic zero, one demands that the category satisfies
Condition P (but for part 2 of Theorem 1.5 we still need to require characteristic zero).
The details are given in the body of the paper.

One noteworthy consequence is that the category C in the above theorem allows for
a unique-up-to-scalars non-zero modified trace function on the tensor ideal Proj(C), that



is, on the full subcategory of all projective objects in C [GKPM1, GPMV, GKPM?2], see
Section 4.

A modified trace on Proj(C) is a family of k-linear maps tp : End(P) — k, P €
Proj(C), subject to a cyclicity and partial trace condition. Recall that the categorical
trace defined in terms of the pivotal structure on C vanishes identically on Proj(C) unless
C is semisimple (Remark 4.6). In contrast to this, for the modified trace the pairings
C(P,Q) xC(Q,P) =k, (f,g9) — to(f o g) are non-degenerate for all P,Q € Proj(C) (see
[CGPM] and Proposition 4.2 below). In particular, the ¢p turn Proj(C) into a Calabi-Yau
category (Definition 5.4).

One can use modified traces to define new link invariants in finite ribbon categories
which are not accessible via the usual quantum traces [GPMT]. However, we will not
pursue this point in the present paper.

Let A be a finite abelian category over a field k£ and assume that Proj(.A) is Calabi-Yau.
In Section 5 we give a categorical definition of the Higman ideal as an ideal

Hig(A) C End(Id,) (1.2)

in the algebra of natural endomorphisms of the identity functor on A. Recall that for alge-
bras, Z(A) = End(Idyeq.4), i-e. the centre of A is isomorphic as a k-algebra to the algebra of
natural endomorphisms of the identity functor on the category of finite-dimensional (right,
say) A-modules. The definition of Hig(.A) is such that via this isomorphism, Hig(A) gets
mapped to Hig(mod-A).

As in Theorem 1.2 above, let C be a factorisable and pivotal finite tensor category over
an algebraically closed field k of characteristic zero. Let G be a projective generator of C
and £ = End(G). Then C is equivalent as a k-linear category to mod-E. As discussed
above, we obtain a modified trace tg : E — k which turns E into a symmetric Frobenius
algebra, and as in (1.1) we get isomorphisms

End(ld¢) — Z(E) — C(E) , n——ngr—ta(ngo—) . (1.3)

Our second main result is Theorem 6.1, which links characters of EF-modules to the mod-
ified trace over certain elements in End(Id¢) obtained from the internal character of the
corresponding object in C. The details of this are too lengthy for this introduction, and
we refer to Section 6.

Theorem 6.1 is important for what follows as it implies that Hig(C) is spanned by the
images of internal characters of projective objects (Proposition 7.1).

For a factorisable finite ribbon category one obtains a projective SL(2,Z)-action on
End(/d¢), and in fact actions of all surface mapping class groups on appropriate Hom-
spaces [Ly2].

Our third main result generalises part 2 of Theorem 1.1 (see Corollary 8.5)

Theorem 1.4. Let C be a factorisable finite ribbon category over an algebraically closed
field of characteristic zero. Then Hig(C) is an SL(2,Z)-submodule of End(Idc).



We note that under the conditions of this theorem, Hig(C) = End(Idc) iff C is semisim-
ple (Proposition 5.10).

Still under the conditions of the above theorem, one can define an injective ring homo-
morphism from the Grothendieck ring Gr(C) to End(/dc) [Sh2] (see Section 2). This, in
particular, turns End(/dc) into a faithful Gr(C)-module by defining the representation map
p*¥ : Gr(C) — End(End(Idc)) to be left multiplication. We show the following statement,
the first part of which generalises part 3 of Theorem 1.1 (see Proposition 8.6).

Theorem 1.5. Let C be a factorisable and pivotal finite tensor category over an alge-
braically closed field of characteristic zero.

1. The restriction of p* to the submodule Hig(C) is diagonalisable.

2. The action pb can be diagonalised on End(Idc) if and only if C is semisimple.

See Proposition 8.6 for an explicit choice of basis diagonalising the Gr(C)-action. In
particular, the k-linear Grothendieck ring Gry(C) is semisimple iff C is semisimple (Corol-
lary 8.7).

We also investigate in Section 8 how the restriction of the projective SL(2,Z)-action to
Hig(C) can be used to gain information about the decomposition of tensor products of pro-
jective objects, see Proposition 8.8 for details. This can be thought of as a non-semisimple
variant of the Verlinde formula [Ve]. See e.g. [FHST, Fu, GR2, CG] for discussions of the
Verlinde formula in the finitely non-semisimple setting, and [CW] for a related result in
the context of factorisable ribbon Hopf algebras. As a corollary of the projective SL(2,Z)-
action on Hig(C), we also give a purely categorical counterpart of the conjectural relation
between modular properties of pseudo-trace functions and modified trace of Hopf link op-
erators [CG] — we prove a special case of this (namely when all labels are projective) in
Proposition 8.10.

Remark 1.6.

1. A semisimple factorisable finite ribbon category is a modular tensor category [Tu, BK].
Since the qualifier “modular” refers to the projective action of the modular group
SL(2,2), it would also be reasonable to refer to modular tensor categories in the sense
of [Tu, BK] as modular fusion categories, and to call factorisable finite ribbon categories
modular finite tensor categories. An important application of modular fusion categories
is that they are precisely the data needed to construct certain three-dimensional topo-
logical field theories [RT, Tu, BDSPV]. For modular finite tensor categories in the above
sense, a corresponding result is not known. However, a version of three-dimensional
topological field theory build form such categories is studied in [KL].

2. So far, we have motivated our results from the theory of Hopf algebras. Another reason
to look at factorisable finite tensor categories is provided by vertex operator algebras.
A particularly benign class of vertex operator algebras V' are the so-called Cs-cofinite
ones, for which we in addition require that they are simple, non-negatively graded and
isomorphic to their contragredient module. Let V' be such a vertex operator algebra.

bt



If Rep(V), the category of (quasi-finite dimensional, generalised) V-modules, is in ad-
dition semisimple, it is in fact a modular fusion category [Hu2]. What is more, it is
proved in [Zh] that the characters of V-modules form a projective representation of
the modular group, which by [Hul] agrees with the representation obtained from the
modular fusion category Rep(V).

If Rep(V) is not semisimple, it is known from [HLZ, Hu3] that Rep(V') satisfies all
properties of a finite braided tensor category except for rigidity (which is, however,
conjectured in [Hu4, GR2] and proven in a different setting for W, models in [TW]). It
is furthermore conjectured that also in the non-semisimple case, Rep(V') is factorisable
[GR2, CG]. For the modular group action one now has to pass to pseudo-trace func-
tions [Mi, AN], and it is tempting to conjecture that this modular group action agrees
with the one on End(/dgep(v)) discussed above, see [GR2, Conj. 5.10] for a precise for-
mulation. For so-called symplectic fermion conformal field theories [Ka, GK, Ab], the
modular group actions obtained from pseudo-trace functions and from Rep(V') have
been compared in [GR1, FGR2] and they indeed agree.

If these conjectures were true, Theorems 1.2 and 1.4 would imply that such a V' always
has at least one simple and projective module, and that the characters (not the pseudo-
trace functions) of projective modules transform into each other under the modular
group action. Both properties hold in the very few non-semisimple examples where
they can be verified [Ka, FHST, FGST, NT, Ab].

The study of properties of factorisable tensor categories and in particular of Rep(V') is
also important input for the construction of bulk conformal field theory correlators in
the non-semisimple setting as in [FS1, FSS, FS2].

We conclude the paper in Section 9 with the computation of the modified trace in a
class of examples of factorisable finite ribbon categories [DR1, Ru] arising in symplectic
fermion conformal field theories. We also illustrate in this example how the projective
SL(2,Z)-action on the Higman ideal can be used to obtain information about the tensor
product of projective objects.

Acknowledgements: We thank Anna Beliakova, Christian Blanchet, Alexei Davydov,
Jiirgen Fuchs, Nathan Geer, Jan Hesse, Dimitri Nikshych, Ehud Meir, Victor Ostrik and
Christoph Schweigert for helpful discussions, and we are grateful to Miriam Cohen, Alexei
Davydov, Ehud Meir and Sara Westreich for comments on a draft of this paper. The work
of AMG was supported by DESY and CNRS.

Convention: Through this paper, k denotes an algebraically closed field, possibly of
positive characteristic.!

! Some definitions and results of this paper do not actually require algebraic closedness of k. For
example, algebraic closedness is not required in the first half of Section 2, up to and excluding Theorem 2.6,
or in the definition of a modified right trace in Section 4, etc. But to avoid confusion we prefer to require
algebraic closedness for the entire paper.



2 Factorisable finite tensor categories

In this section we introduce notation and recall some definitions and results that will be
used later, such as the different characterisations of a factorisable finite tensor category.
The reader is invited to just skim through this section and return to it when necessary.

For A an essentially small abelian category we write (see e.g. [EGNO] for more details)

e Irr(A): a choice of representatives for the isomorphism classes of simple objects of A,
i.e. every simple object is isomorphic to one and only one element of Irr(.A),

e Proj(A): the full subcategory of A consisting of all projective objects,

e Gr(A): the Grothendieck group of A. We write [X] € Gr(A) for the class of X € A
in the Grothendieck group,

o Gry(A): if A is k-linear we set Gri(A) := k ®z Gr(A). Note that the canonical ring
homomorphism Gr(A) — Gri(A) is injective iff k has characteristic zero.

A k-linear abelian category A is called locally finite if all Hom-spaces are finite dimensional
over k and every object of A has finite length. A locally finite abelian category is called
finite if Irr(A) is finite and every simple object has a projective cover. For a finite abelian
category A we set

e Py: a choice of projective cover my : Py — U for each simple U € Irr(A).

One can show that a k-linear abelian category is finite iff it is equivalent as a k-linear
category to the category of finite-dimensional modules over a finite-dimensional k-algebra.

For a finite abelian category A we have Gr(A) = @y cppa) Z[U]- (On the other hand,
if infinite direct sums are allowed in A we have Gr(A) = 0 because of the short exact
sequence X — Py X — Py X.)

A monoidal category M is called rigid if for each X € M there is X* € M (the left
dual) and *X (the right dual), together with morphisms

evy X' ®X —1, coevy : 1 - X ® X",
evy X ®X =1, coevy 11 =X ® X, (2.1)

where 1 € M is the tensor unit. These morphisms have to satisfy the zig-zag identities,
see e.g. [EGNO] for more details. We will later use string diagram notation. Our diagrams
will be read bottom to top and the above duality morphisms will be written as

m X X
= evy u = coevy ,

X* X

(M = ey Cj — vy (2.2)

X X



A monoidal category M with left duals is pivotal if it is equipped with a natural
monoidal isomorphism

§: Idpy — (=)™ . (2.3)
It is then automatically rigid via *X := X* and (we omit the tensor product between
objects for better readability)
Gy = [ XX O ey I ]
— coev y * idRoL!
oovy = [1 20 yexee SN yex ] (2.4)

Let M be a monoidal category with right duals. Below we will make use of the functor
(9)R (=) : MPXM—=> M, (X,Y)—*X®Y, and of dinatural transformations between
this functor and the constant functor with value X for some X € M. We refer to [ML] for
dinatural transformations in general and to [F'S1, Sec. 4] or [FGR1, Sec. 3] for these specific
functors.

The following lemma is a slight generalisation of [GKPM1, Lem. 2.5.1] which in turn
follows [De]. It is proven in the same way as in [GKPMI] and we relegate the proof to
Appendix A.

Lemma 2.1. Let M be an abelian monoidal category with right duals and biexact tensor
product functor. Suppose that there is a projective object P € M and a surjection p : P —
1. Let X € M and let n be a dinatural transformation from *(—) ® (=) to X. Consider
the following commuting diagram in M with exact rows:

0—=A-ToB- 20— (2.5)
ool
0—=A—L-B 20— >0

In this case, the following equality of morphisms 1 — X holds for any choice of endomor-
phisms a, b, and ¢ that make (2.5) commute:

ng o (idg ®b) ocoevg = na o (idy @ a) o coev + ne o (id+¢ @ ¢) o coeve . (2.6)

Remark 2.2.

1. A corresponding statement as that in Lemma 2.1 holds for a dinatural transformation
¢ from (—) ® (—)* to X. In this case, for a,b,c as in (2.5) we have

Epo(b®idps)ocoevg = £x0(a®idas)ocoevy +&c o (c®ides)ocoeve . (2.7)

2. As a consequence of Lemma 2.1, the morphism 74 o coevy € M(1, X) only depends on
the class [A] € Gr(M). Indeed, if one chooses a, b, ¢ in (2.5) to be identities, then (2.6)
states that given a short exact sequence 0 - A — B — C' — 0 we have the identity

7B 0 COBVE = 74 O COEVA + 1o © COEV(E (2.8)

8



of morphisms in M(1, X). For example, if M is in addition pivotal, one can take
X =1 and the dinatural transformation n4 = ev,. One obtains the statement that
the quantum dimension only depends on the class in Gr(M).

A finite tensor category C is a category which (see [EO])

e is a k-linear finite abelian category,

e is a rigid monoidal category with k-bilinear tensor product functor,
e has a simple tensor unit.

The tensor product functor of an abelian rigid monoidal category is automatically biad-
ditive and biexact [EGNO, Prop.4.2.1]. A finite tensor category is called unimodular if
(P1)* = Py, see [ENO, EGNO] for more details.

The following technical corollary to Lemma 2.1 generalises [GKPM1, Cor.2.5.2] and
will be needed later. The proof is given in Appendix A.

Corollary 2.3. Let C be a finite tensor category over k. Let X € C and let n be a
dinatural transformation from *(—) ® (=) to X and & from (—) @ (—=)* to X. Let A€ C
and f € End(A) be such that for all simple U € C and all u: A — U we have uo f = 0.
Then:

1. nao(id® f)ocoeva =0 and 4 0 (f ®id) o coevy = 0.

2. If C is in addition braided and pivotal, then for any B € C,

For the rest of this section, we fix
e C: a braided and pivotal finite tensor category over k.

Our notation for the coherence and braiding isomorphisms in C is, for U, V,W € C,

agvw  U@(VeW)—UV)eW (associator) ,
A 1QU —U , pyp:U®1—U (unit isomorphisms) ,
coy U@V —=VeU (braiding) . (2.10)



We write End(Idc) for the natural endomorphisms of the identity functor on C.
Given V € C, consider the natural transformation o(V') € End(Idc): for all X € C,

~ coevy Qi ~ id®(cyyocyy)
o(V)x = [X D 1X 258 (V)X S VA(VX) — 0 VHVX)
(V)X X X
X X
I I
— V\V/V ® V\* J , (2.11)
X X

where in (*) we used properties of the braiding to deform the string diagram, as well
as pivotality to exchange left and right duality morphisms. This natural transformation
appears in [Tu, Sec.1.1.5] and also in [CGPM, CG] where it is called “general Hopf link”
and “open Hopf link operator”, respectively (see [GR2, Rem. 3.10(2)] for the conventions
used here).

Lemma 2.4. o(V') only depends on the class of V in Gr(C), and the resulting map Gr(C) —
End(Id¢) is a ring homomorphism.

Proof. Let X € C be arbitrary and consider the dinatural transformation from (—)* ® (—)
to X ® X* given by (see also [FGR1, Sec.4.4])

ny = : (2.12)

|

Note that (o(V)x ®idx+)ocoevy = nyocoevy. By Lemma 2.1 (or rather Remark 2.2 (2)),
the right hand side factors through Gr(C), hence so does o. That the resulting map is a
ring map follows from the identity o(V @ W)x = o(V)x o o(W)x, which one can verify
by a straightforward calculation [Tu, Sec.4.5] (see also [CG, Sec.3.1]). O

V*

By abuse of notation, we also use the symbol ¢ for the resulting ring homomorphism
0:Gr(C) = End(Ilde) , o([V])x is given by (2.11) . (2.13)
Let £ be the coend (see e.g. [KL] or the review in [FS1, Sec. 4] or in [FGR1, Sec. 3])

XeC
L = X*®X (2.14)

10



and denote by tx : X*® X — L, X € C, the corresponding dinatural transformation. The
coend L exists since C is a finite tensor category (see e.g. [KL, Cor.5.1.8]). It carries the
structure of a Hopf algebra in C and is equipped with a Hopf pairing w : L& £ — 1 [Lyl].
We denote the product, coproduct, unit, counit and antipode of the Hopf algebra £ by .,
Ar, M, €2, Sg, respectively (we use the conventions in [FGR1, Sec. 3]).

If C is unimodular, the coend £ admits a two-sided integral A : 1 — £ [Sh1, Thm. 6.8].?
The integral is unique up to a scalar factor. Dually, £ admits a two-sided cointegral
A® : L — 1 which can be normalised such that AP o Ay = idy (see e.g. [KL, Sec.4.2.3]).

We will need the linear maps

p
—

End(lde) —“—~C(£,1)  C(1.L) (2.15)

~ —

which are defined as follows.

e For o € End(Idc), the value 9 («) is defined uniquely by the universal property of
the coend (L, ) via, for all X € C,

Z/J(CY)OLX — €eVy O(id@&x) . (216)
e () is defined via the Hopf pairing of £ as, for f:1 — L,
Qf)y=[£ 1% oo 9], (2.17)

e The definition of p requires C to be unimodular and the choice of a non-zero integral
Az 1 — L. In this case we set, for g : £L — 1,

plg)=[1 28 25 o s 2] . (2.18)
The bialgebra structure on £ allows one to endow C(1, £) and C(L, 1) with the structure
of a k-algebra. End(Idc) is equally a k-algebra. We have:
Lemma 2.5. 1. v is an isomorphism of k-algebras.
2. Q is a k-algebra homomorphism (but not necessarily an isomorphism,).

3. For C unimodular, p is an isomorphism (but not necessarily a k-algebra homomor-
phism).

For the proof of this lemma, see e.g. [Lyl], [KL, Prop.5.2.5], [KL, Cor.4.2.13] and [Sh3,
Sec. 3.1] (and also [GR2, Sec.2]). One verifies that the inverses of ¢ and p are, for X € C,
f:L—=>1,9g:1—=L,

DTN f)x = [X S 1x 2O (X X)X D X (XX L x g 2 X1 3 X

2 For factorisable C (see Definition 2.9 below), the existence of two-sided integrals has been shown in
[Lyl, Thm.6.11], see also [KL, Cor.5.2.11].

11



pUg) = [L1L L o S pp ke p 2 ] (2.19)

The internal character of V' € C is the element xy € C(1, L) given by [FS1, Sh2] (we
use the convention in [GR2])

w o= [1Z%veev L), (2.20)
By Lemma 2.1, this map factors through the Grothendieck ring, i.e. we obtain a map
x: Gr(C) —C(1,L), V] = xv - (2.21)

By abuse of notation, we will denote the induced map Gry(C) — C(1,£), 1 ®z [V] — xv
by x as well.

Theorem 2.6 ([FS1, Sec.4.5] and [Sh2, Thm. 3.11, Prop. 3.14, Cor. 4.2, Thm. 5.12}).
1. The linear map x : Grg(C) — C(1, L) is an injective k-algebra homomorphism.
2. Suppose in addition that C is unimodular. Then x is surjective iff C is semisimple.

This theorem remains true for C not braided (but still a pivotal finite tensor category
over an algebraically closed field).
Define, for C unimodular and M € C,

o = v (p " (xm)) € End(Ide) . (2.22)

After substituting the definitions, one can check that, for all X € C,

(2.23)

As s only depends on [M] € Gr(C), so does ¢y;. Since ¢ and p are isomorphisms, by
Theorem 2.6 the set { ¢y |U € Irr(C) } is linearly independent in End(/d¢). We note that
since p is not necessarily an algebra map, neither is the linear map Gry(C) — End(Id.),

12



We define the linear map S¢ : End(Ide) — End(Idc), the modular S-transformation, as

Se = [End(Ide) % C(£.1) 25 ¢(1,£) 5 ¢(£,1) 2 End(Ide) ] . (2.24)

We have seen that ¢) and () are algebra maps, while p is in general not. Thus in general
8¢ is not an algebra map, either. Recall the definition of ¢ in (2.13). A straightforward
calculation shows that o ([M]) = ¢ ~'oQ(xas). Combining this with (2.22) and (2.24) gives,
for all M €C,

o([M]) = Sc(om) , (2.25)

cf. [GR2, Rem.3.10(2)]. In particular, by Lemma 2.4, the combination [M] +— S¢(¢ar) is
an algebra homomorphism from Grg(C) to End(Idc).

Remark 2.7. Since the coend L is unique up to unique isomorphism, and the cointegral
A% is unique up to sign, it is straightforward to verify that the ¢5;, M € C and 8¢ depend
on the choice of (£, A%) only up to an overall sign, see [FGR1, Prop.5.3|. In particular,
Sc(¢ar) is independent of the choice of (£, A?), as we already saw explicitly in (2.25).

Next we introduce four equivalent non-degeneracy requirement for the braiding. (This
does not require a pivotal structure, hence we use the letter D and reserve C for the pivotal
case as declared above.)

Theorem 2.8 ([Sh3, Thm. 1.1]). Let D be a braided finite tensor category over an alge-
braically closed field. The following conditions are equivalent:

1. FEvery transparent object in D is isomorphic to a direct sum of tensor units. (T € D
is transparent if for all X € D, cxrocrx = idrgx.)

2. The canonical braided monoidal functor DRD — Z(D) is an equivalence. (Here, X

is the Deligne product, D is the same tensor category as D, but has inverse braiding,
and Z(D) is the Drinfeld centre of D.)

3. The pairingw : LOL — 1 is non-degenerate (in the sense that there exists a copairing

1-L®L).
4. €2 1s an isomorphism.

Definition 2.9. D as in Theorem 2.8 is called factorisable if it satisfies the equivalent
conditions 1-4 there.

In [ENO, Prop.4.5] the following result is proved (using formulation 2 of factorisability
in Theorem 2.8):

Theorem 2.10. Let C be factorisable. Then C is unimodular.

13



In particular, for factorisable C the Hopf algebra given by the coend £ admits integrals
and cointegrals. Moreover, in this case we can normalise the integral such that

W o (Aﬁ X Aﬁ) = Zdl y (226)

see e.g. [KL, Sec. 5.2.3]. Since the space of integrals is one-dimensional, this determines A,
up to a sign.

Remark 2.11. Suppose C is factorisable. Then by the above theorem, C is unimodular
and we have the isomorphism p from (2.18) at our disposal (Lemma 2.5). Hence the linear
endomorphism 8¢ of End(Idc) in (2.24) is defined, and by condition 4 in Theorem 2.8, 8¢
is invertible.

Using Lemma 2.4 and (2.22), (2.25), we get the following corollary to Theorem 2.6.

Corollary 2.12. Let C be factorisable. Then the algebra map o: Gry(C) — End(Ide) is
injective. If in addition char(k) = 0, the ring homomorphism o: Gr(C) — End(ldc) is
mjective, to0o.

The following important theorem is proved in [Lyl], see also [FGR1, Sec.5.1] for a
summary in the notation used here.

Theorem 2.13. Let C be factorisable and ribbon with ribbon twist § € End(Idc). Then
there is a projective representation of SL(2,Z) on End(Idc) for which the S and T gener-
ators act as

(0%) — 8¢ (§1) v Oo(-) . (2.27)

Remark 2.14. For C = Rep H for H a finite-dimensional ribbon Hopf algebra over k,
we have 1 = k, and the coend is given by £ = H* with the coadjoint action [Ly2, Ke2].
Let S be the antipode of H, R the universal R-matrix, v the ribbon element, and u =
>_(ry S(I2) Ry the Drinfeld element. We will (for the sake of this remark) identify End(/dc)
with the centre Z(H) of H. Then we have:

e The internal characters yy are the g-characters: the images xy (1) are linear forms
on H invariant under the coadjoint action. They are the trace functions xy (1) =
Try (u™v ) introduced and studied in [Dr], see also [Kel].

e The map S o9~ o Qis then the Drinfeld mapping from the space of g-characters
to Z(H) given by x(-) = > X(M1)Ms for the monodromy matrix M = Ry R,
see [Dr, Prop.1.2]. The central elements o([V])y (where H is the left regular
H-module) are the images of Try(u~'v-) under the Drinfeld mapping composed

with S—1.

e The map Sovp~top™!is the Radford mapping from the space of g-characters to Z(H)
given by x(-) — (x ® id)(A(c)), for the (co)integral ¢ € H (that can be computed
from A using the duality maps), see [Ra| for properties of this map. The central
elements (¢y )y from (2.23) are the images of Try (v~ 'v - ) under the Radford mapping
composed with S™!, see also [FGR1, Rem. 7.10].
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e The modular S-transformation on a quasi-triangular Hopf algebra was introduced
in [LM] following the categorical construction of [Ly1]. The images of Try(ulv-)
under the Drinfeld and Radford mappings are related by the modular S-transforma-
tion [Kel, Sec.2], see [FGST, Sec. 5| for the statement in this form. This result is
generalised by (2.25).

3 Existence of a simple projective object

Throughout the rest of this paper, the following technical condition will play an important
role.

Condition P: A finite tensor category M over k satisfies Condition P if there
exists a projective object P € M such that [P] is not nilpotent in the linearised
Grothendieck ring Grg(M).

Two important classes of categories which satisfy Condition P are described in the next
two lemmas.

Lemma 3.1. FEvery semisimple finite tensor category M satisfies Condition P.

Proof. Since M is semisimple, every simple object is projective. Furthermore, for every
simple object U € M, [U] is non-zero in Gri(M). Hence we may take P = 1, the tensor
unit. Then for all m > 0, [1]™ = [1] # 0 in Grg(M). O

Lemma 3.2. Let C be a locally finite braided tensor category over some field. For all
X eC, X #0 and m > 0 we have [X]™ # 0 in Gr(C). If in addition C is finite and if the
field is of characteristic zero, then C satisfies Condition P.

Proof. Since by assumption all objects have finite length, we have Gr(C) = @Uem(c) Z[U].
Thus for X € C it follows that X = 0 iff [X] = 0.

The map evyx : X* ® X — 1 is non-zero, hence X* ® X # 0, and so [X*][X] # 0.
[terating this argument shows (X* @ X)* @ (X* ® X) # 0, i.e. ([X*][X])? # 0, etc. We
used here Drinfeld’s canonical isomorphism uyx : X — X** given by

X HF

ux = N . (3.1)

Using commutativity of Gr(C), after m steps we find [X*]"[X]™ # 0.
As a finite C has enough projectives, it contains a non-zero projective object P. Since

in characteristic zero, the canonical ring homomorphism Gr(C) — Grg(C) is injective,
[P]™ # 0 for all m > 0 also holds in Grg(C). O
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Remark 3.3. In positive characteristic, Condition P may or may not be satisfied. For
example, suppose that k is of characteristic p and let G be a finite group. If p does not
divide |G|, the category k[G]-mod of finite-dimensional k[G]-modules is semisimple and
hence satisfies Condition P by Lemma 3.1.

On the other hand, if G is a p-group the trivial k[G]-module is up to isomorphism the
unique simple k[G]-module (see e.g. the corollary to Proposition 26 in Section 8.3 of [Se]).
The projective cover of the trivial k[G]-module is P := k[G] (see [Se, Sec. 15.6]). The image
of P in Gry is [P] = |G| - [k] = 0, as p divides |G|. By the previous observations, every
projective k[G]-module is isomorphic to a direct sum of P’s, and so k[G]-mod does not
satisfy Condition P.

We can now state our first main result:

Theorem 3.4. Let C be a factorisable and pivotal finite tensor category over k. If C
satisfies Condition P, it contains a simple projective object.

The proof relies on a series of lemmas and will be given at the end of this section. The
idea is very simple: we show that in the absence of simple projectives, the injective algebra
homomorphism ¢ from Corollary 2.12 would map the class [P] of a projective object to a
nilpotent natural endomorphism, which is a contradiction to Condition P.

Remark 3.5.

1. Theorem 3.4 is a generalisation of a result by Cohen and Westreich [CW, Cor. 3.6].
There, the authors show that a factorisable ribbon Hopf algebra H over an algebraically
closed field of characteristic zero has an irreducible projective module. The proof strat-
egy in [CW] is different from ours: in [CW] it is observed that Hopf algebras with the
above properties are also symmetric algebras (see Section 4 for the definition) and that
fact is used to show existence of a simple projective module. Our approach is in some
sense opposite: we first show that there exists a simple projective module and then
in Section 4 use the theory of modified traces of [GKPMI1] to deduce the existence of
certain symmetric algebras. In this sense, applying Theorem 3.4 to C = Rep(H) gives
an alternative proof of the result in [CW] (in addition to having the benefit of not being
restricted to characteristic zero).

2. In characteristic p, a category C as in Theorem 3.4 may or may not satisfy Condition P.
To see this, we use the observations in Remark 3.3. Let A be a finite abelian group.
The Drinfeld double D(k[A]) is a factorisable Hopf algebra, and hence D(k[A])-mod

Y

is a factorisable and pivotal finite tensor category over k. But as algebras, D(k[A]) =

k(A) @y k[A], and k(A) = kM is semisimple.

Suppose that char(k) = p does not divide |A|. Then D(k[A])-mod is semisimple and
hence satisfies Condition P (Lemma 3.1).

On the other hand, if A is a p-group, the indecomposable projective modules in D(k[A])-
mod are isomorphic to a simple k(A)-module tensored with k[A]. As in Remark 3.3,
each of these have zero image in Gry(C).
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3. The example in part 2 (combined with Remark 3.3) also shows that for char(k) = p and
A a finite abelian p-group, D(k[A])-mod does not contain a simple projective object.
Thus we cannot drop Condition P from Theorem 3.4.

We now turn to the proof of Theorem 3.4. We first gather the tools to see that o([P])
is nilpotent for projective P unless there is a simple projective object.

Lemma 3.6. Let A be an abelian category and let n be a natural endomorphism of the
identity functor. If n is zero on all simple objects, then it is nilpotent on all objects of finite
length.

Proof. We use induction on the length of an object. Given an object B of finite length

> 1, choose a short exact sequence 0 — A Iy B % O = 0 such that A, C have smaller
length. Then

A-L.p- 2. ¢ (3.2)
naA nc
AL.p2. ¢

commutes. By induction hypothesis, 74 and n¢ are nilpotent. Hence there is m > 0 such
that

ALl.p- 2. ¢ (3.3)
l L (ms)™ |0
Al.p 2. ¢

commutes. Then go (7)™ = 0 and ()™ o f = 0, and since the image of f is the kernel

of g we have the inclusions im(ng)™ C imf C ker(ng)™. This shows that (ng)*™ =0. 0O

Corollary 3.7. Let A be a finite abelian category over some field and let n € End(Idy).
If n 1s zero on all simple objects, then n is nilpotent, i.e. there is m > 0 such that n™ = 0.

Proof. By finiteness, A contains a projective generator G (of finite length). By Lemma 3.6,
(ng)™ = 0 for some m. Since ¢ determines 7, it follows that n™ = 0. O

Lemma 3.8. Let C be a pivotal finite braided tensor category over some field and let
P,U € C with P projective and U non-projective and simple. Then o([P])y =

Proof. By (2.11), o([P])y is a composition of maps U — P*® (U ® P) — U. Since
P*®@(U®P) is projective, the map P*®(U®P) — U factors as P*®@(UQP) — Py — U, for
Py the projective cover of U. Thus o([P])y can be written as a composition U — Py — U.
By assumption Py 22 U, and so this composition is zero. O

Combining the above results, the proof of Theorem 3.4 is now a straightforward conse-
quence of Corollary 2.12:
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Proof of Theorem 3./4. 3 Suppose that C does not contain a simple projective object. By
Condition P, we can find a projective object P € C such that [P]™ # 0 in Grg(C) for all
m > 0.

By Corollary 2.12, o : Gri(C) — End(ld¢) is an injective algebra homomorphism. In
particular, since [P]™ # 0 we find that for each m > 0, o([P])™ = o([P]™) # 0. But by
Lemma 3.8, the natural transformation o([P]) is zero on all non-projective simples. By
assumption, all simples in C are non-projective, and so Corollary 3.7 implies that o([P]) is
nilpotent, which is a contradiction.

Hence C must contain a simple projective object. O

4 Non-degenerate trace on the projective ideal

In this section we will review some aspects of the theory of modified traces from [GKPMI,
GPMV, GKPM2]. In particular, we will see that the existence of a simple projective
object established in Theorem 3.4 guarantees the existence of a unique-up-to-scalars non-
zero modified trace on the projective ideal, and that this trace induces non-degenerate
pairings on Hom-spaces.

Let C be a pivotal finite tensor category over k. The full subcategory Proj(C) of all
projective objects in C is a tensor ideal. Following [GPMV], a modified right trace on
Proj(C) is a family of k-linear functions {tp : End(P) — k| P € Proj(C)} such that

1. (partial trace) For all P € Proj(C), X € C and f € End(P ® X) we have
trox(f) = tr(trik(f)) (4.1)
where #r’ denotes the partial right trace

e (f) = [P P12 pxx) 5 (PX)X 29 (pX) X

& P(XXY) 2SN, p1 2 P

2. (cyclicity) For all P, P" € Proj(C), f : P — P', g: P' — P we have

tp(fog)=tp(gof). (4.3)

3 We thank Victor Ostrik for suggesting a simplification of our first version of the proof.
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Given a modified right trace, one can define a family of pairings by setting, for all
M e C, P € Proj(C),

C(M,P)xC(P,M)—=k , (f,g9)—tp(fog). (4.4)
Note that the cyclicity property (4.3) only applies when also M is projective.

Remark 4.1. There are also natural notions of left and left-right (or two-sided) modified
traces for a pivotal category, see [GPMV] for details. For C in addition ribbon, each
modified right trace on Proj(C) is also a two-sided modified trace [GKPM1, Thm. 3.3.1].
In this case, one can construct an isotopy invariant of ribbon graphs in R, where at least
one strand is coloured by a projective object P of C, by cutting the strand and computing
tp of the corresponding endomorphism of P, see [GPMT, Thm.3]. (There, the modified
trace was used implicitly as the modified dimension for simple projectives.)

In this paper we will only use modified right traces, and we will refer to these just as
“modified traces”.

Proposition 4.2. Let C be a unimodular pivotal finite tensor category over k. Suppose
that C contains a simple projective object.

1. There exists a nonzero modified trace on Proj(C), and this modified trace is unique
up to scalar multiples.

2. For any choice of non-zero modified trace t on Proj(C) and for all M € C, P €
Proj(C), the pairing (4.4) is non-degenerate.

The first part of the proposition is proved in [GKPM?2, Cor.3.2.1]*. We will review
the argument below as we hope it to be helpful to have the more general construction of
[GPMV, GKPM2]| specialised to the present setting, and since we will need the explicit
construction of the modified trace below anyway. The second part of the proposition is
proved in [CGPM, Prop. 6.6] for the Hopf algebra Ufsl(?), but the same proof works in
general as we also review below.

Before turning to the proof of Proposition 4.2, we need some preparation. For the rest
of this section, we fix:

e (C: a unimodular pivotal finite tensor category over k,

e (): a simple projective object in C (in particular we assume that such a @) exists).

4 In [GKPM2, Sect. 3.2] it is assumed that every indecomposable object of C is absolutely indecompos-
able (see [GKPM?2] for definitions). This condition does typically not hold (e.g. in the example in Section 9).
However, the arguments in [GKPM2, Sect. 3.2] actually only require this condition on Proj(C), where it
holds for any finite tensor category over an algebraically closed field.
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Lemma 4.3 ([GKPM2, Thm.3.1.3& Sec. 3.2]). For all g € End(Q ® Q*) we have

Q Q
M (
Q Q Q QF
| - | us)
Q* Q QF

Q
|~
Q

Q

Proof. Write Q ® Q* = @UGIH(C) PﬁmU and let i : PfﬁmU - Q®Q" and py : Q ® Q* —
PﬁemU be the corresponding embedding and projection maps. The resulting idempotent
will be denoted by ey = iy o py € End(Q ® @Q*). Since C(Q ® Q*,1) = C(Q,Q) is
one-dimensional (@ being simple and k algebraically closed), we have m; = 1.

Since P; is indecomposable, there is an « € k and a nilpotent element n € End(P;)
such that (using again algebraically closedness of k)°

progoiy = a-idp, +n. (4.6)
Forall u:1— P, and v : P, — 1 we have
nou=>0 and von=20. (4.7)

To see nou = 0, first note that by unimodularity (i.e. since (P;)* = P;) C(1, P;) is one-
dimensional. Suppose u # 0 and hence u forms a basis of C(1, P;). Then there is A € k
such that nou = A - u. But n is nilpotent, say n™ = 0, and so applying n on both sides
of the latter equality m times we get ™ = 0 and therefore A = 0. For v the argument is
analogous.

Next insert the identity g = Y, ev 0 g o ey into (4.5). Since for U 21, C(Py,1) =0
and C(1, Py) = 0 (using unimodulafity), only the term with U = V = 1 will contribute on
either side of (4.5).

The claim of the lemma now follows from the observation that taking u = p; o coevg
and v = évg o i1 we have by (4.6) and (4.7)

€Vgoe10goe; =a-€Vg , €10¢O0ey0C0evy = - Ccoevy , (4.8)

where we used that évg o e; = évg and e; o coevg = coevg (because (P1)* = Pp). Both
the left and right hand sides of (4.5) are therefore equal to o idg. O]

® Since Py is indecomposable, by Fitting’s Lemma an element x € End(P;) is either nilpotent or
invertible. As k is algebraically closed, x — « - id is not invertible for some o € k (as the k-linear map
2 o (—) on End(P;) has an eigenvector), hence it is nilpotent, and therefore x = « - id + n, as we state.
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The above lemma will be used in the following form: for all f € End(Q* ® Q),

Q
AL A
_ . (4.9)

Q
This is a consequence of (4.5) upon substituting
Q C|?*
Q" Q
g = : (4.10)
Q*

T
Q Q
Let us fix a non-zero linear function for the given simple projective @),

to + End(Q) — k. (4.11)

Since End(Q)) = kidg, such a function is unique up to a constant, and it is uniquely
determined by its value tg(idg) € k*.

Let P € Proj(C) and choose an object X € C such that there is a surjection p :
Q® X — P. Such an X always exists, for example X = Q* ® P. As P is projective, there
is a morphism ¢ : P — @@ ® X such that poi = idp. That is, i,p realise P as a direct
summand of () ® X. Consider the function

tp:End(P) =k , heto(tri(iohop)) . (4.12)

The next lemma shows in particular that this notation is indeed consistent with (4.11)
when setting P = @) (in the lemma, take X = 1 and 4, p (inverse) unit isomorphisms).

Lemma 4.4. The function tp in (4.12) is independent of the choice of X and of p :
QX =P, i:P=>0Q®X.

Proof. This proof is taken from [GPMV, Sec.4.5]. The argument is more general than
needed for the statement of the lemma, but we can reuse it later to show cyclicity.
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Let P’ € Proj(C) and pick X', p/ : Q@ X' — P, i/ : PP - Q®X'. Foru: P — P’
and v : P' — P arbitrary, consider the morphism f € End(Q* ® Q) given by

f = (4.13)
It is easy to check that inserting f into (4.9) results in the identity
triy, (i couovop) =trk(iovouop), (4.14)

where for RHS we used cyclicity of the categorical trace, the zig-zag axiom and that
p' o =idp. For P = P’ and u = h, v = idp, this shows the statement of the lemma. [J

Proof of Proposition /.2.
Part 1. (following [GPMV, Sec.4.5])

Existence: By Lemma 4.4 we have a family of functions (tp : End(P) — k:) PeProj(C) This
family is not identically zero since by the definition in (4.11), ¢¢ is not zero. By (4.14) in
the proof of Lemma 4.4, the tp satisfy the cyclicity requirement (4.3).

For the partial trace property (4.1) choose Y € C such that there are p: Q ® Y — P,
i:P—>Q®Y,poi=idp, in order to compute tp from the definition in (4.12) with X
replaced by Y. Then fix

pRidx

P=[QYX)SQY)X —= PX] , i'=[PX X (QY)X QIYX)] (4.15)

to compute tpgx from (4.12). A short calculation shows (4.1).
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Uniqueness: First note that for the modified trace ¢p in (4.12) (or in fact for any modified
trace) we have, for f € End(Q ® X),

toax(f) .
tr' = =2 .idp . 4.16
TX(f) tQ(ZdQ) ag ( )
To see this, apply tg to both sides. Let now (t/P : End(P) — k) PeProj(C) be a modified

trace. Let P € Proj(C) and h € End(P) be given. Pick X, p: Q®X - P,i: P - Q®X
such that p o i = idp and compute

cycl.

tp(h) = tp(hopoi) = thex(iohop) ™= th(irk(iohop))
@16) toex(iohop) , . ey toli dQ)
= , th(idg) = —= . tp(h) . 4.17
tq(idg) alida) to(idg) ) 4.17)

Part 2. (following the proof of [CGPM, Prop. 6.6])

We will show non-degeneracy in the first argument of the pairing (4.4). Non-degeneracy
in the second argument can be seen analogously.

Let M € C, P € Proj(C) and f € C(M,P), f # 0, be given. We need to show that
there is a g € C(P, M) such that tp(fog) #0. Pick X, p: Q®X - P,i: P -Q®X
such that poi = idp. Then also i o f # 0. Define

(iof)®id ~
e

w = [MX* (QX)X* 3 Q(XX*) L% 01 2 Q] . (4.18)

Using the zig-zag identity, we can recover ¢ o f from u as
iof = [M S M1 200N (X X) S (MX*)X 22195 X ] . (4.19)

In particular, since i o f # 0, we must have u # 0. Since (@) is simple, u is surjective. Since
Q is projective, there is v : Q — M ® X* such that u o v = idg. Define

g =[P4 QX 9 (MX)X 2 M(X*X) L% v 5 M . (4.20)
Then
P X*
art.tr. M cycl
tp(fog) =" tpex- » = g
Q
P X
= tQ(u o 1}) = tQ(idQ) 75 0 y (4.21)
where for the first equality we used the partial trace property (4.1) on RHS and then the
pivotal structure in (2.4). O
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Lemma 4.5. Suppose C is in addition braided. Let t be a modified trace on C and let
R,S € Proj(C) and f € End(R), g € End(S). Then

I[m SLm

s S* R R*
t =t 4.22
R s (4.22)
R S
Proof. One computes
RHS of (4.22) 2 tresne (h) P2 ta(tr . (k) = LHS of (4.22) (4.23)

where

= A~ (4.24)

R S R
Step (*) follows from cyclicity of the modified trace, as well as naturality of the braiding.
In step (**) we used that the partial trace over S® R* amounts to closing the double string,
see (4.2). In the last equality, to straighten the line coloured by R we also used (2.4) and
the property of the pivotal structure that 6% = (dp<) "' [

Remark 4.6.

1. The result of Proposition 4.2 is remarkable, because the categorical trace defined on all
of C via the pivotal structure vanishes on Proj(C) unless C is semisimple. Indeed, C
is semisimple iff P; = 1, which in turn is equivalent to the existence of f, g such that

14 P; 2 1 is non-zero. But for any projective object P, the categorical trace
coevp

129 pgpr L2 popr Sy (4.25)

factors through P; in this way.
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2. For each P € Proj(C), tp turns the k-algebra End(P) into a symmetric Frobenius
algebra, or a symmetric algebra for short. We will review some aspects of symmetric
algebras and their categories of modules in Section 5.

Since a factorisable finite tensor category is automatically unimodular [ENO, Prop. 4.5],
we state the following consequence of Theorem 3.4 and Proposition 4.2 for later use:

Corollary 4.7. A factorisable and pivotal finite tensor category C over k which satisfies
Condition P admits an up-to-scalar unique modified trace on Proj(C). For each non-zero
modified trace, the pairings (4.4) are non-degenerate.

This result generalises the existence of a modified trace for factorisable Hopf algebras
(over an algebraically closed field of characteristic zero) proven in [GKPM2, Thm. 4.3.1].

Remark 4.8. The converse of Corollary 4.7 does not hold, i.e. it is not true that a pivotal
finite tensor category C over k which satisfies Condition P and admits a non-zero modified
trace on Proj(C) can be equipped with a braiding that makes it factorisable. The simplest
example is the category of super-vector spaces, which only admits symmetric braidings.
A non-semisimple example is provided by the restricted quantum group U,sl(2). This is
a unimodular Hopf algebra which has a simple projective module but whose category of
modules does not admit a braiding [FGST, KS, GR1].

5 Symmetric algebras and ideals in End(Id)

In this section we will collect some facts about symmetric algebras following [Br, CW] and
translate them into categorical statements. In the end we give implications for categories
with modified trace as in the previous section.

For a k-algebra A, denote by
C(A) = {¢: A= k|p(ab) = p(ba) for all a,b € A} (5.1)

the space of central formson A. A symmetric algebra A over k (aka a symmetric Frobenius
algebra) is a finite-dimensional k-algebra together with a central form e such that the
induced pairing (a,b) — €(ab) is non-degenerate. In this case the map

C:Z(A)—=C(A4) , zw—e(z-(—)) (5.2)

is an isomorphism, and the invertible elements of Z(A) are precisely mapped to those
elements of C'(A) that induce a non-degenerate pairing (see e.g. [Br, Lem. 2.5]).

Let (A,¢) be a symmetric algebra and denote by v € A® A, v = 37,7 ® 7", the
copairing, that is, for all a € A we have a = 3 e(ay')y" = >_(,)v'e(v"a). We recall that
the copairing is unique and that, since € is central, the copairing is symmetric. Define the
map

T:A— Z(A) al—>ny’afy" . (5.3)
™)
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It is easy to check that the image of 7 does indeed lie in the centre of A (see e.g. [Br,
Sec.3.A]). The argument uses that the copairing v of a non-degenerate invariant pairing
satisfies 3 (a7) ® 9" =327 ® (y"a) for all a € A.

We will need the following chains of inclusions in C'(A) and Z(A), compatible with the
map ¢ from (5.2) [CW]:

Z(A) » Rey(A) > Hig(A) (5.4)
| | !
C(A) » R(A) D I(A)

The individual subsets are defined as follows:

o Rey(A) = anny)(Jac(A)) is the Reynolds ideal. (Symmetry of A is not required
for this definition.) Here, Jac(A) is the Jacobson radical of A. Rey(A) is an ideal
in Z(A).

e Hig(A) = im(7) is the Higman ideal or projective centre’. It is an ideal in Z(A) as
27(a) = 7(za) for z € Z(A), and by [HHKM, Lem.4.1]" it is contained in Rey(A).
Note that even though 7 depends on the choice of a non-degenerate central form e,
im(7) does not. Indeed, any two ¢, ¢’ would be related by an invertible z € Z(A) as
¢'(a) = €(za), and one checks that 7/(a) = 7(27'a).

o R(A) = span,{ xa | M right A-module}, where x/(a) = tras(a), the trace in M over
the linear map given by acting with a € A. That ((Rey(A)) = R(A) is shown in [Lo,
Thm. 1.6] (for finite-dimensional not necessarily symmetric algebras).

e [(A) = span,{ xp| P projective right A-module}. In [CW, Prop. 2.1] it is shown that
((Hig(A)) = I(A).

Lemma 5.1. For an algebra A over some field, Z(A) = Rey(A) if and only if A is
semistmple.

Proof. If A is semisimple, Jac(A) = 0 and hence Z(A) = Rey(A). Conversely, if Z(A) =
Rey(A) then 1 € Rey(A) and since Jac(A) annihilates Rey(A) we must have Jac(A4) =
0. O

The Cartan matriz of a finite-dimensional algebra A over some field is the Irr(mod-A) x
Irr(mod-A) matrix C(A) with entries

C(A)U,V - [PU : V] s (55)

6 The name “projective centre” can be motivated from the observation that Hig(A) can be described as
all elements in Z(A) such that the corresponding endomorphism of the A-A-bimodule A factors through
a projective A-A-bimodule [LZZ, Prop. 2.3 & 2.4].

7 In [HHKM, Sec. 4] the underlying field is assumed to be algebraically closed, but this is not used in
the proof of Lemma 4.1 in [HHKM].
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that is, the multiplicity of the simple A-module V' in the composition series of the projective
cover Py of U.

Let ey, U € Irr(mod-A) be a choice of primitive idempotents such that ey A = Py as
right A-modules. If the underlying field is given by k, which we assumed to be algebraically
closed in the outset of the paper, the endomorphism spaces of simple A-modules are one-
dimensional and we can write

C(A)yy = dimy Homy(Py, Py) = dimg(eyAey ) . (5.6)

The last equality follows by noting that every right A-module map f : ey A — epA is
given by left multiplication with an element eyaey, a € A. Namely, in one direction we
set f — f(ev)ey € eyAey, while in the other direction eyaey — eyaey - (—) which is in
Homy(ey A, egA), and one checks that both the maps are inverses of each other.

Proposition 5.2. Let A be a symmetric algebra over k. Then:
1. The Cartan matriz of A is symmetric, C(A)yv = C(A)vu.

2. Let n = | Irr(mod-A)| and let Ce Mat,, (k) be the image of C(A) under the canonical
homomorphism Mat, (Z) — Mat,, (k). We have

rank(a) = dimy Hig(A) . (5.7)

Proof. For part 1 one checks that the non-degenerate pairing on A descends to a non-
degenerate pairing between ey Aey and ey Aeyy. Indeed, for every a € A such that egaey #
0 there exists b € A such that (egaey,b) # 0. But then also (eyaey,eybey) # 0 since
e(egaeyb) = e(epeyaeyeyb) = e(eyaeyveybey). Hence, dimy(eyAey) = dimg(eyAey).
The more surprising part 2 is proved in [LZZ, Cor. 2.7]. ]

Note that if £ has characteristic 0, then rank(C) is just the rank of C(A) over Q.

We now give a categorical formulation of the inclusions Z(A) D Rey(A) D Hig(A)
in (5.4), which will be applicable in particular in the presence of a modified trace as in
Section 4. For the rest of this section, let us fix

e A: a finite abelian category over k,
e (3. a projective generator of A,
e = End(G) the k-algebra of endomorphisms of G.

Recall the Hom-tensor adjoint equivalence



of k-linear categories between A and the category mod-F of finite-dimensional right F-
modules (see e.g. [EGNO, Sect. 1.8]).

It is known that being symmetric is a Morita-invariant property of an algebra, as is the
chain of ideals Z(E) D Rey(E) D Hig(E) (see e.g. [HHKM, Br, LZZ] for related results).
We can therefore use the equivalence in (5.8) and the ideals in (5.4) for the choice A = F
and for a given projective generator G to define a chain of ideals in End(Id4) as:

End(Ids) > Rey(4) > Hig(A) (5.9)
Z(E) Rey(E) Hig(E)

Rather than showing directly that the above definition is independent of the choice of G,
we will now give a different definition of Rey(.A) and Hig(.A) which does not require a
choice of a projective generator. We show in Propositions 5.3 and 5.8 that this definition
agrees with the one above.

Rey(.A)
For each P € Proj(A) define the subspace Jp C End(P) as follows:
Jp = {f:P— P|VU € Asimple, u € A(P,U) :uof=0}. (5.10)

By definition, the Jacobson radical Jac(R) of a ring R consists of all 7 € R which act as
zero on all simple R-modules. Since G' € A is a projective generator, A(G,U), where U
runs over all simple U € A, gives all simple right F-modules up to isomorphism (by the
equivalence (5.8)). From (5.10) we therefore get

Jo = Jac(FE) . (5.11)

In the case A = mod-A we can take G = A4, so that End(G) = A and hence J4 = Jac(A).
Using the subspaces (5.10), we define

Rey(A) = {n€End(ld4) |VP € Proj(A),f € Jp:npof=0}. (5.12)

From this definition it is immediate that Rey(A) is an ideal.
Recall that for a projective generator G € A, the map

¢ End(ldy) — Z(E) , 1 g (5.13)

is an algebra isomorphism (that 7ng is central in E follows from the naturality of n; that
(5.13) is a bijection is clear in the case A = mod-F, for general A use the equivalence (5.8)).
We can use this to relate Rey(.A) to the previous definition in terms of algebras:

Proposition 5.3. Let A be a finite-dimensional k-algebra. Then & in (5.13) restricts to
an isomorphism of algebras £ : Rey(mod-A) — Rey(A).
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Proof. We set A = mod-A and choose the projective generator G = A4 and thus F = A.
We have to show that £(Rey(A)) = Rey(E).

“C”: Let n € Rey(A). Then &(n) = ne. By definition of Rey(.A) we have in particular
that for all f € Jg = Jac(E) (recall (5.11)), ng o f = 0. Thus 7 annihilates Jac(E), i.e.
ne € Rey(E).

“2”: Conversely, let 7 € Rey(F) and let n = ¢7'(r) € End(Idc). Let P € Proj(C), and
f € Jp. We need to show np o f = 0. Pick a surjection p : G®" — P and a right-inverse
i: P — G%'. We have io f op € Jgen since for all u : G¥" — U, where U is simple,
woio fop=0since uoi: P — U and f € Jp. Note then that r®" : G — G®" and
r® € Rey(End(G®")), therefore r®" oio fop = 0. Since r®" = nge. we get

0=mngenoiofop=ionpo fop. (5.14)

But i is injective and p surjective, and so np o f = 0, as required. ]

Hig(A)

The condition replacing that the algebra is symmetric will be that Proj(.A) is Calabi-Yau
(see e.g. [He] for a recent treatment of the relation between symmetric Frobenius algebras
and Calabi-Yau categories in the semisimple case):

Definition 5.4. A k-linear additive category X with finite-dimensional Hom-spaces is
called Calabi- Yau if it is equipped with a family of k-linear maps (the trace maps)

(ta : End(M) — k) (5.15)

MeK

such that for all M, N € K,
1. (eyclicity) for all f : M — N, g: N — M we have ty;(go f) =tny(f og).

2. (non-degeneracy) the pairing (—, —) : K(M,N) x (N, M) — k, (f,g9) =tn(foyg) is
non-degenerate.

We denote by CY(K) the set of all families of trace maps (tas)aex which turn K into a
Calabi-Yau category.

A Calabi-Yau category with one object is the same as a symmetric Frobenius algebra.
The generalisation of the isomorphism (5.2) to the present setting is:

Lemma 5.5. Let K be as in Definition 5.4 and let End(Idx)™ be the subset of invertible
endo-transformations. Then for each (tyr)yex € CY(K) the map

End(lde)* — CY(K) , n — (f—tu(nuof)) (5.16)

s a bijection.

29



Proof. Clearly, (tas(na © —))mex defines a family of cyclic and non-degenerate traces (for
non-degeneracy, one notes that 7y, o g is non-zero for any non-zero g because 7, is in-
vertible). Conversely, given (tys)yex € CY(K), by non-degeneracy for each M € K there
exists a unique 7y, € End(M)* such that ty(—) = tay(na © —). Rewriting the cyclicity
condition ty(go f) =ty(fog) forall f: M — N and g : N — M in terms of the family
tys and using its cyclicity property shows ty, (g o(nvof—fo 77M)) = 0 for any g, and thus
by non-degeneracy of ty; we have ny o f = fomny for all M, N, and f. ]

Suppose now that the finite abelian category A is such that Proj(A) is Calabi-Yau with
trace maps (tp)peproj(4). For the pairings of morphisms between the projective objects
P, R € Proj(A) we write

(= —)er: AP, R) x A(R,P) =k , (f,9)pr="tr(foyg). (5.17)

Denote by vpr € A(R, P) ® A(P, R) the corresponding (unique) copairing, that is ypr =
Z('YPR) Yor @Vprand forallz: P — R, y: R — P,

Z (ZL‘, ’YEDR )PR ’7321% = Z ) Z ’YEDR (’7}%%7 y)PR =Y. (518)
(vPR) (vpr)
We need the following lemma, whose proof is given in Appendix B.

Lemma 5.6. For each R € Proj(A) and y € End(R) there exists a unique n € End(Id4)
such that np =32 Vpr 0y o Vpg for all P € Proj(A).

This lemma allows us to define, for each R € Proj(.A), a k-linear map 75 : End(R) —
End(Id4) by

tr(y) =n , where for all P € Proj(A) np = Z VPROYO VDR - (5.19)

(vPR)

These maps are the analogue of the map 7 from (5.3). Indeed, Hig(.A) is now defined as
the joint image of all the maps 7y:

Hig(A) = {n € End(Id4) | 3R € Proj(A), y € End(R) : n=7r(y) } . (5.20)

The point of the above definition is to avoid the choice of a projective generator. To
actually compute Hig(.A), choosing a projective generator G may nonetheless be useful.
For example, we show in Corollary B.3 that Hig(A) = im(7¢).

As was the case for the Higman ideal of a symmetric algebra, also Hig(.4) is independent
of the choice of traces:

Proposition 5.7. Let A be a finite abelian category over k such that Proj(A) is Calabi-
Yau. Then Hig(A) is independent of the choice of the family of traces (tp)peprojia)-
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Proof. Let t,t € CY(Proj(A)). By Lemma 5.5 there is € End(Idp,oja))” such that
tp(f) = tp(np o f) for all P € Proj(A) and f € End(P). Let PR and Jpr be the
copairings arising from t and t as in (5.18). If we write vpr = Z(WPR) Vpr @ Ypg, it is easy
to see that

VPR = Z (Vpr O77R ) ®@Vpp = Z Ypr @ ( O%;R) . (5.21)
(vpr) (vpr)

Write 7g for the map (5.19) computed from 4. It is immediate from the above equality
that for y € End(R),

Tr(y) = Tr(ng' 0 y) - (5.22)

Thus indeed the joint image of the 7 is independent of the choice of traces tp. ]

The next proposition makes the connection between the definition (5.20) of Hig(.4) and
Hig(A) for a symmetric algebra A when taking A = mod-A. The proof has been relegated
to Appendix B.

Proposition 5.8. Let A be a finite-dimensional k-algebra.

1. A admits a central form turning it into a symmetric algebra if and only if Proj(mod-A)
admits a family of traces turning it into a Calabi-Yau category.

2. If A is symmetric, the map & from (5.13) for G = Ay restricts to an isomorphism of
algebras £ : Hig(mod-A) — Hig(A).

Combining this proposition and Proposition 5.3 with the equivalence (5.8) and the
inclusions (5.4) we get that we indeed have the inclusions (5.9).

As for algebras, the Cartan matrix of A is the Irr(A)x Irr(A)-matrix C(.A) with entries
C(A)yy = [Py : V], i.e. in the Grothendieck group Gr(.A) we have

> C(Awv V] (5.23)

Velrr(A)
Since k is algebraically closed, we can write
C(A)UV = dlmk A(Pv,PU) . (524)

In view of Proposition 5.8 and the equivalence (5.8), we have the following corollary to
Proposition 5.2.

Corollary 5.9. Let A be a finite abelian category over k such that Proj(A) is Calabi- Yau.
Then

1. The Cartan matriz of A is symmetric, C(A)py = C(A)vy.
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2. Let n = |Irr(A)| and let C e Mat,, (k) be the image of C(A) under the canonical
homomorphism Mat,,(Z) — Mat, (k). We have

rank(E) = dimy Hig(A) . (5.25)

In the context of this paper we are particularly interested in the case of factorisable and
pivotal finite tensor categories C. In this case we will later give a more direct description
of Rey(C) and Hig(C) in terms of the ¢, defined in (2.22), see Proposition 7.1 below. The
next proposition shows in particular that Corollary 5.9 is applicable to such C.

Proposition 5.10. Let C be a factorisable and pivotal finite tensor category over k which
satisfies Condition P.

1. Proj(C) admits a family of traces turning it into a Calabi-Yau category.

2. C is semisimple if and only if any one of the inclusions End(Ide) D Rey(C) D Hig(C)
s an equality.

Proof. Part 1 is immediate from Corollary 4.7 by setting tp := tp for any P € Proj(C),
where t is the modified trace on Proj(C). For Part 2, the equivalence of semisimplicity to
End(ld¢) = Rey(C) follows from Proposition 5.3 and Lemma 5.1.

To show that Rey(C) = Hig(C) is equivalent to semisimplicity of C, we pick a projective
generator G and write £ = End(G). Via the equivalence (5.8) to mod-E, and by Propo-
sitions 5.3 and 5.8, the equality Rey(C) = Hig(C) is equivalent to Rey(F) = Hig(F), and
by the isomorphisms in (5.4) in turn to R(E) = I(E).

Let C be the image of C(C) in Mat, (k) as in Corollary 5.9. We now show:

Claim: R(E) = I(E) iff C is non-degenerate.

This claim completes the proof of part 2, since by [EGNO, Thm. 6.6.1], a pivotal finite

tensor category over k is semisimple if and only if Cis non-degenerate.

Proof of claim: Recall from (5.4) that the characters xj; of E-modules M span R(E)
(over k) and those of projective E-modules span I(E). Using again the equivalence (5.8),
we have xp, = > vem(e Cov Xy, where X := C(G,X) is the image of X under the
equivalence (5.8). In particular, the image of the k-linear map described by the matrix C
in the basis {X }vem(e) of R(E), is precisely I(£). We conclude that R(E) = I(E) is
equivalent to non-degeneracy of E, proving the claim. ]

Part 2 of the proposition also follows from [Sh2, Cor.4.2& Thm.5.12] together with
Proposition 7.1 below. ®

8 In [CW, Cor. 2.3] it is stated (among other things) that for a symmetric algebra A over an algebraically
closed field of characteristic zero, R(A) = I(A) implies that A is semisimple. This would also imply part
2 of Proposition 5.10. However this statement is not true, as illustrated by the following counterexample
(due to Ehud Meir): Take A = k[X]/(X?) and (1) = 0, &(X) = 1. Then A is a symmetric algebra.
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6 Characters and the modified trace

In this section we fix

e (C : afactorisable and pivotal finite tensor category over k which satisfies Condition P
given in the beginning of Section 3,

e ¢ : a choice of non-zero modified trace on Proj(C') via Corollary 4.7,
e (G : a projective generator for C,
e F:=End(G), a symmetric k-algebra via t¢.

Recall from (2.22) the natural endomorphism ¢,, € End(/dc) assigned to each M € C.
Note that ¢, is uniquely determined by (¢r)¢ € E, and that in fact (éar)e € Z(E).

For a given M € C we can now define two central forms on E. Let x € E. The
first central form uses the Hom-tensor equivalence (5.8) and is given by z +— tre (),
the trace in the right E-module C(G, M) over the right action of . The second form is
x> tg((dr)e o x). The aim of this section is to prove our second main result:

Theorem 6.1. The modified trace tp, ((¢1)p,) is non-zero, and for all M € C the following
equality of central forms on E holds:

ta((m)c o —)
tP1((¢1>P1) .

The proof relies on several intermediate results, which we present now.

trean(—) = (6.1)

Lemma 6.2. Let f: A — B and suppose that for all X € C we have
(f®idy)ocxaocax = f®idx . (6.2)

Then there ism >0 and a : A — 19" b : 19™ — B such that f = boa.

Proof. Write f = [A SM L B}, where a is epi and b is mono. Rewrite (6.2) as

(b X de) OCx,MOCMX © ((J, X ’ldx) = (b X de) o ((J, X ’ldx) . (63)

By exactness of ®, also a®1idx is epi and b®idx is mono. We conclude that cx procy x =
tdpyex for all M. From characterisation 1 of factorisability in Theorem 2.8 it follows that
M = 19™ for some m. O

Its unique simple module is k and the projective cover of k is P, = A. We have x4 = 2 - xx. Thus
I(A) = R(A), but A is not semisimple.

In [CW], Corollary 2.3 is only used in Theorem 2.9, and there only the remaining parts of Corollary 2.3
are relevant, so that the above counterexample does not affect the other results in [CW] (we thank Miriam
Cohen and Sara Westreich for correspondence on this point).

On the other hand, it is shown in [Lo, Thm. 2] that if A is in addition a Hopf algebra such that the
square of the antipode is inner, R(A) = I(A) does indeed imply that A is semisimple. This is a special
case of [EGNO, Thm. 6.6.1].
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Recall the coend £ with its family tx of dinatural transformations and its non-zero
cointegral A® from Section 2.

Lemma 6.3. For each X € C there exist m > 0, a : X — 19" b : 1™ — X (possibly
zero) such that

APoiy = evyo(idy- ® (boa))

= 3 [y Qe geg o g (6.4)
a=1

where a, : X — 1, b, : 1 — X are the components of a,b.

Proof. By definition of the cointegral, we have

(25 e 2% e 5 p] = 225125 1) (6.5)

Combining this with the pairing w, we obtain the following equality:

Acﬁo®w£

[LL 2E2% (£L)L = L(LL) 11] = [cc 25511 (6.6)

where we used the property of the Hopf pairing that wy o (1, ® idg) o \;' = e,. After
pre-composing with 1y ® ¢y and substituting the defining equations, a short calculation
shows

id®(CY*,XocX,Y* )®ld

[(X*X)(Y*Y) &= X*((XYH)Y) » X*((XY™")Y)

S (X X)(vry) BEE ]
= (XX (yry) BEE, gy (6.7)
Using the isomorphism C(X* ® M,N) = C(M,X ® N) ,
ho— [M S 1M 22X (xxx)M S x(x M) 228 XN (6.8)

and similarly for C(M ®@ Y, N) = C(M, N ® Y*), the latter equality can be brought to the
form (f ®@idy+) o cys x o cxy+ = f @ idy~ with

fo= [X D ax e vy x S x(xex) Y v S X)L (6.9)
Lemma 6.2 now implies the claim. ]

Corollary 6.4. For U € C simple, U 2 1, we have AP o vp, = 0. Furthermore, there
exists a unique vy : 1 — Py such that

AP oup, =evyio(r] ®m) , (6.10)

where my : Py — 1 is the canonical projection of the projective cover.
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Proof. This follows from Lemma 6.3 and the fact that C(Py,1) and C(1, Py) are both
zero-dimensional for U 2 1 and one-dimensional for U = 1 (by unimodularity of C). [

Recall the natural endomorphism ¢, in (2.23). The next proposition computes its
values on projective objects and also shows that 14 (and all vy defined there) are non-zero.

Proposition 6.5. Let U,V € Irr(C). Then (¢pu)p, # 0 and there exists a unique non-zero

vy U — Py such that
0 VAU
(Gv)r, = { 4 (6.11)

vwormy , V=U

where Ty : Py — U is the canonical projection of the projective cover, and where vy s
the same as in Corollary 6.4. Moreover, there exists a choice of a : P — Py ® U*,
b: Py @ U* — Py which realise Py as a direct summand of Py ® U* (i.e. boa = idp, ),
such that

U Py
')
Py Ut U
Ty = “ s vy = n . (6.12)
Ut U !
-/
Py U

I

Proof. In the expression (2.23) for (¢p)x set M = U and X = Py. Write Py ® U*
Dw e Py™ and pick aw. € C(Pw,Py ® U*) and by, € C(Py @ U, Py), a

1,...,nw, which realise the direct sum decomposition:
nw
bw,a © w0 = Oww’ oo 1dpy, Z Z aw,a © bwa = idp,gu~ - (6.13)

Welrr(C) a=1
For the dinatural transformation ¢p,gp+ in (2.23) consider the equalities

nw
LP\/@U* = Z Z LP\/@U* o] (id(Pv(@U*)* ® (aw’a @) bma))
Welrr(C) a=1

nw
= 3 Sty o (i ® bia) (6.14)
1

Welrr(C) a=

From Corollary 6.4, A? ovp, =0 for W 22 1, and so in the expression for AP o tp, gy~ the
sum over W in (6.14) reduces to W = 1. Since dimC(Pw, R) = dw,z for W, R € Irr(C),
the multiplicities ny are given by ny = dimC(Py @ U*, W). In particular,

nq :dlmC(Pv®U*,1> :dlmC(Pv,U) :6U,V . (615)
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So in (6.14) the sum over « is zero for U # V and reduces to a = 1 for U = V. Together
with (6.10) we obtain

AP o tpyeus = duy evio((aryovr)" @ (mobyy)) . (6.16)

Substituting this into (2.23) yields (¢r)p, = dy,v ¥ o T where

(6.17)

It remains to show that we can achieve 7 = 7y, the chosen projection Py — U, and
that for U = 1, v agrees with v in (6.10).

By Theorem 2.6, in particular yy # 0. Since @ and p are isomorphisms, also ¢y # 0,
and thus 7,7 # 0 (or otherwise ¢y would vanish on all indecomposable projectives and
hence be zero). Since C(Py,U) is one-dimensional, by rescaling by ; if necessary (and thus
rescaling aq; accordingly by the inverse factor) one can achieve 7 = my. This finally
gives (6.12).

For U =V =1, one can alternatively compute (¢1)p, directly from (2.23) and (6.10).
A short calculation confirms that vy from (6.10) agrees with . [

Corollary 6.6. Let U,V € Irr(C), then (¢u)v = 0 unless U =V and U is projective.

Proof. By naturality of ¢y we have 7y o (¢y)p, = (¢v)y © my. Applying (6.11) to LHS of
the last equality and using 7y o vy = 0 for V' non-projective, we get the statement. ]

Proof of Theorem 6.1. We will show tq((ér)a o —) = z - tree,my(—) and then determine
z € k to be tp ((¢1)p,). Write G = Dpepe) PE™ and let epq, U € Ir(C), a = 1,...,ny
be the corresponding primitive orthogonal idempotents. Pick jy : Py = G, quo : G — Py
such that

qu,a © jM,B = 5U,M (5%5 ide and jU@ QU = €U,a - (618)
As for any finite-dimensional associative algebra, the quotient E/Jac(FE) is a direct sum

over U € Irr(C) of ny xny-matrix algebras, and the jy, 0 gy s form a basis in these matrix
algebras. Therefore, the endomorphism algebra E decomposes (as a vector space) as

E = GB kjvaoqup @& Jac(E) . (6.19)
U,o,8

To show tq((¢m)c 0 —) = 2z - tree,m)(—) it is enough to consider M € Irr(C). In
this case, M := C(G, M) is an irreducible E-module of dimension ny;. The trace tr(—)
vanishes on Jac(E) while on semisimple part it gives

tr7(Jua © qus) = U Oayp - (6.20)
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It remains to check that evaluating ¢ ((¢ar)go—) on ju.. oqus leads to the same result,
up to a factor of tp, ((¢1)p,). We have, for all U € Irr(C),

Z Z]VaOQVa (¢v)a =" > Z]Va (Pu)py © qva

Velrr(C) a= Velrr(C) a=1

Prop. 6.5 .
= Z]U@ OVy 0Ty O QU - (6.21)

a=1

By (5.11) the map 7y o quo: G — U annihilates Jac(E) and therefore (¢y)q o Jac(E) = 0.
Thus also t¢((¢r)e o —) vanishes on Jac(E). Furthermore,

ta((Pm)G © jua © qup) = Oumdapz , where z=tp,((dr)py) (6.22)

and where we used first cyclicity of ¢, then naturality of ¢, and then (6.18) and (6.11).
To arrive at z = tp, ((¢1)p, ), we first observe that

(6.23)

To see this, first use (6.11) and substitute the explicit expressions for vy, my, from (6.12).

§-1
Next use the pivotal structure to insert idy = [M LN YN | and combine &, 67
with the evaluation and coevaluation maps as in (2.4), thereby replacing M by M** in the
right-most strand of the above diagram. We can now compute

tPI\/I ((¢M)PM) (:) tP]M@M* (a OV 071 © b)
cyc 6 11
X tp, (momoboa) “E tp ((61)r,) | (6.24)

where in (*) we have rewritten (6.23) as a partial trace and used compatibility of the
modified trace with partial traces in (4.1).

So far we proved tg((prp)g o —) = z - try(—) with 2 =tp, ((¢1)p,). It remains to show
that z # 0. By Theorem 2.6 and (2.22), ¢y # 0 for M € Irr(C). Hence also (¢p)a # 0.
By non-degeneracy of the pairings (4.4) (Corollary 4.7), there is an f € FE such that
ta((ém)a o f) # 0. In particular, z # 0. O
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As a corollary to the proof of Theorem 6.1, specifically (6.24) (using also Proposi-
tion 6.5), we obtain that, for A, B € Irr(C),

tea((¢8)Py) = OaB - tr,((01)p,) - (6.25)

7 Properties of the Reynolds and Higman ideals

In this section k, C, t, G and E have the same meaning as in the beginning of Section 6.
We give an alternative description of the Reynolds and Higman ideals defined in Section 5
in terms of the ¢y;. Then we describe the multiplication in these ideals.

We start with the alternative description of Rey(C) and Hig(C).

Proposition 7.1. We have
Rey(C) = spank{ Om ’ MecC } , Hig(C) = spank{ op ’ P € Proj(C) } ) (7.1)

Proof. Abbreviate S = span,{ (¢r)c ‘ M € C} and S = span,{ (¢p)c ’ P € Proj(C) }.
By Propositions 5.3 and 5.8 it is enough to show Rey(F) = S and Hig(F) = 5'.

The image of S under the map ¢ from (5.2) (we take ¢ = tg) is given by ((5) =
spank{ tG((¢M)G o —) | MecC } Theorem 6.1 allows us to rewrite this as

¢(S) = span, { tre,un(—) ‘ MeC}=R(E), (7.2)

where for the last equality we used the definition of R(E) below (5.4) and that every E-
module is isomorphic to C(G, M) for some M (equivalence (5.8)). But by the isomorphisms
in (5.4) the equality ((S) = R(E) implies S = Rey(E).

An analogous argument shows S’ = Hig(FE). O

The next proposition shows that the action of End(C) on Rey(C) is diagonal in the
basis { ¢y | U € Irr(C) }.

Proposition 7.2. For a € End(Id¢) and U € Irr(C) we have

aogy = (ay)- v, (7.3)

where (ay) € k is determined by ay = (ay)idy. If U,V € Irr(C) lie in the same block
of C, then (ay) = (ay).

Proof. We pick a projective generator G and use the equivalence in (5.8). Let eq,..., ¢, €
Z(E) be the primitive central idempotents. The e; decompose E as an algebra into inde-
composable direct summands, or, equivalently, via (5.8) they decompose C into blocks.

Abbreviate z = ag € Z(E). We can write z = 23:1 yje; + n for some y; € k,
n € Jac(E). Suppose U is in the j'th block of C, that is, z acts on the simple E-module
C(G,U) by y;id. Then (ay) = y;, proving the second statement.

By Proposition 6.5, (¢y)g factors through the semisimple E-module C(G,U)®™ for
some m. Hence z (¢v)e = y; (¢v)q, proving the first statement. O
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Remark 7.3. Together with Proposition 7.1, Proposition 7.2 states that End(Id:) acts
diagonalisably on Rey(C), with eigenbasis given by {¢y |U € Irr(C)}. Since the value of
a € End(Ide) on ¢y only depends on the block of U, and since all composition factors of
an indecomposable projective belong to the same block, we equally have

o O ¢PU = <O./U> . ¢PU s (74)

with (ay) as in Proposition 7.2.

By Proposition 7.1, Hig(C) is spanned by the ¢p, P € Proj(C). From this formulation,
we see that Hig(C) contains a natural subspace, namely the span of all ¢g for @) is both
simple and projective.” For each simple projective object @, by Proposition 6.5 and since
¢g # 0, there is a non-zero by € k such that

0 ) PV%Q

. ~ (7.5)
bg -idp, Py =Q

(9Q)p, = {

This allows for another expression of the normalisation constant tp, ((¢1)p,) in (6.1),
namely, for () a simple projective object,

(6.24)

tr ((P1)r) = to((¢Q)o) = bg - tolidg) . (7.6)

For later use we define
IrrProj(C) = {U € Irr(C) | U is projective } . (7.7)

By Theorem 3.4, this set is not empty. We can use this notation to describe the product
in Rey(C) and Hig(C):

Proposition 7.4. We have, for U,V € Irr(C),

duody = duv Ovemprojic)bv Ov .,  @p, 0 dp, = Ouy Svemprojic) bv op, . (7.8)

Proof. By Proposition 7.2, ¢y o ¢y = ((¢v)v) - ¢v. By Corollary 6.6, ((¢r)y) = 0 unless
U =V and U is projective. The definition of by in (7.5) now implies the first equality.
For the second equality, expand ¢p, = ZWGIH(C) [Py : Wlow, and similar for ¢p,. Since
Py can only contain a composition factor from IrrProj(C) if already U € IrrProj(C), the
second equality follows from the first. ]

9 Via the equivalence (5.8) to symmetric algebras, this subspace corresponds to the subspace of the
centre denoted by Zp in [CW].
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8 S-invariance of projective characters

In this section k, C, t, G and E have the same meaning as in the beginning of Section 6.
Here we prove our third main result, namely that the Higman ideal of C gets mapped to
itself under the action of S¢. As applications, we investigate the action of the Grothendieck
ring on Rey(C) and Hig(C), then give a variant of the Verlinde formula for projective objects
and we show how matrix coefficients of 8¢ on Hig(C) are related to the modified trace.

Recall the definition of ¢ : Gr(C), — End(Id¢) from (2.13).
Lemma 8.1. Let P € C be projective and let f € Jac(E). Then o([P])go f = 0.

Proof. Since tg induces a non-degenerate pairing on E (Corollary 4.7), it is enough to show
that for all z € E, tg(o([P])g o f o) = 0. Combining the explicit expression of o([P])¢
as a partial trace in (2.11) and Lemma 4.5 we see

ta(o([P)go fox) =tp- (trg(c(;’p* o((fox)®idp)o CP*,G)) : (8.1)

As f € Jac(F) = Jg (recall (5.11)), for all U € C simple and all v : G — U, we have
wo f =0, and hence also uo f oz = 0. Corollary 2.3 now shows that the right hand side
of (8.1) is zero. O

Corollary 8.2. Let P € C be projective. Then o([P]) € Rey(C).

For each U € Irr(C) choose a primitive idempotent ey € E corresponding to the
projective cover of the irreducible representation C(G,U) of E. That is, ey £ = C(G, Py)
as right E-modules. We remark here that by (6.22) we have for U,V € Irr(C),

tG’((QbU)G Oev) = ZaU,V s (82)

where we set z = tp, ((¢1)p,) # 0 as above. From this equality and Proposition 7.1 it
follows that the pairing

Rey(C) x span,{ey |V € r(C)} — &,  (r,u) > tg(rou) (8.3)

is non-degenerate. R
Let us abbreviate the image of the Cartan matrix C(C) in Mat, (k) by C, cf. Corol-

~

lary 5.9. For = € ker(C) write & = 3 ey, ) Tvev € E. We define

K+ :={r eRey(C)|ta(rgoz) =0forall z ker(ﬁ)} : (8.4)
Lemma 8.3. Hig(C) = K*.

Proof. We first show that Hig(C) € K*. By Proposition 7.1 we need to show that for all
P € Proj(C) and z € ker(C), tg((¢p)c o @) = 0. It is enough to consider the projective
covers Py, U € Irr(C). By (5.23) we have ¢p, = ZVGH(C) Cyv ¢v. Using this, we compute

ta((¢p,)co®) = Z Cov aw ta((dv)aoew)

V,Welrr(C)
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zeker(E)

Z /CUV Tw (SVJ/VZ = 0. (85)
V,Welrr(C)

By non-degeneracy of the pairing (8.3), we have dim;, K+ = rank(a)7 the rank of the Cartan
matrix, seen as a matrix over k. Hence by Corollary 5.9, dim;, K+ = dim; Hig(C). O

The following theorem generalises results of [Lal, CW] as mentioned in the introduction.
Theorem 8.4. S¢(Hig(C)) = Hig(C).

Proof. We will show 8¢(Hig(C)) € K+. Let P € Proj(C). By Corollary 8.2 and (2.2 )
Sc(op) € Rey(C) It remains to check that Sc¢(¢p) € K=, ie. that te((Sc(dp))g o Z) =

for all z € ker(C). We compute

tg((S(j(qbp))G o :i’) o 1r1:(8.1) tp* (tT’E(CG,p* (0] (.i‘ X Z'dp*) (@) Cp*7G)>

Z zy tp-(o([Pue])pe) (5.23) Z 2y Cyey tp (o(V])e:)

Uelrr(C) U,Velrr(C)

DS Cvante (o(VDr)

U,Velrr(C)

zeker(C)

0. (8.6)

In (*) we inserted & = ), zy ey and used that ey = aob, for a: Py — G, b: G = Py
realising the direct summand P in GG, and moving b around the loop we get boa = idp,.
The reason that U* appears instead of U is the extra dual in (2.11), together with (Py)* =
Py (as follows from uni-modularity of C) '°. This isomorphism, combined with (5.24),
shows Cyryy = Cy« y+ (and hence EU,V = GV*,U*), which explains (**).

The inclusion 8¢(Hig(C)) € K+ implies the theorem since 8¢ is an isomorphism (Re-
mark 2.11) and so together with Lemma 8.3 we have dimy(S¢(Hig(C))) = dimy, Hig(C) =
dimy K*. Thus 8¢(Hig(C)) = K+ = Hig(C), once more appealing to Lemma 8.3. O

Recall the projective SL(2,Z)-action on End(Idc) from Theorem 2.13 in case C is in
addition ribbon.

Corollary 8.5. Let C be in addition ribbon. Then Hig(C) is a submodule for the projective
SL(2,Z)-action on End(Idc).

Proof. By Theorem 8.4, Hig(C) is stable under the action of the S-generator of SL(2,Z).
The action of T' is given by 6 o (—), and since Hig(C) is an ideal, it is stable under the
T-action as well. [

We now give applications of Theorem 8.4 to the problem of diagonalisability of the
Grothendieck ring of C (Proposition 8.6), to the Verlinde formula (Proposition 8.8) and to

10 Applying (2.11) for o(V*)x, then inserting dy o 5‘71: V** -V — V** and moving 5;1 once around
the loop, we get a loop coloured by V' instead of V**.
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the modified trace (Proposition 8.10). Namely, we ask how much can be learned about the
tensor products of projective objects from knowing the restriction of 8¢ to Hig(C), and give
a formula for the modified trace of the “open Hopf-link operator” o([P]) in terms of the
S-matrix elements. See e.g. [FHST, Fu, GR2, CG] for discussions of the Verlinde formula
in the finitely non-semisimple setting and for more references.

We start with the application to the Grothendieck ring. Recall from Corollary 2.12 that
[M] — o([M]) is an injective ring homomorphism from Gr(C) to End(Id¢). For M € C

denote by

p“([M]): End(Idc) — End(Idc) (8.7)
the left multiplication by o ([M]). Then pX([A])pL([B]) = p*([A]-[B]) and p*([1]) = id, i.e.
pt: Gr(C) — Endg(End(Idc)) defines a faithful representation. Since Rey(C) and Hig(C)
are ideals, they are submodules for the representation p’.

We can now state the following result, part 1 of which is a generalisation of (part of)
[CW, Thm. 3.14].

Proposition 8.6. Consider the action p" : Gr(C) — End(End(Idc)).

1. The restriction of p& to the submodule Rey(C), respectively Hig(C), is diagonalisable
with action

pr(M) v = & v, resp. pH(M])dp, = & oy (8.8)
where V € Irx(C) and 63 := (o([M])v) € k (see Proposition 7.2).
2. If C is semisimple, p© can be diagonalised on End(Idc).
3. If char(k) = 0 and p" can be diagonalised on End(Idc), then C is semisimple.

Proof. Part 1 is immediate from Proposition 7.2 and Remark 7.3. Part 2 follows from
part 1 together with Proposition 5.10, which states that for C semisimple we have Hig(C) =
End(Ide).

Part 3 we prove by contradiction. Suppose that C is not semisimple, so that not every
indecomposable projective object is simple. Let P be such a non-simple indecomposable
projective object. Since char(k) = 0, the map Gr(C) — Grg(C) is injective, and hence by
Theorem 2.6 (and the definition in (2.22)), ¢p # 0. Furthermore, by Proposition 7.4, ¢p
is nilpotent, in fact ¢p o pp = 0.

Since ¢p € Hig(C) (Proposition 7.1), by Theorem 8.4, we can write ¢p = 8" (o([P])) =
> vemn(c) Tv o([Py]) and this linear combination is nilpotent because ¢p o ¢p = 0. Then,
since o is an injective algebra map (Corollary 2.12), Gr(C) contains a non-zero nilpotent
element, and so p” (which factors through Gry(C)) cannot be diagonalised. O

In particular, we have the following consequence for the linearised Grothendieck ring:

Corollary 8.7. If char(k) = 0, the linearised Grothendieck ring Gry(C) is semisimple iff
C 1s semisimple.
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Next we turn to an application of Theorem 8.4 to a Verlinde-type formula.

Write {M} for the isomorphism class of an object M € C (rather than its class [M]
in Gr(C)). Define the ring Ky(C) as the free abelian group spanned by the isomorphism
classes of indecomposable projective objects (see e.g. [EGNO, Sec. 1.8]),

K(C) = P z{r}. (8.9)

U€lrr(C)

The product of {Py} and { Py} is defined by the decomposition of Py ® Py into indecom-
posable projectives. Thus K(C) encodes the tensor products of projective objects in C up
to isomorphism. We denote the structure constants of K,(C) by M/, that is,

(PP} = > MNA{Pw}, (8.10)

Welrr(C)

or, equivalently,

Pr@Py = P (Pw)*Mov . (8.11)
Welrr(C)

The map Ko(C) — Gr(C), {Pv} — [FPv] is a ring homomorphism. The matrix elements of
this map are precisely the entries of the Cartan matrix of C.

For the application to the Verlinde formula, we will need two bases of Hig(C). For the
first basis, choose a subset J C Irr(C) such that

{¢p, |U€ T} (8.12)

is a basis of Hig(C). Recall that C denotes the image of C(C) in Mat, (k). By Corollary 5.9
we have |J| = rank(C). By Theorem 8.4, 8¢ is an invertible endomorphism of Hig(C). The
second basis then is

{Sc(¢p,) | U T} . (8.13)
Let B be the Irr(C) x J-matrix expressing ¢p, in the first basis,

bp, = ZBUA bp, , for Uelrr(C) . (8.14)
AelJ

The change of basis map between (8.12) and (8.13) will be denoted by the .J x J-matrix S,
that is )
SC(¢PA> = Z SaB ¢pB , for Ae J. (815)

BeJ

Finally, let C' be the J x J-matrix which describes the effect of taking duals,

Sy =Y Capop, , for AcJ. (8.16)

BeJ
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By construction, S and C are invertible, while B is invertible if and only if C is semisimple
(Proposition 5.10).

Recall the definition of the constants by € k* from (7.5) and of the subset IrrProj(C) C
Irr(C) from (7.7). We remark that in order to get a basis in (8.12) one necessarily has
IrrProj(C) C J.

Proposition 8.8. For all U,V € Irr(C) and X € J we have the following identity in k,

> MY Bywx = > bg(B-S)ug(B-S)ve(S-Clox - (8.17)
Welrr(C) QelrrProj(C)

Proof. From (8.10) we get the identity
_ w
SC(¢PU) © 8C(¢PV) - Z MUV SC(QSPW) : (818)
Welrr(C)
Substituting (8.14) and (8.15) gives
Z Bua BvpSax Spy dpy 0 ¢p, = Z Z M Bwr Srz ¢p,
ABXY€EJ Weln(C) R,ZeJ

Z (B S)uz(B-S)vzbz dp, . (8.19)

Z€eIrrProj(C)

Pro& 7.4

Next note that 8¢(Sc(¢ar)) = ¢u+ for all M € C (as the square of 8¢ results in the action
of the antipode of L, see [Lyl] and e.g. [FGR1, Lem.5.7]). This results in the matrix
identity S-S = C. Hence S and C commute and S~ = S-C, as C? is the identity matrix.
Multiplying both sides of (8.19) by S~! yields the claim. O

Note that (8.17) does not determine ]\/[NU“”,/ uniquely unless C is semisimple and k£ is
of characteristic zero. Indeed, otherwise B does not have a right inverse and MY is
considered as an element of k, i.e. modulo char(k).

Remark 8.9.

1. Recall from Remark 1.6 (2) that one of the motivations for this paper comes from vertex
operator algebras. Let V' be a vertex operator algebra as in Remark 1.6 (2). In [GR2,
Conj. 5.10], a precise conjecture is made on how the behaviour of so-called pseudo-trace
functions of V' under the modular S-transformation is related to 8¢ for C = Rep(V'). In
this relation, ¢5; € End(Idc) corresponds to the character of the V-module M (and not
to a pseudo-trace function). Characters and their modular properties are much more
accessible than those of pseudo-trace functions. That is, from a vertex operator algebra
perspective, the following pieces of information are typically more accessible than the
structure constants M}, themselves:

e By A, Cag (find the projective modules of V' and analyse their composition series
as well as those of their contragredient modules),
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e Sip (compute the modular S-transformation of characters of projective mod-
ules),

e by (compute the modular S-transformation of the vacuum character and take
the inverse of the coefficient of the character of Q).

Here the text in brackets indicates the computation one needs to do for V-modules,
provided one assumes the conjectures in [GR2]. For the last point note that by (2.11)
and (2.25) we have

Sc(pr) =id = béloQ + (terms that vanish when evaluated on Q) . (8.20)

Thus one can expect all the data on the right hand side of (8.17) to be relatively
accessible for a vertex operator algebra V (as compared to computing fusion of V-
modules). We will see an example of this in Section 9.

2. If C is semisimple, then Proposition 8.8 is precisely the categorical Verlinde formula:
Firstly, Ko(C) = Gr(C), so that MY are the structure constants of Gr(C). Next, by
[GR2, Rem. 3.10(3)] we have 8¢(¢y) = (DimC)~2 EXGIHC su* x ¢x, where DimC =
ZXGIrr(C) dim(X)? and sa gid; = tr(cg.aocap). Thus SAB = Sy~ B/\/T Finally,
Bup = 0A.B, Cup = dap+ and from (8.20) we see by = s1 Q/\/T Altogether,

(8.17) becomes (using sxy = Sy, x = Sx=y~)

DlmC QeTtc) 51,0 DrmC 0eTniC) dim(Q)

w SU*,Q Sv*,Q SQW SU,Q SV,Q SW,Q

where M} is considered as an element of k. This is the semisimple categorical Verlinde
formula, see [Tu, Thm. 4.5.2].

3. A variant of the fusion algebra of projective characters was studied [La2, Cor. 4.4] in the
context of the small quantum groups for simply laced simple Lie algebras. For factoris-
able ribbon Hopf algebras, a Verlinde-like formula for the action of the Grothendieck
ring on the Higman ideal is given in [CW, Thm. 3.14].

It is an interesting problem to relate the modified trace on “open Hopf links” and
properties of the modular S-transformation [CG|. The above results allow us to do this in
the case the open Hopf link is coloured by projective objects:

Proposition 8.10. For all A€ J, X € Irr(C) and Q € IrrProj(C) we have

tpy (U([PA])PX) o 5 2w
o(ido) = bg BZG:J SasCsx . (8.22)

Proof. Apply tp, (---) to both sides of (8.15), expand ¢p, as ¢p, = Zwem(C) [P : Wlow
and use (6.25) and (7.6). O
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In particular, for X = @ € IrrProj(C) we have

tx(o([Pa))x) _ Sax
tx(o([1])x) by

Moreover, by Lemma 4.5 we have tp, (o ([Pa])p;) = tpy(a([P5])py), so that (8.22) implies
that for A, B € J,

(8.23)

(S : 6),43 - (S‘ ' 6)B*A* ) (8.24)

where by abuse of notation we restrict C to be a J x J-matrix.

Remark 8.11. Equation (8.23) is a special case of a relation observed in the example of W,
models in [CG, Sec. 3.3]. The notation used there is related to ours as Sj'\’;}?; =tp(o([M])p),
where M € C, P € Proj(C). In [CG], the matrix of the modular S-transformation of
pseudo-trace functions in some basis is denoted by SX. Using these notations, (8.23)
reads S5 /ST% =S¥, x/ Sty for A € Irr(C), X € IrtProj(C) (assuming the conjectures
in [GR2, Sec.5] so that we can express Saix and by' in terms of modular properties of
pseudo-trace functions).

9 Example: symplectic fermions

In this section we consider a family of examples of factorisable finite ribbon categories,
namely the so-called symplectic fermion categories SF(h, 3). The aim is to compute the
modified trace for this class of examples and to illustrate the use of Proposition 8.8.

Let h be a non-zero finite-dimensional symplectic vector space over C and let § €
C satisfy g% = i4mb The C-linear finite ribbon category SF(h, ) was introduced in
[DR1, Ru]. Conjecturally, it is ribbon-equivalent to the representations of the even part of
the symplectic fermion vertex operator super-algebra constructed from b (hence the name),
see [DR3, Conj. 7.3] for the precise statement and further references.

One can show that SF(h, ) is ribbon-equivalent to a certain finite-dimensional quasi-
triangular quasi-Hopf algebra [GR1, FGR2], but we will not make use of this here. Instead
we sketch the construction in [DR1]. We refer to [DR1, Sec.5.2] or to e.g. [DR2, FGR2]
for further details.

Denote the symmetric tensor category of finite-dimensional complex super-vector spaces
by sVect. We define

= A(b) , (9.1)

the exterior algebra of h, and consider it as an algebra in sVect by taking the Z-grading
of A(h) modulo 2. In particular, dim( ) = 24m5 and sdim( ) = 0, where sdim(—) denotes
the super-dimension.  carries the structure of a commutative and cocommutative quasi-
triangular Hopf algebra in sVect. We denote the multiplication, comultiplication, unit
and counit by u , A | n, and ¢ , respectively (see [DR1, Eqn.(5.4)] for the coalgebra
structure).
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We will make use of a specific cointegral A :  — C for (see [DR1, Eqn. (5.16)]). To
describe it, let d = dimb and a4, ..., aq be a symplectic basis of h such that (aq,as) = 1,
(az,aq) = 1, etc. Then A is non-zero only on the top component of | where it takes the
value

A®(aray---aq) = B2 (9.2)
The category SF(h, 3) is the direct sum of two full subcategories,
Sf(h,ﬁ) = S.F(] ) S.Fl 3 S.F(] = Repswct( ) s Sfl = sVect s (93)

where Rep,y...( ) denotes the category of left -modules in sVect. SFy, and SF; each
contains two simple objects (up to isomorphism), which we denote as

1=c'” m=c"  7=c nr=c. (9.4)

eSFo cSF1

Here, II is the parity-flip functor. The -action on 1 and II1 is trivial.

Since SF is semi-simple, T" and IIT" are also projective. The projective cover of 1 is
itself, with m; : — 1 being the projection on the top component of (together with a
choice of isomorphism to C!%). Altogether, the projective covers are

Po= , Pu=1 , Pp=T , Pyp=IT. (9.5)
In particular, the Cartan matrix in (5.23) reads, in the ordering (9.4) of simple objects,

22N—1 22N—1 00

22N71 22N71 00
C(S8F(h,B)) = 0 0 1 0 . where N = %dim[j ) (9.6)
0 0 01

We write * : SF(h) x SF(h) — SF(h) for the tensor product functor and will reserve
the notation ® for the tensor product in sVect and for that of -modules in sVect. The
tensor product x is Z-graded, and depending on which sector X, Y € SF(h) are chosen
from, it is defined to be:

X Y XxY
0 0 XY e Sk
0 1 X®Y e SF
XY =9 1 0 Xov € SF (9.7)
1 1 RXRQY € SF

In sector 00, the tensor product is that of Rep,y,...( ), with -action given by the coproduct
(and using the symmetric braiding of sVect). In sectors 01 and 10, the tensor product is
that of the underlying super-vector spaces. In sector 11, the -action is given by the left
regular action on

We refer to [DR1, FGR2] for the associator and braiding isomorphisms in SF(h, 5), as
well as for the ribbon twist and for the rigid and the pivotal structures. The S-dependence
enters into these structure maps. We have:
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Proposition 9.1 ([DR1, FGR2]). SF(h, ) is factorisable.

The embedding sVect — SFy, X — X, where X is endowed with the trivial -action,
is an embedding of ribbon categories. Every projective object in SF(h, ) is isomorphic to
x X ®T =Y for some XY € sVect, embedded in SFy. Note that by definition,

Ends}‘( * X) = Endsvect, ( & X) s EIldS]:(T * X) = Endsyect(X) s (98)

where Endgpe:, ( ® X) are all even endomorphisms of the super-vector space ® X
which commute with the -action and Endgy..(X) are all even endomorphisms of the
super-vector space X. Write str(—) for the super-trace.

Proposition 9.2. Let X be a finite-dimensional super-vector space and f € Endsr( *X),
g € Endsz(T % X). Then, for each ty € C*,

twx(f)=to Str((ACO ®id)o fo(n ®id) ) . trex(g) = tostr(g) (9.9)
defines a modified trace on Proj(SF(h,)).

Proof. The proof makes use of the explicit associator and rigid structure of SF(h, ).
Since we only need them for this proof, we prefer to refer to [DR1, FGR2] for the explicit
formulas, rather than repeat them here. We use the simple projective object Q = T to
start with as in (4.11) and set tr(idy) = to.

To compute t .x(f), we note that by (9.7), =T *T* and that the associator az 7+ x :
Tx(T*xX) — (TxT*)* X is the identity map for the trivial -module X. Here, the dual
T* is as in sVect. We define f € Endgz(T * (T* * X)) as

T T X TT*X
7] = [+ : (9.10)

T T*X T T* X
Here, the boxes indicate in which category the string diagram is to be evaluated. In
particular, the right hand side is given in sVect and the crossings are the flips of super-

vector spaces. We can now write
m -S]-"

twx(f) = trarsx)(f) = tr(F) where F = [ X . (9.11)
<

T
In the last equality we used the partial trace property (4.1), and we implicitly used that

ar - x is the identity map. Next we write out F' in terms of the structure morphisms
(recall that we omit the tensor product ‘ *’ between objects for better readability):

T

a~lo(fxid)ow
_—

F = [T 271 900 p(7X)(T* X)) T((T*X)(T*X)")
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id®evpx
T*X

15T, (9.12)
where a ' o (f* id) o stands for the composition a;lT*X (T x)- © (f* id) o aop e x (7 x)+ - Fi-

nally, we compute F' using the explicit associator in the 111-sector (see [DR1, Eqn. (2.27)])
and the duality maps from [DR1, Eqns. (3.59), (4.77), (4.78)]:

jrim ,
-SVect
N

, (9.13)

fr—

T*X  X*T**

where, ¢ : —  appears in the associator in the 111-sector. In the equality (*) we
used the identities ¢ o ¢! = A® and ¢ o A® = 5 (for the first identity, use [DRI,
Eqns. (3.45), (2.29)] and the fact that in the present case the distinguished group-like
element g of [DR1] is just n , for the second identity use [DR1, Eqns. (4.84), (3.45)]).
Altogether, t .x(f) = tr(F) gives the expression in (9.9).

The computation of t7.x(g) also uses the partial trace property (4.1): tr.x(g) =
tr(try(g)) = tostr(g). O

Let us evaluate the modified trace from Proposition 9.2 for the four indecomposable
projectives in (9.4). Note that all (left) -module maps —  in sVect are given by
right multiplication R, with an even element @ € . The same holds for -module maps
IT —1II .

t (Ra) =toA®(a) , tn (Ra)=—toA®(a) , trlidr)=to , tur(idnr)=—to. (9.14)

After the computation of the modified trace, we now turn to an application of Proposi-
tion 8.8. Recall that Irr(SF (b, 8)) = {1,111, T, IIT'}. From (9.5) one sees that [P;] = [P,
so that we can choose J = {1,T,IIT}. For the matrices B, S and C from (8.14)(8.16)
one finds, for the above order of basis vectors,

[\
F

0 —oN!

. S=| 2V
_9N

Q

I
O O =
O = O

0
o] , (9.15)
1

O O = =
o = O O
_ o O O
N= N
NI= N
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where S has been computed in [FGR2] (for § = e N™/4). The constants bg are (using
again the S-action from [FGR2] and (8.20))

bp =271 b= 27N (9.16)

Remark 9.3.

1. The matrix S can be read off directly from the modular S-transformation of characters
for projective modules of the even part of the symplectic fermion vertex operator algebra
(see [Ka, GK, Ab] and e.g. [DR3, Sec. 2.1] for the modular properties of the characters
of simple modules).

2. Using Proposition 8.10, S can be used to compute the modified trace of open Hopf link
operators for projective objects. For example, (8.22) with A =Q =T, X =1 gives

to' tp (0([T)p) = br Y SrpC(SF)pr = 27V 2N 22V71 = 4=t (9.17)

BeJ

Starting from the data in (9.15), Equation (8.17) allows one to compute, for all U,V €

Irr(SF(h, B)),
(5705 M A + ML M, E M AT 9.18
uUuv + Uuv ) uv o uv - ( . )

Because B is degenerate, we only obtain the sum M3, + MY However, in the present
case we can do better. Namely, for finite tensor categories we have

ML = dimy C(Py @ Py, 1) = dimy C(Py, P2) = [Pi: U] P27 C(SF (9, )y . (9.19)

So in the present example, knowledge of the composition series of the P, together with
the data (9.15) actually fixes MY, completely.

A Proofs of Lemma 2.1 and Corollary 2.3

Proof of Lemma 2.1. Consider the product complex
0 0 0 (A.1)

0—=*CoA XL 0B CeC—0
*9®id *9®id *9Qid
0—=*BoALLpeB LB C—0
“f@id *f@id *f@id

0— =A@ AL Ao B2 490 —0

20



Since the tensor product functor is biexact by assumption, this complex has exact rows
and columns.

Let K 5 *B® B be the kernel of *f®g. It is shown in the proof of [GCKPM1, Lem. 2.5.1]
that

1. the morphism (id ® f)om + (g ®id)omy : *"B® A & *C ® B — *B ® B, where
m1,2 are the projections on the first and second direct summand, factors through K
as kou withu:*B® A @ *C' ® B — K surjective.

2. there are (necessarily unique) morphisms a : K — *A® A and v : K — *C' ® C such
that

(id® floa = (fRid)or , (gRid)oy = (Id®g)ok . (A.2)
Write b := (id«p ® b) o coevp. Note that
(*f@g)ob = (id® (gobo f))ocoevy = 0, (A.3)

where in the last step we used the commuting diagram (2.5). Thus b:1— *B® B factors
through K, b= [1 % K % *B® B]. We have

(id® floaoh ™ (f@id)orob= (f ®id)o (id® b) o cotvy
(25)

= (id® (bo f))ocoevy = (id® f)o (id® a) o coevy . (A.4)

Since 1d® f is injective, we get qoB = (id®a)ocoev 4. Along similar lines — using injectivity
of *g ® id — one shows that v o b = (id ® ¢) o coeve. Define the morphism I' : 1 — X as

I := naoaob 4+ noovyob. (A.5)

By the above calculation we see that I" is equal to the right hand side of (2.6). To see that
[ it also equal to the left hand side of (2.6), we make use of the surjection p : P — 1,
where P € M is projective. We will now show that 'op =ngo bo p, which completes the
proof.

Since by point 1 above, v : *B® A & *C' ® B — K is surjective (and since P is
projective), we can find s such that the left square in the following commuting diagram
commutes:

P *>*B A ¢ *C®B (A.6)
lp / j (1d® f)om1+(*g®id)oma
1- - K * .*B®B

\_/

b

Now compute

(id®f)oaogop§%zz (*f®id)0ﬁouos(*:)(*f@id)o(id@f)owlos
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={d® f)o(*f®id)omos, (A.7)

where in (*) we used the commuting diagram (A.6) and the fact that *f o *g = 0. Since
id ® f is injective, we can conclude that « obop = (*f ® id) o m o s. Hence

naoaobop = nAo(*f®id)owlosdin:at'nBo(idéi)f)omos. (A.8)

Similarly one can show yobop = (id ® g) o mp 0 s and
ncoyobop = npo(*gid)omos . (A.9)
Combining (A.8) and (A.9) we finally find

Top = npo(id@ flomos+ngo(*g@id)omos = nzobop. (A.10)
0

Proof of Corollary 2.3. The proof of Part 1 follows that of [GKPMI1, Cor.2.5.2]. We give
the details for the first equality, the second one is shown analogously using Remark 2.2 (1).

Let A =@, A be a decomposition of A into indecomposable objects A, € C, and
write j,, : A, — A and p,, : A — A, for the corresponding embedding and projection
maps. Writing id4 = > jm © pm and applying dinaturality of n to j,,, we have

nao (id® f)ocoevy = ZUAO(id@)(ijmef))oc’o\e/VA

= ZnAmo(id@)(pmofojm))ocf)\e/vAm . (A.11)

Now for all simple U € C and u : A,, — U we have uop,, o f o j,, = 0 by assumption on f
(as wopy,, : A — U). It is therefore enough to prove the corollary for indecomposable A.

Let A be indecomposable. By Fitting’s Lemma, every element of End(A) is either
invertible or nilpotent. By assumption, f cannot be invertible, hence it is nilpotent, say
fm"=0. Let K =ker(f) and consider the commutative diagram

0 K-*t>A"1sC 0 (A.12)

e

0 K-‘f-A2-(C 0

with exact rows, i.e. (C, ) is the cokernel of the kernel of f aka. the image of f. The map ¢
exists and is unique by the universal property of the cokernel. By Lemma 2.1 we have

nao(id® f)ocoevy = 0+nco (id® c)ocosve . (A.13)

We proceed by induction on the degree n of nilpotency. For n = 1 the claim of part 1 of
the corollary is clear. Suppose now the claim holds for all maps whose degree of nilpotency
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is less or equal to n — 1. Since f o f*~! =0, there is h : A — K such that f*"! = ko h.
But then ¢®'oy=~o0 f" ! =~0koh =0, and since v is surjective, ¢®~! = 0. By our
induction assumption, (A.13) is zero.

For part 2, consider the dinatural transformation £ from (—) ® (—)* to B* ® B with

B* B

l

€a

(A.14)

1

A A*

To obtain (2.9), set H := {4 o (f ® ida+) o coev and use the second equality in part 1 to
see H = 0. Then use evg to turn H : 1 — B* ® B into an endomorphism of B, and after
using the naturality of the braiding we get (2.9). O

B Proofs of Lemma 5.6 and Proposition 5.8

For this appendix, we fix

e A: a finite abelian category over k,
e (3. a projective generator of A,

e F = End(G) the k-algebra of endomorphisms of G.

Write Idpyq;(4) for the identity functor on the projective ideal of A, and End(Idp,oj4))
for the algebra of its natural endomorphisms. The following lemma is standard.

Lemma B.1. The map End(Id4) — End(Idprojca)), 1+ U[P— is a k-algebra isomor-

)
phism.
Proof. Since n € End(Id4) is zero iff its values on all projective objects are zero, the map

is injective. For surjectivity, let A € A and pick an exact sequence Q = P <% A — 0 with
P,Q € Proj(A). Consider the diagram

Q—-P-Y- 4 0 (B.1)

The left square commutes by naturality of  on projectives. The dashed morphism 74
exists by the universal property of the cokernel (A,y) of = : Q) — P. It is straightforward
to verify that n4 is independent of the choice of P, @, z,y and that the family {n4}ac4 is
a natural endomorphism of Id4 extending n from Proj(.A) to all of A. O
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Proof of Lemma 5.6. Let y € End(R) and define the family (1np)peproja) as in (5.19):

NP = ) YprO YO ViR - (B.2)

(vPR)

We will show that n € End(/dpojay). The statement of the lemma then follows from
Lemma B.1.

Let P,@Q € Proj(A) and f : P — @ be given. We need the following auxiliary result.
Let X and Y in A(R, Q) ® A(P, R) be defined as

X = Z Yor® (Ygro f) + Y = Z °©Vpr) ® VPR - (B.3)
’YPR

(YQr)

Write X = 3~ ) X’ ® X" and dito for Y. Then for all z: @ — R we have

(5.18)
Z(zaX/)QRX”: Z(zvleR)QR/ngof = ZOf )

(X) (YQRr)

vy’ v — / o (5.17) / n (5.18) B4
Z(za JorY" = Z (2, f °Vpr)QrR VPR = Z (zo fivpr)PrRVPR = zof. (B.4)
(Y) (ypPr) (ypr)

By non-degeneracy of the pairings we obtain X =Y. Using this identity, we get

fonp:ZY’oon":ZX’opo":nQof, (B.5)
() (X)
in other words, the family (7p) peproja) is natural in Proj(A). ]

To prepare the proof of Proposition 5.8, we need some further properties of the maps 75
n (5.19), and we need a description of Calabi-Yau trace maps in terms of their restriction
to indecomposable projectives.

Lemma B.2. Let R, S € Proj(A) andleta: S — R, b: R — S. Then tr(aob) = 75(boa).

Proof. By an argument similar to that showing X = Y in (B.3) above, one obtains that
for all PR, S € Proj(A) and b: R — S,

> Aer®(bovpr) = D> (Vpsob) ®vps - (B.6)
(vPR) (vps)
Then
B.6 5.19
Tr(aob)p Z Yproao (bovip) &5 Z(y}sob)oaoygs(:)Tg(boa)p , (B.7)
(vPR) (vps)
where we used (B.6) with both sides composed with a ® id. O
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Corollary B.3. Hig(A) = im(7¢).
Proof. Let R € Proj(A) and h € End(R) be given. Pick an m > 0 such that there is a

splitting p : G¥™ — R, i : R — G, poi =idgr. Let pj : G — R, i; : R — G be the
components maps, that is, idg = E;”:lpj o ;. Then

ZTR ;joijoh) LemBZZTG (ij0ohop,) . (B.8)

J=1
Thus 7(h) equals the image of 7 | i; 0 h o p; € End(G) under 7¢. O

For T' € [[ycpp(a) (End(Py) — k) denote by Ty the component of 7" in End(Fy) — k.
Write

T = {T € H (End(Py) — k) | T makes the full subcategory with
U€lrr(A) objects Py, U € Irr(A), Calabi-Yau } . (B.9)

In other words, T" € T iff for all V,W € Irr(A), the pairings (—, —)p,py : A(Py, Py) X
A(Pw, Py) = k, (f,9)p,py = Tw(f o g) are non-degenerate and symmetric in the sense

that (f, 9)p,rw = (9, f)Pwpy -
Recall the notation CY(Proj(A)) for the set of trace maps (tp)peproja) Which turn
Proj(A) into a Calabi-Yau category (Definition 5.4).

Lemma B.4. The map

CY(Proj(A)) =T , (tp)peproja) — (try)uecnr(a) (B.10)
s a k-linear isomorphism.

Proof.

Injectivity: Let P € Proj(A) be given. Write P = @pepp(a) PE™ and let jy @ Py — P,
Pva: P — Py, U € Irr(A) and o = 1,...,ny, be the embedding and projection maps of
the individual summands. By cyclicity and linearity of tp,, we have the decomposition

W) = 3 S tn o S o) (B.11)

Uelrr(A) a=1

where we used ZU’Q eve = tdp for the primitive idempotents ey, = jya © pue. Thus
(tp) Peproj(a) is uniquely determined by the values (tp,)venr(a), showing that the map
(B.10) is injective.

Surjectivity: Given (tp,)venra) € T, we can define all tp via (B.11). One checks that tp
is independent of the choice of embedding and projection maps. It remains to verify that
tp is non-degenerate and symmetric. Let P,Q € Proj(.A) and let jyq, pua be a realisation
of P as a direct sum of indecomposable projectives as above, and j;;,,, Py, one of Q.
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o (Symmetry) Let f: P — Q, g: Q — P. We compute

to(fog) = Y try(Ppacfoivsoprsogo i)
UV,a.8

Y th(pvso g0t 0P fodvs) = tr(gof). (B.12)
U,V,a,8

e (Non-degeneracy) Let f : P — @ be non-zero. Then there exist U, V, «, 8 such that
Pys o f o jua # 0. By non-degeneracy of the tp, there is g : P — Py such that

O#tpv(p’vﬁofojUaog) R tQ(fojUaogopQ/ﬁ) (B.13)
Thus for g = jya o gopys we get to(fog) # 0.
This shows that the map (B.10) is surjective. ]

Proof of Proposition 5.8. Recall that G' denotes a choice of projective generator of A and
FE = End(G). We will show the following statements, which are equivalent to points 1
and 2 in the proposition upon setting A = mod-A and G = A, as the right regular
representation.

1. E admits a central form turning it into a symmetric algebra if and only if Proj(A)
admits a Calabi-Yau structure.

2. If E is symmetric, the map £ from (5.13) restricts to an isomorphism of algebras
¢ : Hig(A) — Hig(E).

Part 1: Clearly, if t € CY(Proj(A)), then tg : E — k turns F into a symmetric algebra
with the central form ¢ = tg.

Suppose conversely that E is a symmetric algebra with respect to the central form
e: E — k. Write G = G}UGIH(A) P(?"U and write jyo : Py — G, ppa : G — Py,
a =1,...,ny, for the embedding and projection maps of the individual summands. For
U € Irr(A) define

Ty :End(Py) =k , f—=e(uiofopu), (B.14)

i.e. we only use the component with a = 1 for each summand. We now claim that
(Tv)vema) € T (recall the definition (B.9)). By Lemma B.4 this will prove part 1.

Non-degeneracy: Let f : Py — Py be non-zero. We need to find g : Py — Py such that
Tv(f og) # 0. Since f is non-zero, so is jy1 o f o py;. By non-degeneracy of ¢, there is
g € E such that e(jy1 0 fopyiog) #0. Set g := py1 0 g o ji1 and compute

Ty(fog) = e(jvio fopyiogojyiopyi)
cycl. . . ~
= 6(Jv1 °pvi O]VlofopUlog)

= e(jyriofopyiog) # 0. (B.15)
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Symmetry: Let f: Py — Py, g: Py — Py. We compute

Tv(fog) = e(jviofogopyi) = e(jvio fopuiojuiogopyr)

cycl.

= 5(jU1090pV1OjV1OfOPU1) = s(leogofopUl)
= Ty(gof). (B.16)

Part 2: By the assumption that E is symmetric and by part 1, Proj(A) is Calabi-Yau
via some t € CY(Proj(A)). By Proposition 5.7 (and by a similar argument for Hig(FE)),
neither Hig(.A) nor Hig(E) depend on the choice of traces. In particular, we may replace
whatever central form F was originally equipped with by tq.

In terms of the central form tg, the map 7: E — Z(FE) from (5.3) reads

()= vbcoforie = (ra(f)e - (B.17)
(vea)
Using this, we compute
¢(Hig(A) 2 ¢(ra(B) "2 (ra(B)e "2 7(E) = Hig(E) . (B.18)
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