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#### Abstract

Motivated by the needs of a scalable out-of-core surface reconstruction algorithm available on the cloud, this paper addresses the computation of distributed Delaunay triangulations of massive point sets. The proposed algorithm takes as input a point cloud and first partitions it across multiple processing elements into tiles of relatively homogeneous point sizes. The distributed computation and communication between processing elements is orchestrated so that each one discovers the Delaunay neighbors of its input points within the theoretical overall Delaunay triangulation of all points and computes locally a partial view of this triangulation. This approach prevents memory limitations by never materializing the global triangulation.

This efficiency is due to our proposed uncentralized model to represent, manage and locally construct the triangulation corresponding to each tile. The point set is first partitioned into non-overlapping tiles, then we construct within each tile the Delaunay triangulation of the local points and a minimal set of replicated foreign points in order to capture the simplices spanning multiple tiles. Inspired by the star splaying approach for Delaunay triangulation computation/repair, communication is limited to exchanging points of potential Delaunay neighbors across tiles. Therefore, our method is guaranteed to reconstruct, within each tile, a triangulation that contains the star of its local points, as though it were computed within the Delaunay triangulation of all points.

The proposed algorithm is implemented with Spark for the scheduling and $\mathrm{C}^{++}$for the geometric computations. This allows both an optimal scheduling on multiple machines and efficient low-level computation. The results show the efficiency of our algorithm in terms of speedup and strong scaling on a classical Spark configuration with both synthetic and real use case datasets.


Index Terms-Computational Geometry, Delaunay, Cloud computing, Spark.

## I. Introduction

The need to compute the Delaunay triangulation (DT) of extremely large point sets in $\mathbb{R}^{d}$ is present across a large variety of application domains, ranging from computer graphics [FLP14], multimedia [TO00], pattern recognition [XY03], fluid simulation [ATW13] and computer vision [HKLP09] to geology [KM09], [WMRL17] and astrophysics [SOJ14].

Given a point set, the DT has the nice feature of being well defined and unique (in non-degenerate cases) in any dimension. It guarantees reasonable triangle shapes (at least in 2D) which yields a decomposition of space in rather
compact triangles, which is paramount for precise numerical computation.

In the Geo-spatial domain, photogrammetric and LiDAR sensors are now routinely acquiring massive 3D point clouds and the computation of their 3D DTs is a common preprocessing step for higher level workflows such as surface reconstruction [LPK09], [CBV16].

In addition, with the explosion of deep learning and more particularly graph neural networks [ZWa19], the computation of large scale DT combined with efficient data storage becomes mandatory to consider large-scale learning on graphs.

This well-studied computational geometry problem [BY98] is now facing the availability of more and more massive point sets, which asks for scaling out to out-of-core, parallel and distributed methods. This article aims to bridge the gap between efficient single-node DT algorithms and large-scale application on the cloud in a unified framework.

## A. Related Work

Many algorithms have been presented to compute the DT of massive point sets. Some algorithms have been developed for only specialized platforms whereas others target a group of systems with certain architectural properties such as shared or distributed memory [FS17]. Specialized platforms may be completely unique or have restricted configurations. For instance, the algorithm proposed by Chen et al. [CCW06] requires the number of processing elements (PE) to be powers of two. In the shared memory systems (e.g. multi-core CPUs), the main memory of the system is accessible to every PE. On the other hand, for the distributed memory systems, each PE possesses its own main memory, e.g. computational clusters. Generally, algorithms designed for shared memory systems [BBK06], [BMPS10] are more effective due to the relatively fast communication between the PEs via the shared memory. On the other hand, algorithms designed for distributed memory systems [SOJ14] are not bounded by the size of the shared memory but by the total number of PEs, their total available memory or their disk space, which can be extended relatively easily, and therefore they can operate on larger data sets.

Distributed and parallel computing is not the only way of dealing with large data sets. Out-of-core algorithms can process data that is too large to fit into a computer's main

(a) Tiling of the input point cloud : the original grid tiling is shown on the point cloud in color. Grid tiles are merged based on a quad-tree, illustrated by the bounding boxes of the merged tiles.

(c) Extreme points broadcast.

(d) Star splaying iterations. Red arrows show the exchanges of points between tiles.

Fig. 1: Example of the full pipeline in 2D. In figure 1c and 1d, only main triangles (in blue) are shown. Foreign triangles are not shown.
memory at one time [Vit01]. Agarwal et al. [AAY05] proposed an out-of-core approach for the computation of constrained DT. Isenburg et al. [ILSS06] presented a two step out-of-core algorithm. The first step passes over the input data set three times, and gathers spatially coherent points into buckets. In the second step, points from buckets are streamed into an incremental insertion algorithm. The constructed triangles / tetrahedra are classified as finalized if their circumcircles / circumspheres are guaranteed to remain empty. The finalized triangles / tetrahedra are saved to disk, therefore, only the unfinalized parts of the triangulation remain in the memory, which reduces the memory requirements of the algorithm. The algorithm is very efficient for 2D data sets such that


Fig. 2: The structure of the distributed triangulation: 2 a is the full triangulation, 2 b shows in color the DT of a supset of the local points of the bottom left corner tile. These extra points, denoted as foreign points are called redundant if they are not adjacent to a local point. Simplices may be categorized as local, mixed or foreign, 2c shows the tile after simplification, by removing redundant foreign points from the local triangulation.
it can process 11 GB of LiDAR points in 48 minutes using 70 MB memory, but the performance decreases with 3D surface point clouds, for which the memory requirements grow due to the increasing number of unfinalized tetrahedra (as very large circumspheres may exist).

The authors of [PMP14] that provides one of the most efficient DT algorithm on a dedicated architecture, introduces Spark-DIY [CLCN*18], a "A Framework for Interoperable Spark Operations with High performance Block-Based Data Models". As OpenMp-MPI architecture is fast, the lack of fault tolerant processes and genericity becomes too disadvantageous regarding to the application and the infrastructures available on frameworks like Spark [ZXW* 16 ].

It is against that background that a highly distributed algorithm that can be easily deployed on Spark framework is proposed in this article. Without being optimal in message passing by using Spark-DIY, the proposed method shows very good results on scalability tests regarding the number of points or the number of cores with synthetic and real data sets.

Next, an overview of the proposed method is outlined. In section II, the algorithm is introduced with the theoretical guarantees. Then, section III presents the evaluation. Finally, the results of our method are shown and discussed in section IV.

## B. Overview of the Proposed Method

This algorithm is based on the star playing approach [She05]. The star of a point is composed of its adjacent points and simplices in the overall triangulation. Star splaying maintains independent stars for each point (which may initially be inconsistent : Point A may think he is a neighbor of B , but B may disagree) and iteratively shuffles points between stars until they are all made consistent and converge to the stars of the overall DT. In our approach, as both the input and the computation are distributed, the output DT is itself distributed as well into tiles. The proposed approach ensures that all these tiles encode the overall DT in a distributed way, but this overall triangulation is never materialized at any single location.


Fig. 3: Proposed distributed Delaunay triangulation workflow in Spark. $P^{r}$ denotes the input point set, accessible through chunks $P_{k}^{r}, P_{i}$ the tiled point, $T_{i}^{0}$ the local triangulation of the tile, $S_{i \rightarrow \text { all }}^{0}$ the first broadcasted point set, $S_{i \rightarrow j}^{n}$ the point set sent from tile $i$ to tile $j$, Solid (resp. dashed) red arrows show active (resp. inactive) connections between two tiles. $C_{i}^{0}$ the finalized cells after the first triangulation and $\bar{C}_{i}^{\infty}$ the unfinalized cells at the end. Dashed boxes denote geometrical processing transformations (e.g. Ins; Simp; Splay denotes an insertion following by a simplification and starsplaying). The color of the node represents the Spark persistence level.

Figure 1 shows an overview of the algorithm. The input of the algorithm is a point set, that may be stored in multiple files or databases across multiple computers due to massive storage requirements and to benefit from distributed computing. For this article, we process a 120Go LiDAR point cloud of 1.98 billion of points distributed across 12.000 files stored on the Hadoop distributed filesystem (HDFS) [SKRC10].

First, the point set is tiled with a distributed octree approach that consists in choosing a maximum depth of an octree decomposition and then grouping leaf ids while the union of merged tiles do not pass a limit number of points (see figure 1a). The local DT of each tile is computed (see figure 1b). Cells where the circumsphere is inside the bounding box are finalized (i.e extracted and stored), and a point that is only incident to finalized simplices is removed as its Delaunay star is already known. The extreme points of each tile are then extracted and broadcasted to all tiles and inserted with the local points. We call it foreign vertices (see figure 2, 1c). Redundant foreign vertices in the local triangulation can be removed (see figure 2). At this time, a first approximation of the neighbor connections is defined by the remaining foreign vertices in each triangulation (see figure 1d). A connection exists between two tiles when a point has a neighbor with a different tile id. To this point, the iterative scheme starts with a splaying approach that propagates foreign neighbor points and discovers new neighbor relations until no extra point has to be sent (see figure 1c). The result of the algorithm is a set of finalized cells.

As the proposed approach is already functional in concrete applications with classic I/O that belong on $\mathrm{C}^{++}$code. Because
$R D D s$ handle natively String type and communicate with external applications by stream, the straightforward approach is to store triangulations and point set serialized in Strings and provide an interface that serializes/deserializes String streams in $\mathrm{C}^{++}$for communication. With this approach, the Spark scheduler is still aware of the data to optimize the scheduling over the cluster. Thanks to the $\mathrm{C}^{++}$implementation, steps that require geometry processing remain fast.

This approach is distinguished by many aspects:

- An out-of-core algorithm based on a fully distributed data structure that provably computes the distributed DT with no bottleneck as the number of executors grow linearly according to the data.
- An hybrid Spark / C++implementation with evaluations that show the efficiency of our method in terms of speedup on a generic Spark configuration.
- A result that can be directly used with the Spark GraphX framework [GXD* 14$]$ for large graph processing.


## II. Tile and merge

## A. Definitions

Given a point set $P$, we note the partition $P_{I}=\left(P_{i}\right)_{i \in I}$ its decomposition into $|I|$ disjoint subsets $P_{i}$, where $I$ denotes a discrete set of tile indices. We can define the primary tile of a point $p \in P$ as the unique tile $i \in I$ such that $p \in P_{i}$.

In dimension $N$, a cell refers to a $N+1$-simplex, which is a set of $N+1$ vertices (a triangle in 2D, a tetrahedra in 3D...). A triangulation is a set of cells which geometry covers the convex hull of its vertex points. We note $\operatorname{Delaunay}(P)$ the DT of the point set $P$, and DelaunayIns $(P, T)$ the DT resulting from
the insertion of the point set $P$ into the DT $T$. We define a tile-triangulation $T_{i}$ of tile $i$ as a triangulation of a superset of points $Q_{i} \supseteq P_{i}$. A distributed triangulation is defined as the set of triangulations $T_{I}=\left(T_{i}\right)_{i \in I}$. We denote a point $p \in P_{i}$ as local in $T_{i}$ and foreign in $T_{j}$ if $j \neq i$. By extension, a simplex is classified as local (resp. foreign) in $T_{i}$ if all its points are local (resp. foreign) in $T_{i}$, and mixed otherwise (see figure 2). Finally, we introduce the notation $\operatorname{Star}\left(p, T_{i}\right)$ to denote the subcomplex of $T_{i}$ induced by $p \in P_{i}$ and all its neighbors in $T_{i}$. To simplify notations, a star will be treated as a set of cells (and likewise a cell as a set of vertices) : e.g. $\{p\} \cup N e i g h b o r s(p, T)=\bigcup_{c \in \operatorname{Star}(p, T)} c$. Note that, unless otherwise specified, all triangulations will be Delaunay [BY98] in the following sections.
Triangulation distribution: Given a triangulation $T=$ $D T(P)$ and a point-partitioning $P_{I}$, we define the distributed triangulation $T_{I}$ as $\left(D T\left(Q_{i}\right)\right)_{i \in I}$, where $Q_{i}$ corresponds to the local points $P_{i}$ and their foreign Delaunay neighbors in $T: Q_{i}=P_{i} \cup \bigcup_{p \in P_{i}} \operatorname{Neigbors}(p, T) . T_{i}$ is then a local view of $T$, as it encodes the neighborhood of its local points: $\operatorname{Star}(p, T)=\operatorname{Star}\left(p, T_{i}\right)$ if $p \in P_{i}$.

Conversely, given a distributed triangulation $T_{I}$ of a pointpartitioning $P_{I}$, the overall triangulation $T$ may be defined as the union of all local and mixed cells: $T=$ $\bigcup_{i \in I} \bigcup_{p \in P_{i}} \operatorname{Star}\left(p, T_{i}\right)$.
Delaunay Simplification: Since $T_{i}$ is responsible to provide a local view of the overall triangulation through the stars of its local points $\operatorname{Star}\left(p, T_{i}\right)$, with $p \in P_{i}$, its foreign simplices may be discarded without modifying the local stars. The proposed Delaunay simplification operator removes all foreign points that are not adjacent to any local point, and thus disjoint to all local stars. These are denoted as redundant foreign points. There might remain foreign simplices (socalled auxiliary simplices) which ensure that the simplified triangulations cover the convex hull of their point sets. We introduce Simplify $\left(T_{i}\right)$ the action of removing the nonadjacent foreign point (figure 2).

## B. Algorithm

The proposed algorithm may be decomposed into four main steps (see figure 1 for the overall algorithm and figure 3 for the pipeline overview).

First, the tiling step (line 2) is performed on the whole input point set $P$. Chunks of the input point set $P$ are processed in parallel to produce partitions according to an oracle function $\operatorname{TileId}(p)$, which is here limited to a grid partitioning (e.g., in 2D, TileId $(x, y)=\left(\left\lfloor\frac{x}{s}\right\rfloor,\left\lfloor\frac{y}{s}\right\rfloor\right)$, where $s$ is the grid size). Shown in figure 1a but omitted in algorithm 1 and figure 3 for brevity, the grid-based tiles are then merged in a quadtree/octree procedure until they meet a point size limit.

Then the DT of each tile is performed (line 5). The output of this process is both a first set of finalized cells $C_{i}^{0}$ and sets of points $P_{i}^{0}$ that are incident to at least one non-finalized cell.

At this point, the initialization of the iterative scheme starts by broadcasting and inserting the extreme points of non

```
Algorithm 1: Tile and merge
    Input: Point set \(P\)
    Output: Distributed DT of \(P: T_{I}^{\infty}=\left(T_{i}^{\infty}\right)_{i \in I}\)
    // Point cloud tiling
    for each point \(p \in P\) do in parallel
        \(i \leftarrow \operatorname{TileId}(p)\)
        \(P_{i} \leftarrow P_{i} \bigcup\{p\}\)
    // Local tile triangulations
    for each tile \(i \in I\) do in parallel
        \(T_{i}^{0} \leftarrow \operatorname{Delaunay}\left(P_{i}\right)\)
        \(C_{i}^{0}, \bar{C}_{i}^{0} \leftarrow \operatorname{Finalize}\left(T_{i}^{0}\right)\)
        \(P_{i}^{0} \leftarrow \bigcup_{c \in \bar{C}_{i}^{0}} c\)
        \(S_{i \rightarrow \text { all }}^{0} \leftarrow\) ExtremePoints \(\left(P_{i}^{0}\right)\)
    // Star splaying initialization
    for each tile \(i \in I\) do in parallel
        \(R_{i}^{1} \leftarrow \bigcup_{j \neq i} S_{j \rightarrow \text { all }}^{0}\)
        \(P_{i}^{1} \leftarrow P_{i}^{0} \cup R_{i}^{1}\)
        \(T_{i}^{1} \leftarrow \operatorname{Simplify}\left(\operatorname{Delaunay}\left(P_{i}^{1}\right)\right)\)
        \(\left(S_{i \rightarrow j}^{1}\right)_{j \neq i} \leftarrow \operatorname{StarSplay}\left(R_{i}^{1}, T_{i}^{1}\right)\)
    // Star splaying iterations
    \(n \leftarrow 2\)
    while \(\exists i, j \in I\) such that \(S_{i \rightarrow j}^{n} \neq \varnothing\) do
        for each tile \(i \in I\) do in parallel
                \(R_{i}^{n} \leftarrow\left(\bigcup_{j \neq i} S_{j \rightarrow i}^{n-1}\right) \backslash P_{i}^{n-1}\)
                \(P_{i}^{n} \leftarrow P_{i}^{n-1} \cup R_{i}^{n}\)
                \(T_{i}^{n} \leftarrow \operatorname{Simplify}\left(\operatorname{DelaunayIns}\left(R_{i}^{n}, T_{i}^{n-1}\right)\right)\)
                \(\left(S_{i}^{n}\right)_{j \neq i} \leftarrow \operatorname{StarSplay}\left(R_{i}^{n}, T_{i}^{n}\right)\)
        \(n \leftarrow n+1\)
    for each tile \(i \in I\) do in parallel
        \(C_{i}^{n}, \bar{C}_{i}^{n} \leftarrow\) Finalize \(\left(T_{i}^{n}\right)\)
        \(T_{i}^{\infty}=C_{i}^{0} \cup \bar{C}_{i}^{n}\)
    return \(T_{I}^{\infty}=\left(T_{i}^{\infty}\right)_{i \in I}\)
```

finalized cells $S_{i \rightarrow \text { all }}^{0}$ with the non finalized points of each tile $P_{i}^{0}$. By simplifying each tile triangulation $T_{i}^{1}$, the remaining foreign points give a first approximation of the connections between tiles : points $S_{i \rightarrow j}^{1}$ are adjacent to points of tile $j$ in the local stars of $T_{i}^{1}$, such that communication is required between $i$ and $j$ to make their common stars consistent.

We define $S_{i \rightarrow j}=\bigcup_{p_{k} \in T_{i}}$ the point set sent from tile $i$ to tile $j$ during the shuffling step such as $p_{k} \in\left(\operatorname{Star}\left(T_{i}, p\right) \forall p \in\right.$ $\left.T_{i}\right)_{k \neq j \wedge k \neq j}$. We define $S_{i}=\bigcup_{j} S_{i \rightarrow j}$ the set of point sent from tile $i$ and $R_{j}=\bigcup_{j} S_{i \rightarrow j}$ the set of point receives at tile $j$. We finally introduce the function $\operatorname{StarSplay}\left(T_{i}\right)=$ $\left(S_{i \rightarrow j}\right)_{j \neq i}$.

We say there is an active connection between two tiles at an iteration if $S_{i \rightarrow j}^{n} \neq \varnothing$ and inactive connection if $S_{i \rightarrow j}^{n}=$ $\varnothing \wedge \exists m$ such as $\forall m<n, S_{j \rightarrow j}^{m} \neq \varnothing$. A special case is to gather the tile-triangulations into a single overall triangulation
by enumerating all local cells and deduplicated mixed cells (e.g., by only reporting the cells from the smallest primary tile of all its incident vertices). We call this cell main and note it $C^{f}$ and introduce $\operatorname{Finalize}(T)$ the function that extract the finalized cells.

Finally, the scheme iterates while the number of active connections is not null (line 15). The shuffled points received by each tile $R_{i}^{n}$ are inserted into the current triangulation $T_{i}^{n-1}$ followed by a simplification (line 19). The new exchanged point set $S_{i \rightarrow j}$ can be computed. In each tile, a list of points that has already been sent is saved. Thus, only points that has not been sent yet are shuffled (line 17). In this way, the number of inactive connections increases with respect to the number of iterations until the number of active connections being empty. At the end, main cells that have not been finalized during the first triangulation are dumped.

## III. Evaluation

The proposed approach is evaluated on a Spark cluster with 28 cores and 100Go memory. ${ }^{1}$

In this section, we analyze the strong scaling ability that shows how the algorithm scales according to the cluster configuration (see figure 4). We use 3 different data sets: points generated from i) a normal distribution, ii) a uniform distribution and iii) from LiDAR acquisitions. For these tests, the clock starts when point sets are generated / loaded from HDFS and stops when all the finalized cells of the triangulation are persisted on cluster nodes.

The main parameter of the proposed approach is the maximum number of points per tile that is allowed during the tiling construction. According to the efficiency of the local DT implementation and the cost of the communication between executors caused by the transfer of non-finalized cells, the higher the number of points per tile during the first triangulation (line 5), the faster the algorithm. To handle a large amount of points per tile, we need to limit the number of simultaneous triangulations performed at the same time. To do that, the number of partitions of $P$ is set to the number of tiles. It follows that a core will never process more that one triangulation at the same time without passing the result to the scheduler and limit the memory footprint.

A stress test is realized to evaluate the maximum number of points that can handle each tile without running out of memory. For that, we increase the number of points triangulated from a uniform distribution on a $4 \times 4 \times 4$ grid ( 64 tiles) step by step. With a uniform distribution, we have an upper bound of the maximum number of points processed at the same time. In this configuration, after 3 M points per tiles, memory issues appear.

To test the strong scaling capabilities of the proposed approach. A triangulation of 300 M points with normal and

[^0]uniform distribution is processed with different cloud configurations: a varying number of executors (7,4,2 and 1) and, for each executor, a varying number of cores $(4,3,2,1)$ plus 1 executor with 1 core configuration for a fixed 12Go of RAM per executor in every cases. The total number of cores is thus the number of executors times the number of cores per executor. The result is shown on figure 4. As our application is fully distributed, we compare it to the perfect scale factor of 1 . The scale factor is defined by $\frac{t_{1 \text { corr }}}{n * t_{\text {corre }}}$.

With one core, it takes $9351 s$ to process the 300 M of points for the normal distribution data set and $18332 s$ for the uniform. It gives around 1.9 and 1 million points processed per-minute. This is a very suitable result on the fact that the algorithm is tuned to work with less than 4Go of memory per core and performs multiple I/O.

For a fixed number of executors, the time constantly decreases with a minimum scale factor of 0.4 for the normal and 0.35 for the uniform distribution. It means that for a given number of cores, the time decreases by at least 0.35 times the number of cores. The scale factor globally increases after adding a third core. With four cores per executor, the scale factor remains stable and above 0.5 for every configuration. This result highlights the fact that adding only one executor to a single executor configuration has a significant cost while adding more that one executor re-increase the scale factor. The scale factor is the most important with 2 cores per executor. This is probably the consequence of a biggest memory to core ratio.


Fig. 4: Strong scaling on processing and persisting the DT according to the number of cores with 4,3 and 2 cores/executors (12Go Ram/executors) on a 300 millions of points test set generated with the normal(N) and uniform( U ) random distribution.

## IV. Results

The biggest point set processed with this approach is a 1.98 billion point cloud triangulation of a $6 \mathrm{~km}^{2}$ with a 2 cm spatial resolution in 2 h 20 on 28 cores configuration (figure 5). All the finalized simplices have been written on the HDFS after 4 h 11 min for a total of 400Go ply files. The heterogeneous


Fig. 5: Result of the proposed approach on 1.98 billion of points $6 \mathrm{~km}^{2}$ with 2 cm spatial resolution. This figure shows the whole scene. Only finalized cells during the last step are shown. Triangles of the same tile have the same color.
distribution of the point cloud implies a sparsity of the data set with high density area while other places are empty of point. This case is well handled by the octree structure that allows a good distribution of the point across the tiles.

## V. Conclusion

This article presents a new approach for the distributed computation of the Delaunay triangulation. Scientific contributions are multiple: A new tiling and merge approach is proposed based on a distributed tiling representation of the triangulation. Each tile is guaranteed to provide a local view of the global triangulation. An iterative process based on a star splaying approach makes them consistent. This pipeline is fully distributed and then limit the peak memory footprint. This approach is experimentally validated with an implementation on the Spark Framework coupled with efficient $\mathrm{C}^{++}$executables for computational geometry routines. It shows both good scaling according to an increasing number of cores and number of points. Unlike more hardware-dedicated algorithms, this framework can easily be deployed on a Spark cluster and integrates well a full production pipeline for distributed 3D surface reconstruction from LiDAR point clouds.
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