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Abstract. The dihydropyrene (DHP) / cyclophanediene (CPD) is a fascinating photoswitchable organic 

system displaying negative photochromism. Upon irradiation in the visible region, the colored DHP can 

be converted to its open-ring CPD colorless isomer, which can be converted back to DHP by UV light. 

DHP and CPD thus possess very different absorption spectra whose absorption bands have never been 

assigned in detail so far. In this work, we characterize the vertical electronic transitions of the first six and 

seven excited states of DHP and CPD, respectively, aiming for a realistic comparison with experiment. 

We used state-of-the-art electronic structure methods (e.g., CASPT2, NEVPT2, XMCQDPT2, ADC(3)) 

capable of describing differential electron correlation. Vertical transition energies were also computed 

with time-dependent density functional theory (TD-DFT) and compared to these accurate methods. After 

the reliability of TD-DFT was validated for the main optical transitions, this efficient method was used to 

simulate the absorption spectra of DHP and CPD in the framework of the Franck-Condon Herzberg-Teller 

(FCHT) approximation and also using the nuclear ensemble (NE) approach. Overall, for both methods, 
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the simulated absorption spectra reproduce nicely the main spectral features of the DHP and CPD isomers, 

that is, the main four absorption bands of increasing intensity of DHP and the absorption rise below 300 

nm for CPD. 

 

1. INTRODUCTION 

Dihydropyrenes (DHPs) are remarkable photochromic compounds.1 The core of these systems is made 

of a quasi-planar 14 p conjugated annulene. Upon irradiation in the visible range, DHPs are changed into 

their cyclophanediene (CPD) open-ring isomers, which in turn can be converted back to the DHP closed-

ring forms upon UV irradiation or thermally (Scheme 1), making this photoswitch a remarkable example 

of negative photochromism (i.e., the thermodynamically stable form corresponds to the colored state).2 

The introduction of redox-active units can also allow for electrochemical control of the switching 

process.3 DHPs with electron-withdrawing groups may also play the role of oxygen photosensitizer.4,5 As 

a consequence of their original behavior, DHPs have been exploited to develop multiphotochromic 

architectures for multistate switches,6,7 mixed valence-state compounds for photoswitchable electronic 

communication devices,8,9 hybrid compounds for multifunctional materials,10,1112,13 photo-switchable 

single-molecule junctions,14,15,16,17 devices for logic gates18 and derivatives operating in the near infra-red 

(NIR) region for biological applications.19 

 

Scheme 1. The dihydropyrene (DHP) / cyclophanediene (CPD) photochromic couples considered in this 

study. 

Over the past decades, a large number of DHP/CPD derivatives have been designed and synthesized in 

order to improve their thermal stability and their photoswitching efficiency,20,21,22,23,24,25,26,27 while trying 
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to understand the photoisomerization mechanism.28,29,30,31,32 The implication of a biradicaloid 

intermediate has been evidenced29,33 and confirmed theoretically.31 Unlike many other photochromic 

compounds for which the photoswitching mechanism can be described by a two-state 

problem,34,35,36,37,38,39 DHPs clearly involve several electronic excited states of different character in the 

DHP to CPD photoconversion.31 While the precise role of these states in the DHP photodynamics still 

needs to be uncovered, a first challenging step from a theoretical perspective is the accurate description 

of their associated electronic structures and relative energies. Surprisingly, there are very few studies 

devoted to the description of these electronic excited states and their implications on the UV-vis 

absorption spectra of the DHP and CPD isomers.31,40 This is most probably due to the notorious difficulty 

to have a balanced description of the electron correlation in excited states of different character.41,42,43,44 

The challenge here is to use advanced electronic structure methods capable of describing the electron 

correlation with the same relative accuracy in order to obtain reliable excitation energies and ordering of 

states of different nature. In this context, the use of the complete active space self-consistent field 

(CASSCF) combined with a second-order perturbation theory (CASPT2) treatment using the CASSCF 

wavefunction as a reference has become the most popular and successful method for efficient and accurate 

calculations of excited states of small to medium-sized molecules.45,46,47 However, the success of this 

approach depends on the choice of the set of active orbitals.48 For larger systems, single reference time-

dependent density functional theory (TD-DFT) is widely applied but its accuracy depends on the chosen 

functional and nature of the excited states.49 

The DHP/CPD photochromic couple represents a fascinating molecular system to compare state-of-the-

art methods in a difficult test case. We chose the simplest possible DHPs to carry out this work, that is 

dihydropyrene 1c and dimethyldihydropyrene 2c and their corresponding CPD isomers 1o and 2o 

(Scheme 1). Although DHP 1c can easily lose its internal hydrogen atoms to form pyrene,50 1c/1o would 

constitute a good model system for studying the photoisomerization of DHP into CPD if this model system 

presents the same excited-state features as the target system 2c/2o. In this study, we aim at describing and 

assigning the first absorption bands of the DHP/CPD couple. This implies to describe reliably all the 
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electronic states participating in these absorption features. To achieve this task, we thus compare different 

levels of theory ranging from accurate multiconfigurational wavefunction-based methods to DFT-based 

calculations in order to describe the vertical transition energies of 1c and 2c and of their corresponding 

open-ring CPDs 1o and 2o. Then, we simulate the absorption spectra of the DHP and CPD isomers using 

either a vibrationally-resolved or a nuclear ensemble (NE) approach and compare them with the 

experimental ones. 

 

2. COMPUTATIONAL DETAILS 

Vertical transition energies of DHPs 1c and 2c and of CPDs 1o and 2o were computed at various levels 

of theory. Multireference perturbation theories such as the second-order complete active space 

perturbation theory (CASPT2),51 its multi-state variant (MS-CASPT2),52 the n-electron valence state 

perturbation theory (NEVPT2),53 its quasi-degenerate extension (QD-NEVPT2)54 and the extended 

multiconfigurational quasi-degenerate perturbation theory (XMCQDPT2)55 were used based on a 

reference CASSCF wavefunction with all valence p orbitals included in the active space. For 1c and 2c, 

the active space thus comprises (14e,14o), whereas for 1o and 2o it is composed of (16e,16o). State-

averaged CASSCF wavefunctions were used, averaging over the lowest two 1Ag states, two 1Au states, 

four 1Bu states and two 1Bg states. All CASPT2 calculations were carried out within the MOLCAS 8.0 

package56 using a standard IPEA shift57,58 of 0.25 a.u. and an imaginary level shift59 of 0.1 a.u. to avoid 

intruder states. The Cholesky decomposition60 with a threshold of 10–6 a.u. was used to speed up the 

evaluation of the two-electron integrals. All NEVPT2 calculations were performed in the strongly 

contracted version of the method using the chain-of-spheres approximation61 as implemented in ORCA 

4.0.1.62 The NEVPT2 calculations could not be run with a (16e,16o) active space for such system sizes 

and thus were only performed for DHPs which only require (14e,14o). Due to intrinsic limitations of the 

implementation in FIREFLY 8.2.0,63 XMCQDPT2 could not be performed over the four coupled 1Bu 

states with a (16e,16o) active space. So for the transitions to these states in 1o and 2o, the optimized SA4-

CASSCF(16,16) orbitals (corresponding to the complete valence p active space, which provides better 
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orbitals than the ones obtained at SA4-CASSCF(14,14) level) were used but only a CASCI(14e,14o) 

wavefunction served as a reference. In addition, for (16e,16o) active space, XMCQDPT2 had to be 

performed with a selection of the most prominent 8 106 configurations in the configuration interaction 

expansion. All these multireference perturbation theory calculations were performed using the cc-pVTZ 

basis set64 on CASSCF/cc-pVTZ ground-state geometries (Tables S1-S4) optimized with MOLPRO65. 

Single-reference second- and third-order algebraic diagrammatic construction (ADC) approaches66,67 

have been applied on the studied systems in conjunction with the cc-pVDZ basis set.64 Note that we could 

not run these calculations with the cc-pVTZ basis set nor could we perform the more accurate third-order 

response coupled-cluster (CC3)68,69,70,71 method. The resolution-of-the-identity approximation was used 

as implemented in QCHEM 4.4.72 TD-DFT calculations were performed using various hybrid and long-

range corrected functionals using the GAUSSIAN 09 program package.73 These include B3LYP,74 

B3PW91,74,75 PBE0,76 TPSSh,77 M06,78 M06-2X,78 CAM-B3LYP79 and wB97XD.80 The 6-311G(d,p) 

basis set was used and vertical transition energies were computed within the random phase approximation 

at the B3LYP ground-state optimized geometries. 

The vibrationally-resolved absorption spectra of the first four excited states of DHPs 1c and 2c and of 

four excited states of 1o were calculated following the formalism of Barone and co-workers81 as 

implemented in GAUSSIAN 09.73 These spectra are computed within the Franck-Condon Herzberg-

Teller (FCHT) formalism taking into account a linear dependence of the transition dipole moment on the 

nuclear coordinates. The main issue to calculate the FC integrals lies in the fact that each vibrational 

wavefunction (ground and excited state) is expressed within a different set of normal coordinates. This is 

overcome following a linear transformation procedure to represent one set of coordinates (e.g., ground 

state) with respect to the other set (e.g., excited state) as proposed by Duschinsky.82 This transformation 

is treated as a good approximation only when the considered molecule undergoes minute changes during 

the electronic transition. Analysis of the spectrum provides information on the assignment of the 

vibrational modes responsible for the vibronic transitions. 
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The present algorithm requires as an input the normal modes at the initial ground-state minimum (S0) 

and the normal modes at the final excited state minimum (Sn). The ground state minima and normal modes 

were obtained at the B3LYP/6-311G(d,p) level of theory. The excited state geometries (S1, S2, S3 and S4) 

of 1c and 2c were optimized with TD-CAM-B3LYP using the same basis set. Numerical frequency 

calculations were then performed to obtain the normal modes of the excited states. The main geometrical 

parameters of the ground and first four excited states of 1c and 2c are given in Tables S5 and S6, 

respectively. The ground and excited structures of 1c and 2c all belong to the C2h symmetry point group. 

This is also the case for 1o (Table S7) but not for 2o for which some excited states do not preserve the 

C2h symmetry. Thus, the calculations of vibronically-resolved absorption spectra of 2o could not be 

performed. However, the very similar absorption spectra of 1c and 2c and also the comparable vertical 

transition energies between 1o and 2o suggest that the overall absorption band structures of 1c and 1o and 

their dimethyl-substituted analogues should be very similar. All the FCHT absorption spectra are 

simulated at 0 K using a spectral resolution of 8 cm–1 and a half-width at half-maximum of 135 cm–1 (with 

a Gaussian convolution function). 

In addition to the calculations of the FCHT absorption spectra, we have also performed the simulations 

of the absorption spectra of 2c and 2o following the excitations of an ensemble of nuclear (NE) geometries 

at their respective ground state nuclear distributions. The main advantage of NE method83 resides in its 

in-built post-Condon approximation by evaluating transition moments at geometries distorted from the 

equilibrium position. Thus, improvement of the spectral properties is expected, such as vibrational 

broadening, effects of dark electronic states (e.g., role of the 1Bg states in the photoabsorption spectra of 

CPDs) and absolute spectral intensities. The ground-state phase-space of 2c and 2o were sampled by 

following quantum sampling84 using a harmonic-oscillator Wigner distribution at 0 K and selecting 

respectively 1000 and 900 nuclear geometries and momenta to compute the absorption spectra. The 

convergence of the spectra was carefully checked against the number of sampled nuclear geometries. As 

for the calculations of the FCHT absorption spectra, the normal modes of the ground state minimum 

structures of 2c and 2o were taken from the B3LYP/6-311G(d,p) level of theory and vertical transition 
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energies and oscillator strengths for ten excited states at each ensemble geometry were computed using 

TD-CAM-B3LYP/6-311G(d,p). The photoabsorption cross sections were then generated from these data 

using a normalized Lorentzian line shape and a phenomenological spectral broadening of 0.1 eV with a 

spectral line resolution of 5 10–5 eV (0.4 cm–1). The error in the absorption cross section due to the 

statistical sampling was also evaluated and plotted along with the absorption cross section. The 

photoabsorption cross sections were computed using NEWTON-X85,86,87 interfaced with GAUSSIAN 

0973 for the evaluation of the vertical transition energies and oscillator strengths with TD-DFT. 

 

3. RESULTS AND DISCUSSIONS 

The UV-Vis absorption spectra of simple DHPs like 2c show four absorption bands of increasing 

intensity, while those of the corresponding CPDs are not as well structured.29 For illustration, a typical 

example is shown in Figure 1 for a bis(t-butyl) DHP and its corresponding CPD in cyclohexane. The 

effect of the t-butyl substituents and of the solvent are fairly small (see Table S8 for the effect of t-butyl 

substituents and cyclohexane solvent on vertical transition energies). The lowest energy band of DHPs is 

observed around 640 nm and corresponds to the band with the lowest absorbance. A second more intense 

band is observed in the blue region of the visible spectrum around 470-480 nm. Two higher energy peaks 

are located in the UV region around 380 and 340 nm. In CPDs, no absorption can be detected in the visible 

range and the absorption spectra are shifted to the UV region (the main absorption bands are found below 

300 nm) because of the decreased aromaticity following the loss of the annulene ring and due to the 

steplike nature of the cyclophane, which prevents extended conjugation. 

In the following, we first present the results of vertical transition energy calculations using different 

levels of theory and compare these energies with the position of the absorption maxima observed 

experimentally. We then simulate the absorption spectra in order to describe their associated band shape. 

Vertical transition energies. The calculations of vertical transition energies for DHPs 1c and 2c and 

for CPDs 1o and 2o using various levels of theory are collected in Tables 1 to 6, respectively. All these 

excitation energies correspond to valence p®p* transitions.  
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Closed-ring isomer. Let us first consider the case of the DHP closed-ring isomer. In the following, the 

XMCQDPT2 values are given unless otherwise stated, as this level of theory gives the best overall 

agreement with the experimental values (vide infra). A direct comparison of the nature of the electronic 

states and of the vertical transition energies between 1c and 2c (Tables 1 and 2) show that these two DHPs 

share the same set of electronic states in the same energetic order. The main difference is that vertical 

transition energies are slightly blue shifted in 1c compared to 2c (by ca. 0.05 eV on average). The first 

singlet excited state S1 is the Au+ state (denoted S1(11Au) hereafter) described as a plus (in-phase) 

combination of the HOMO–1®LUMO and HOMO®LUMO+1 excitations. It corresponds to the 1Lb 

covalent state according to Platt’s nomenclature.88 This state is located at 1.978 and 1.954 eV above S0 

for 1c and 2c, respectively. This is in very good agreement with the maximum of the first absorption band 

observed in 2c at 641 nm (1.934 eV).29 Note that this state does not lead to photoisomerization and is 

responsible for DHP fluorescence.31  

The second singlet excited state is the Bu– state (denoted S2(11Bu) hereafter) corresponding to the 1La 

zwitterionic state dominated by the HOMO®LUMO transition, with an out-of-phase mixing with the 

HOMO–1®LUMO+1 excitation. This state is calculated at 2.935 and 2.839 eV above S0 for 1c and 2c, 

respectively. The second experimental absorption band of 2c has a maximum at 470 nm (2.638 eV),29 

which corresponds to a 0.2 eV deviation from our XMCQDPT2 result, that is within the expected margin 

of errors for such methods. This state is usually targeted for triggering the photoisomerization as it leads 

to the formation of the CPD isomer29,31 and CPD does not reabsorb in the visible range. Note that the 

respective covalent and zwitterionic nature of the 1Lb and 1La states is confirmed by analyzing their 

CASSCF wavefunctions using localized active orbitals on the atoms. In this way, the CASSCF 

wavefunction becomes equivalent to an extended valence-bond one, as it contains the covalent 

configurations (where every localized orbital is occupied by one electron) of a valence-bond 

representation and additional zwitterionic (or charge transfer) configurations (with some orbitals occupied 

by zero or two electrons). In the case of the S1(11Au) 1Lb state, the CASSCF wavefunction is dominated 



 9 

by covalent configurations, while for the S2(11Bu) 1La state, it is mainly described by zwitterionic 

configurations. It is thus not surprising to see that dynamic electron correlation is much more important 

in S2(11Bu) compared to S1(11Au), as shown by the drastic reduction of the excitation energy for the 

zwitterionic state at post-CASSCF treatment (Tables 1 and 2). 

The next excited state is the Au– state (denoted S3(21Au) hereafter) described as a minus (out-of-phase) 

combination of the HOMO–1®LUMO and HOMO®LUMO+1 excitations. It is the Bb spectroscopic 

state located at 3.185 and 3.098 eV for 1c and 2c, respectively. This result is also within 0.2 eV of the 

experimental maximum of the third band at 377 nm (3.289 eV).29  

The fourth brightest state is the Bu+ state (denoted S4(21Bu) hereafter) and is dominated by the HOMO–

1®LUMO+1 transition with an in-phase mixing with the HOMO®LUMO excitation. This spectroscopic 

Ba state peaks at 338 nm (3.668 eV),29 in very good agreement with the vertical transitions computed at 

3.708 and 3.657 eV for 1c and 2c, respectively.  

The next two excited states, 11Bg and 21Ag, are dark states corresponding to symmetry-forbidden 

transitions and are located very close to each other at 3.9 and 4.0 eV, respectively. These two states are 

described by a mixture of singly- and doubly-excited configurations. Note that the 21Ag state has been 

identified as the state responsible for the existence of the photochemical funnel (conical intersection with 

the ground state 11Ag) allowing for the nonadiabatic DHP to CPD photoisomerization.31 Regarding the 

absorption intensities, the computed oscillator strengths are consistent with the increasing absorbance 

going from the S1 to the S4 states. 
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Figure 1. Spectra of a bis(t-butyl) DHP derivative89 (full line) and of the corresponding CPD isomer 

(dashed line) in cyclohexane. Total irradiation time is 10 hours at l≥ 430 nm. Note that traces of DHP are 

still present in the CPD spectrum, because of the thermal return (CPD→DHP). 

Comparing the different wavefunction-based methods used here, Table 1 shows a good agreement 

between the MS-CASPT2 and XMCQDPT2 results for 1c, with MS-CASPT2 outperforming CASPT2 

for the transitions to the 1Bu states for which substantial mixing is observed (the CASPT2 values are very 

close to the MS-CASPT2 ones except for 21Bu). However, Table 2 indicates that for 2c MS-CASPT2 

becomes unreliable for these states due to artificially too strong mixing. This mixing is more balanced in 

XMCQDPT2. NEVPT2 and QD-NEVPT2 underestimate the transitions to the 1Bu states, in particular for 

the S2(11Bu) which is 0.6 and 0.9 eV below the MS-CASPT2 and XMCQDPT2 values for 2c. This issue 

is encountered in electronic transitions involving zwitterionic states and requires increasing the active 

space with 3p orbitals to improve the results at the NEVPT2 level (Table S9 for an illustration on 

cyclopentadiene), a strategy not applicable here due to the system size. The single-reference ADC(2) 

method provides in general too high transition energies, while ADC(3) overcorrects ADC(2) giving too 

low transition energies. As reported in a recent benchmark study,69 taking the average between the 

ADC(2) and ADC(3) transition energies yield rather accurate estimates: 1.921, 2.735, 3.373 and 3.913 eV 
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for the four lowest spectroscopic states of 2c. Overall, the XMCQDPT2 seems to be the more robust 

method for computing the vertical transition energies of these simple DHPs. 

The computationally efficient TD-DFT approach was also used in order to test various functionals. The 

purpose of these calculations is to choose a reliable functional in order to perform the simulation of the 

absorption spectra of DHPs and CPDs. Table 3 shows that the electronic structures of the excited states 

are well described, with the obvious exception of the 11Bg and 21Ag, for which the doubly-excited 

configurations are missing as TD-DFT is a single-excitation method. The order of the states is also 

reproduced and vertical transition energies are reasonably accurate for the four lowest bright states. While 

all functionals seem to overestimate the vertical transition energy to S1(11Au), the best agreement is 

obtained for this state with CAM-B3LYP and wB97XD. This is consistent with a recent TD-DFT study 

of 2c.40 The other transitions to the S2(11Bu), S3(21Au) and S4(21Bu) states are all in good agreement with 

the experimental value for all the tested functionals. 
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Table 1. Vertical transition energies (eV), oscillator strengths and electronic configurations for DHP 1c. 

State Configurationa CI 
coeff.b 

áS0çµúSnñ 
(f)c 

CASSCF CASPT2 MS-
CASPT2 

NEVPT2 QD-
NEVPT2 

XMC-
QDPT2 

ADC(2)/ 
ADC(3) 

S0(11Ag) …(H–1)2(H)2 –0.78 – – – – – – – – 

S1(11Au) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

–0.56 

–0.54 

0.09 
(6.10-5) 

1.848 2.006 2.059 2.078 2.077 1.978 2.296/ 
1.678 

S2(11Bu) …(H–1)2(H)(L) 

…(H–1)(H)2(L+1) 

–0.74 

+0.49 

1.27 
(0.036) 

4.711 2.837 2.777 2.109 2.097 2.935 2.980/ 
2.760 

S3(21Au) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

–0.60 

+0.57 

6.06 
(0.444) 

5.442 3.372 3.372 2.945 2.950 3.185 3.550/ 
3.458 

S4(21Bu) …(H–1)(H)2(L+1) 

…(H–1)2(H)(L) 

–0.66 

–0.45 

9.05 
(1.153) 

6.083d 4.065 3.759 3.651 3.441 3.708 4.028/ 
4.032 

S5(11Bg) …(H–2)(H–1)2(H)2(L) 

…(H–1)2(L)(L+1) 

+0.37 

–0.36 

0.0 
(0.000) 

3.978 4.092 4.089 4.192 4.177 3.881 4.519/ 
3.210 

S6(21Ag) …(H–1)2(L)2 

…(H–3)(H–2)2         
(H–1)2(H)2(L) 

+0.46 

–0.37 

0.0 
(0.000) 

3.986 4.147 4.147 4.289 4.293 3.986 4.809/ 
n.c.e 

a CASSCF configurations obtained from state-averaged natural orbitals. H = HOMO, L = LUMO. b CASSCF configuration interaction coefficients 
obtained from state-averaged natural orbitals. Coefficients larger than 0.35 are given. c CASSCF transition dipole moments between ground and 
excited states in Debye and oscillator strengths f using XMCQDPT2 transition energies. d Corresponds to 41Bu at CASSCF level. e n.c.: not converged. 
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Table 2. Vertical transition energies (eV), oscillator strengths and electronic configurations for DHP 2c. 

State Configurationa CI 
coeff.b 

áS0çµúSnñ 
(f)c 

CASSCF CASPT2 MS-
CASPT2 

NEVPT2 QD-
NEVPT2 

XMC-
QDPT2 

ADC(2)/ 
ADC(3) 

Expt.d 

S0(11Ag) …(H–1)2(H)2 +0.78 – – – – – – – – – 

S1(11Au) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

+0.55 

+0.55 

0.11 
(9.10-5) 

1.808 2.013 2.008 2.017 2.017 1.954 2.237/ 
1.604 

1.934 

S2(11Bu) …(H–1)2(H)(L) 

…(H–1)(H)2(L+1) 

+0.76 

–0.46 

1.55 
(0.026) 

4.646 2.673 2.535 1.931 1.920 2.839 2.852/ 
2.618 

2.638 

S3(21Au) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

–0.60 

+0.59 

6.12 
(0.439) 

5.418 3.163 3.169 2.686 2.696 3.098 3.412/ 
3.333 

3.289 

S4(21Bu) …(H–1)(H)2(L+1) 

…(H–1)2(H)(L) 

–0.56 

–0.35 

8.01 
(0.889) 

6.052e 4.426 3.093 4.342 3.382 3.657 3.919/ 
3.907 

3.668 

S5(11Bg) …(H–2)(H–1)2(H)2(L) 

…(H–1)2(L)(L+1) 

–0.37 

+0.37 

0.0 
(0.000) 

3.922 4.076 4.075 4.136 4.124 3.866 4.505/ 
3.067 

– 

S6(21Ag) …(H–1)2(L)2 

…(H–3)(H–2)2         
(H–1)2(H)2(L) 

–0.49 

+0.38 

0.0 
(0.000) 

3.916 4.082 4.083 4.201 4.210 3.931 4.714/ 
n.c.e 

– 

a CASSCF configurations obtained from state-averaged natural orbitals. H = HOMO, L = LUMO. b CASSCF configuration interaction coefficients 
obtained from state-averaged natural orbitals. Coefficients larger than 0.35 are given. c CASSCF transition dipole moments between ground and 
excited states in Debye and oscillator strengths f using XMCQDPT2 transition energies. d Absorption maxima in cyclohexane (e=2.0165).29 e 

Corresponds to 41Bu at CASSCF level. e n.c.: not converged. 
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Table 3. Vertical transition energies (eV), oscillator strengths and electronic configurations using different functionals in DFT for DHP 2c. 

State Configurationa CI 
coeff.b 

B3LYPc B3PW91 CAM-
B3LYP 

PBE0 TPSSh M06 M06-
2X 

wB97XD 

S0(11Ag) …(H–1)2(H)2 – – – – – – – – – 

S1(11Au) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

+0.44 

+0.55 

2.321 
(0.002) 

2.337 2.185 
(0.002) 

2.351 2.329 2.270 2.231 2.155 

S2(11Bu) …(H–1)2(H)(L) 

…(H–1)(H)2(L+1) 

+0.62 

–0.34 

2.575 
(0.018) 

2.594 2.579 
(0.020) 

2.623 2.561 2.501 2.652 2.556 

S3(21Au) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

–0.45 

+0.55 

3.349 
(0.264) 

3.362 3.410 
(0.284) 

3.392 3.346 3.321 3.385 3.402 

S4(21Bu) …(H–1)(H)2(L+1) 

…(H–1)2(H)(L) 

+0.62 

+0.34 

3.823 
(0.791) 

3.841 3.898 
(0.856) 

3.880 3.815 3.801 3.886 3.888 

S5(11Bg) …(H–1)2(H)(L+2) 

…(H–2)(H–1)2(H)2(L) 

+0.60 

–0.35 

4.731 
(0.000) 

4.760 5.141 
(0.000) 

4.865 4.623 4.783 5.155 5.155 

S6(21Ag) …(H–2)(H–1)2(H)2(L+1) 

…(H–3)(H–2)2(H–1)2(H)2(L) 

+0.40 

–0.38 

4.994 
(0.000) 

5.035 5.524 
(0.000) 

5.163 4.873 5.062 5.537 5.591 

a TD-DFT configurations obtained at B3LYP level. H = HOMO, L = LUMO. b TD-DFT configuration interaction coefficients obtained at B3LYP 
level. Largest coefficients are given. c Oscillator strengths are given in parentheses. 
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Open-ring isomer. We now turn our attention to the CPD open-ring isomer. The two isomers 1o and 2o 

present excited states of similar nature and with comparable vertical excitation energies, as shown in 

Tables 4 and 5. Note that the HOMO and HOMO–1 of 1o correlates with the HOMO–1 and HOMO of 

2o, respectively. The first two singlet excited states S1 and S2 are close in energy and depending on the 

level of theory the nature of these two states are interchanged. For 1o, S1 is the 11Bg state and S2 is the 

11Bu state in all cases. For 2o, CASPT2 and MS-CASPT2 predict the S1 state to be 11Bu in agreement 

with all the TD-DFT results reported in Table 6. Based on the present results, it is difficult to determine 

unambiguously the order of these two electronic states. Transition to the symmetry-allowed 11Bu state is 

expected to give rise to a weak absorption in the 3.6–3.7 eV region, in agreement with the weak absorption 

feature observed between 300–400 nm experimentally for CPDs.30 The assignment of the third excited 

state is less problematic. All levels of theory agree with that state being the dark 21Bg state. It is located 

at 3.9–4.0 eV vertically above S0. The fourth excited state is the 11Au state located in the 4.1–4.3 eV 

energy range and the next one is the 21Bu lying only ca. 0.1 eV above it. These two states correspond to 

symmetry-allowed transitions and are expected to contribute to the intense absorption band arising below 

300 nm. Then, a substantial energy gap is found to reach the next two excited states, 21Au and 21Ag, as 

they were located at ca. 5.6–5.8 eV above S0. Note that the dark 21Ag electronic structure is mainly built 

from doubly-excited configurations. 

Comparing the ab initio methods, MS-CASPT2 and XMCQDPT2 are in reasonable agreement for the 

first five vertical transition energies of 1o with differences not exceeding 0.26 eV. For the next two excited 

states, larger deviations of 0.5-0.6 eV are computed. For 2o, while transition energies to S1 and S2 are 

within 0.2 eV between MS-CASPT2 and XMCQDPT2 values, the order of the states are reversed between 

these two methods. Good agreement is obtained for the next three states, but as for 1o, larger deviations 

of 0.52 and 0.32 eV are computed for 21Au and 21Ag, respectively. The statement regarding ADC(2) 

providing systematically too high transition energies and ADC(3) giving too low transition energies in 2c 

does not seem to hold for the first five excited states of the open-ring isomer. In fact ADC(2) and ADC(3) 

give similar transition energies to these states in 2o, and they are systematically higher than the 
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XMCQDPT2 values. Only for S6 and S7 one can notice again that ADC(2) overestimates and ADC(3) 

underestimates the transition energies. In the case of these simple CPDs, it is more difficult to conclude 

about the most accurate method, as the experimental spectrum does not show a simple structure as for 

DHPs and low-lying dark states play an important role. 

Regarding the TD-DFT vertical transition energies, the results are comparable between B3LYP, 

B3PW91, PBE0, TPSSh and M06, while they are substantially different with CAM-B3LYP, M06-2X and 

wB97XD. With these last three functionals, all the excited states investigated are blue shifted by a 

substantial amount of energy ranging from 0.2 eV up to 1 eV. If we consider that the first bright 11Bu is 

mainly responsible for the weak absorption feature predicted around 3.6 eV (~340 nm) by our accurate 

ab initio calculations and that the intense absorption in the 270-280 nm region is due to transitions to the 

11Au and 21Bu states (see discussion above), then CAM-B3LYP, M06-2X and wB97XD clearly 

outperform B3LYP, B3PW91, PBE0, TPSSh and M06, as already reported in a previous study.40 
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Table 4. Vertical transition energies (eV), oscillator strengths and electronic configurations for CPD 1o. 

State Configurationa CI 
coeff.b 

áS0çµúSnñ 
(f)c 

CASSCF CASPT2 MS-
CASPT2 

XMC-
QDPT2 

ADC(2)/ 
ADC(3) 

S0(11Ag) …(H–1)2(H)2 –0.83 – – – – – – 

S1(11Bg) …(H–1)2(H)(L) 

…(H–1)(H)2(L+1) 

–0.53 

+0.47 

0.0 
(0.000) 

4.222 3.814 3.649 3.439 3.778/ 
3.735 

S2(11Bu) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

+0.81 

+0.23 

1.28 
(0.024) 

5.953 3.943 3.841 3.857 4.199/ 
4.203 

S3(21Bg) …(H–1)(H)2(L+1) 

…(H–1)2(H)(L) 

–0.60 

–0.60 

0.0 
(0.000) 

5.953 3.982 4.147 3.940 4.282/ 
4.233 

S4(11Au) …(H–2)(H–1)2(H)2(L) 

…(H–1)(H)2(L+2) 

+0.42 

–0.37 

0.36 
(0.002) 

4.558 4.445 4.440 4.177 4.650/ 
4.439 

S5(21Bu) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

–0.74 

+0.23 

4.58 
(0.344) 

6.907d 4.677 4.369 4.332e 4.890/ 
5.092 

S6(21Au) …(H–1)2(L)(L+1) 

…(H–1)(H)(L)2 

+0.29 

+0.27 

0.52 
(0.006) 

6.359 5.968 5.973 5.381 5.720/ 
5.274 

S7(21Ag) …(H–1)(H)(L)(L+1) 

…(H–1)2(L+1)2 

…(H–2)2(H)2(L)2 

+0.31 

+0.30 

+0.30 

0.0 
(0.000) 

6.030 5.975 5.975 5.483 5.819/ 
4.752 
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a CASSCF configurations obtained from state-averaged natural orbitals. H = HOMO, L = LUMO. b CASSCF configuration interaction coefficients 
obtained from state-averaged natural orbitals. Largest coefficients are given. c CASSCF transition dipole moments between ground and excited states 
in Debye and oscillator strengths f using XMCQDPT2 transition energies. d Corresponds to 31Bu at CASSCF level. e Using (14e,14o) active space. 

 

Table 5. Vertical transition energies (eV), oscillator strengths and electronic configurations for CPD 2o. 

State Configurationa CI 
coeff.b 

áS0çµúSnñ 
(f)c 

CASSCF CASPT2 MS-
CASPT2 

XMC-
QDPT2 

ADC(2)/ 
ADC(3) 

Expt.d 

S0(11Ag) …(H–1)2(H)2 +0.83 – – – – – – – 

S1(11Bg) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

+0.50 

–0.48 

0.0 
(0.000) 

4.173 3.780 3.702 3.482 3.752/ 
3.745 

n.a.e 

S2(11Bu) …(H–1)2(H)(L) 

…(H–1)(H)2(L+1) 

+0.83 

+0.19 

1.48 
(0.031) 

5.812 3.639 3.487 3.661 3.908/ 
3.948 

n.a.e 

S3(21Bg) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

–0.60 

–0.60 

0.0 
(0.000) 

6.045 3.903 3.984 3.920 4.177/ 
4.161 

n.a.e 

S4(11Au) …(H–2)(H–1)2(H)2(L) 

…(H–1)2(H)(L+2) 

+0.42 

–0.38 

0.29 
(0.001) 

4.434 4.336 4.334 4.120 4.459/ 
4.287 

4.4–4.6 

S5(21Bu) …(H–1)(H)2(L+1) 

…(H–1)2(H)(L) 

+0.68 

–0.13 

3.19 
(0.170) 

7.114f 5.122 4.427 4.411g 4.968/ 
5.200 

4.4–4.6 

S6(21Au) …(H–1)(H)(L)2 

…(H–2)2(H)2(L)(L+1) 

+0.33 

+0.24 

0.34 
(0.003) 

6.445 6.100 6.106 5.583 5.474/ 
5.244 

– 
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S7(21Ag) …(H–1)2(L)2 

…(H–1)(H)(L)(L+1) 

…(H–3)…(H)(L)(L+3) 

–0.45 

–0.26 

–0.25 

0.0 
(0.000) 

5.949 6.061 6.064 5.749 5.455/ 
4.670 

– 

a CASSCF configurations obtained from state-averaged natural orbitals. H = HOMO, L = LUMO. b CASSCF configuration interaction coefficients 
obtained from state-averaged natural orbitals. Largest coefficients are given. c CASSCF transition dipole moments between ground and excited states 
in Debye and oscillator strengths f using XMCQDPT2 transition energies. d Approximate absorption maxima in cyclohexane (e=2.0165) (see Fig. 
1). e Not available because the weak absorptions in the 300-400 nm region are hidden by the presence of unconverted DHP. f Corresponds to 31Bu at 
CASSCF level. g Using (14e,14o) active space. 

 

 



 20 

Table 6. Vertical transition energies (eV), oscillator strengths and electronic configurations using different functionals in DFT for CPD 2o. 

State Configurationa CI 
coeff.b 

B3LYPc B3PW91 CAM-
B3LYP 

PBE0 TPSSh M06 M06-
2X 

wB97XD 

S0(11Ag) …(H–1)2(H)2 – – – – – – – – – 

S1(11Bg) …(H–1)(H)2(L) 

…(H–1)2(H)(L+1) 

+0.69 

+0.12 

3.308 
(0.000) 

3.320 3.772 
(0.000) 

3.415 3.196 3.372 3.773 3.793 

S2(11Bu) …(H–1)2(H)(L) +0.70 3.185 
(0.013) 

3.188 3.630 
(0.018) 

3.271 3.084 3.208 3.650 3.656 

S3(21Bg) …(H–1)2(H)(L+1) 

…(H–1)(H)2(L) 

+0.69 

–0.12 

3.509 
(0.000) 

3.521 3.944 
(0.000) 

3.608 3.427 3.543 3.945 3.970 

S4(11Au) …(H–2)(H–1)2(H)2(L) 

…(H–1)2(H)(L+2) 

+0.58 

+0.37 

4.287 
(0.005) 

4.299 4.600 
(0.002) 

4.387 4.197 4.289 4.624 4.606 

S5(21Bu) …(H–1)(H)2(L+1) +0.69 4.244 
(0.196) 

4.268 4.883 
(0.358) 

4.390 4.101 4.309 4.876 4.934 

S6(21Au) …(H–1)2(H)(L+2) 

…(H–1)(H)2(L+3) 

+0.44 

+0.43 

4.760 
(0.026) 

4.780 5.510 
(0.175) 

4.929 4.580 4.858 5.472 5.546 

S7(21Ag) …(H–3)…(H)2(L) 

…(H–1)2(H)(L+3) 

+0.59 

+0.38 

4.553 
(0.000) 

4.562  5.197 
(0.000) 

4.717  4.361  4.689  5.250 5.209 

a TD-DFT configurations obtained at B3LYP level. H = HOMO, L = LUMO. b TD-DFT configuration interaction coefficients obtained at B3LYP 
level. Largest coefficients are given. c Oscillator strengths are given in parentheses. 
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Absorption band structures. In this section, we present the results of the simulated photoabsorption 

spectra in comparison with the experimental ones. We first performed the FCHT simulations of 2c (Fig. 

2), 1c (Fig. 3) and 1o (Fig. 4). The TD-CAM-B3LYP vertical transition energies and oscillator strengths 

are given in Table S10 for comparison between the unsubstituted and the dimethyl-substituted systems. 

The comparison of the absorption spectra of 1c and 2c shows that they are very similar, with the spectrum 

of 1c slightly blue-shifted, in agreement with the vertical transition energies (see Tables 1 and 2, and 

Table S10). These spectra look also in good agreement with the experimental spectra (see Fig. 1), 

displaying four bands of increasing intensity corresponding to the first four electronic transitions, 

consistent with their respective oscillator strengths. 



 22 

 

Figure 2. (a) FCHT absorption spectra of 2c considering the electronic transitions from the ground to the 

lowest four excited states. Insets show an enlargement of the lowest two bands. (b) Decomposition of the 

highest intense band (21Bu state) in terms of classes Cn, partitioning the transitions based on the number 

n of simultaneously excited normal modes of the final electronic state. (c) Decomposition of the 

S0(11Ag)®S2(11Bu) band in terms of different classes Cn.  
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Figure 3. (a) FCHT absorption spectra of 1c considering the electronic transitions from the ground to the 

lowest four excited states. Insets show an enlargement of the lowest two bands. (b) Decomposition of the 

highest intense band (21Bu state) in terms of classes Cn, partitioning the transitions based on the number 

n of simultaneously excited normal modes of the final electronic state. 
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Figure 4. (a) FCHT absorption spectra of 1o considering the electronic transitions from the ground to 

four excited states (ignoring the 11Bu state). Insets show an enlargement of the lowest three bands. (b) 

Decomposition of the highest intense band (21Bu state) in terms of classes Cn, partitioning the transitions 

based on the number n of simultaneously excited normal modes of the final electronic state. 

 

The contributions in the 2c overall spectrum of the 0-0 transition of S0(11Ag)®S1(11Au), 

S0(11Ag)®S2(11Bu), S0(11Ag)®S3(21Au) and S0(11Ag)®S4(21Bu) are ~48%, ~0.1%, ~26% and ~18%, 

respectively, while in 1c these are ~65%, ~0.4%, ~43% and ~23%, respectively. It can be seen from these 

data that the intensity contribution of the 0-0 transition in the S0®S2 absorption band of 2c and 1c is quite 

low, which is in accordance with the large structural changes obtained in the energy minimum of the 11Bu 

state as shown Tables S5 and S6 (see change of dihedral angle f values). These tables indicate that 
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S1(11Au) has a similar geometry to S0, while S2(11Bu) displays the largest structural changes among the 

excited states with respect to the ground-state structure. It is thus not surprising to find that the S0®S1 

absorption is dominated by the 0-0 transition, while the S0®S2 absorption has the weakest contribution 

from the 0-0 transition. 

The simulation of the FCHT absorption spectra of CPDs is more challenging theoretically. First, as 

noticed before, we could only simulate this spectrum for 1o due to symmetry breaking in the excited states 

of 2o. Second, there are two low-lying 1Bg  dark states which can only contribute to the simulated spectrum 

through the HT terms. These states could possibly contribute to the lowest absorption bands via vibronic 

couplings with the 11Bu state. Last but not least, the first bright 11Bu state has only one minimum on its 

own potential energy surface31 (confirmed by our TD-DFT geometry optimizations) and its structure is 

more DHP-like than CPD-like (see Tables S5-S7). In other words, the 11Bu excited-state structure is so 

different from the ground-state CPD structure that the harmonic approximation does not hold. Hence, 

under these circumstances, we performed the FCHT simulation excluding the 11Bu state from our 

simulation. Figure 4 shows that the main absorption band at about 250 nm results from the S0(11Ag)® 

S5(21Bu) allowed transition, overlapping and hiding the very weak absorption band of the S4(11Au) state. 

The two low-lying dark 1Bg states contribute only weakly to the absorption features in the 300-400 nm 

range, due to intensity borrowing effects simulated through the HT couplings. The contributions of the 0-

0 transitions in the overall intensity of the optically active S0(11Ag)®S4(11Au) and S0(11Ag)® S5(21Bu) 

are ~1% and ~35%, respectively. This is in agreement with the larger structural changes computed in the 

11Au state than in the 21Bu state with respect to the ground state of 1o (Table S7). 

We now analyze, for some absorption bands, the contributions coming from the different class of 

excitations Cn, defined as the transitions to vibrational states involving simultaneous excitations of n 

normal modes of the final electronic state of the transition. Before focusing on the most intense absorption 

bands of 2c, 1c and 1o in the spectral range considered in this study, we would like to discuss about the 

less intense S0(11Ag)®S2(11Bu) absorption band of 2c (Figure 2c) following its importance as the targeted 
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state for photoisomerization. As discussed above and also mentioned in Ref. [31], the 11Bu state has only 

one minimum on its own potential energy surface. The corresponding structure is substantially different 

from the 2c and 2o minima. As a result of this, we find negligible contributions of the 0-0 transition and 

of transitions involving the excitation of a single mode (C1). The absorption band of the present spectral 

transition is mainly obtained from multiple mode vibrational excitations (mainly from C2, C3, C4 and C5), 

with the largest contributions from C3 and C4. Hence, the absorption maximum of the present band is 

found around its center rather than at its onset, which is in good agreement with the experimental recording 

shown in Fig. 1. 

The decomposition of the most intense bands in terms of intensity contributions from the different types 

of excitations Cn for 2c, 1c and 1o is shown in Figs. 2b, 3b and 4b, respectively. The analysis of the figures 

Figs. 2b and 3b indicates that the contribution of Cn class, where n ³ 3, becomes flatter and flatter upon 

increasing n. This means that the contributions of simultaneous excitations of three or more vibrational 

modes have a small impact on the formation of overall shape of the most intense band of DHPs 2c and 

1c. So, its shape results mainly from the contribution of the excitations of the 0-0 transition and of 

excitations of a maximum of two modes of the excited state. In the case of 1o, the scenario is slightly 

different. The result of our simulation indicates that the spectrum is essentially dominated by C1, C2 and 

C3. Noticeably, the contribution from the 0-0 transition is negligible in the formation of the most intense 

band of 1o, unlike what is found for DHPs 1c and 2c. As a result, the maximum peak of the intense 

S0(11Ag)®S4(21Bu) absorption band of 1c and 2c is observed at the onset of this band, while in 1o it is 

shifted towards the middle of band. Note that the agreement between the simulated and experimental band 

shapes of the S3 and S4 absorption of DHP are not so good, which could be due to vibronic couplings 

between these states. 

The bottlenecks of the simulation of the CPD absorption spectra can be overcome by using the NE 

approach. The advantage of the in-built post-Condon approximation of the method is exploited to 

undertake the effect of optically dark states on the absorption spectrum. Also, the NE approach does not 

rely on the harmonic approximation, so the absorption related to the 11Bu state of the CPD molecule can 



 27 

be simulated. We have applied the present methodology both for DHP 2c and CPD 2o and the 

corresponding results are shown in Figures 5 and 6. 

 

Figure 5. Simulated absorption spectrum of 2c resulting from S0®S1(11Au), S0®S2(11Bu), S0®S3(21Au) 

and S0®S4(21Bu) electronic transitions using the NE approach. The blue area indicates the error in the 

absorption cross section due to the statistical sampling. 

 

 

Figure 6. Simulated absorption spectrum of 2o resulting from S0®S1(11Bg), S0®S2(11Bu), S0®S3(21Bg), 

S0®S4(11Au) and S0®S5(21Bu) electronic transitions using the NE approach. The blue area indicates the 

error in the absorption cross section due to the statistical sampling. 
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The comparison between the simulated absorption cross section of 2c with available experimental 

spectra (see Fig. 1, but also Refs.[29,90]) indicates that overall the four absorption bands of DHP are 

nicely reproduced by the present NE approach. The band position of the lowest electronic transition, 

S0(11Ag)®S1(11Au), is slightly blue shifted as compared to the experimental measurements, whereas for 

the next three electronic transitions, S0(11Ag)®S2(11Bu), S0(11Ag)®S3(21Au) and S0(11Ag)®S4(21Bu), a 

better agreement is obtained. A similar observation can also be made for the FCHT spectrum of 2c (Fig. 

2a). These energy shifts are due to the underlying TD-DFT method that is used to compute the vertical 

transition energies (cf. Table 3) rather than to the method used to simulate the absorption spectrum. The 

overall intensities of the experimental bands of DHP are nicely reproduced by both simulation methods 

(cf. Fig. 1, Fig. 2a and Fig. 5). 

The computed absorption cross section of CPD 2o (Figure 6) compares satisfactorily with the 

experimental profile of the t-butyl substituted CPD shown in Fig. 1 in the energy range of ~400-240 nm. 

The NE simulation clearly outperforms the FCHT approach for wavelengths longer than 300 nm. 

Regarding the low-energy part of the spectrum (l>300 nm), it is difficult to compare the experimental 

spectrum in Figure 1 and our simulation in Figure 6 because of incomplete photoconversion of the t-butyl 

substituted DHP even after hours of illumination, due to stationary state or to the thermal reverse reaction 

(CPD→DHP) that occurs during the photochemical reaction. This can be deduced from the very weak 

absorption remaining in the visible range around 480 nm (Fig. 1, purple line), which cannot be explained 

by the electronic transitions in CPD. The three humps observed in the absorption band of the t-butyl 

substituted CPD in the energy range ~400-340 nm are thus most likely the result of a small fraction of 

DHP that has not been converted into CPD at the photostationary state. However, Bohne et al. have shown 

that CPD compounds do display weak absorptions in the 300-400 nm region that are not due to 

unconverted DHPs.30 Our simulation shows that these weak absorption features can be attributed to the 

post-Condon activity of the three lowest electronic transitions (one optically active and two optically dark) 
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of 11Ag ® 11Bu, 11Ag ® 11Bg, and 11Ag ® 21Bg. The S0®S4 and S0®S5 transitions, resulting from the 

optically active 11Au and 21Bu states, are responsible for the relatively steep rise of the absorption in the 

energy range ~300-240 nm. The two absorption bands of S4 and S5 clearly overlap (Figure S1) suggesting 

that non-adiabatic couplings (not taken into account in this study) between the 11Au and 21Bu states are 

significant. Due to configuration mixing, we cannot assign the S4 and S5 absorption to either 11Ag ® 11Au 

or 11Ag ® 21Bu transitions specifically.  

 

4. CONCLUSIONS 

In the present study, we report high-level vertical transition energy calculations of DHP and CPD 

isomers based on state-of-the-art ab initio calculations. The importance of having a balanced description 

of the covalent and ionic states proved crucial in these systems, requiring an accurate description of the 

differential dynamic electron correlation. The first four electronic transitions of DHP, 

S0(11Ag)®S1(11Au), S0(11Ag)®S2(11Bu), S0(11Ag)®S3(21Au) and S0(11Ag)®S4(21Bu), are symmetry-

allowed and present increasing oscillator strengths. They are followed by two symmetry-forbidden 

transitions S0(11Ag)®S5(11Bg) and S0(11Ag)®S6(21Ag) involving states with substantial double-

excitation character. In CPD, the scenario is very different, with three low-lying transitions involving two 

dark 1Bg states and the weakly bright 11Bu state. These states are expected to be responsible for the weak 

absorption features between 300-400 nm. Higher energy symmetry-allowed transitions to the 11Au and 

21Bu states are good candidates for the increasing absorption observed at l < 300 nm. 

Comparison between reference ab initio methods and TD-DFT results is discussed in order to choose 

an appropriate functional to simulate the absorption spectra of these two isomers, including vibrational 

effects. These spectra were obtained using either the FCHT or the NE approaches. Overall, for both 

methods, the simulated spectra reproduce nicely the main spectral features of the DHP and CPD isomers, 

that is the main four absorption bands of increasing intensity of DHP and the absorption rise below 300 

nm for CPD. Nevertheless, the NE simulation clearly outperforms the FCHT approach for the low-energy 
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part of the CPD spectrum between 300 and 400 nm, as the FCHT approach underestimates the absorption 

of the dark states and cannot reproduce the absorption band of the 11Bu state in contrast to the NE 

approach. 

We have also shown that the dihydropyrene photochromic couple (1c/1o) presents very similar excited 

states and absorption features than its dimethyldihydropyrene counterpart (2c/2o), providing first 

evidences that dihydropyrene is a good model system for studying the DHP/CPD photoswitching 

behavior.  

As a perspective for future work, inclusion of vibronic couplings need to be considered in order to 

describe more reliably the absorption spectra of DHPs and CPDs, in particular the band shapes. This could 

be done by studying non-adiabatic nuclear dynamics on the excited electronic states of DHP and CPD 

following a full quantum mechanical approach using time-dependent and time-independent 

methodologies.9192,93,94 This task is however very challenging considering the large number of nuclear 

degrees of freedom in these systems. 
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