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Abstract

This paper deals with the observer design problem for time-varying linear infinite-
dimensional systems. We address both the problem of online estimation of the state of the
system from the output via an asymptotic observer, and the problem of offline estimation of
the initial state via a Back and Forth Nudging (BFN) algorithm. In both contexts, we show
under a weak detectability assumption that a Luenberger-like observer may reconstruct
the so-called observable subspace of the system. However, since no exact observability
hypothesis is required, only a weak convergence of the observer holds in general. Additional
conditions on the system are required to show the strong convergence. We provide an
application of our results to a batch crystallization process modeled by a one-dimensional
transport equation with periodic boundary conditions, in which we try to estimate the
Crystal Size Distribution from the Chord Length Distribution.

1 Introduction

To analyze, monitor or control physical or biological phenomena, the first step is to provide a
mathematical modeling in the form of mathematical equations that describe the evolution of
the system variables. Some of these variables are accessible through measurement and others
are not. One of the problems in control engineering is that of designing algorithms to provide
real time estimates of the unmeasured data from the others. These estimation algorithms
are called state observers and can be found in many devices. The implementation of such
observers for infinite-dimensional systems is a topic of great interest from both the practical
and theoretical points of view that has been extensively studied in the past decades (see,
e.g., [10, 19,26,27,28,31]).

More recently, these results have been employed in data assimilation problems, leading to
the so-called Back and Forth Nudging (BFN) algorithms (see, e.g., [3, 6, 12, 13, 14, 17, 24]). In
this context, observers are used iteratively forward and backward in time to solve the offline
estimation problem of reconstructing the initial state of the system. Such problems occur for
example in meteorology or oceanography [1,2].

∗This research was partially funded by the French Grant ANR ODISSE (ANR-19-CE48-0004-01)
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Mainly two types of results are known about the convergence of Luenberger-like observers
for linear systems, depending on the observability hypotheses made. Under an exact observ-
ability hypothesis that links the L2-norm of the measured output on some time interval to the
norm of the initial state, a Luenberger-like asymptotic observer that converges exponentially to
the actual state of the system may be designed [19,26,28]. Under this hypothesis, it is proved
in [17,24] that the BFN algorithm estimates exponentially the initial state of the system.

Otherwise, when the system is only approximately observable, that is, any two trajectories
of the system may be distinguished by looking at the output on some time interval, then, if the
system is dissipative, one can prove that the same asymptotic observer converges only weakly to
the state [10,27,31]. For the BFN algorithm, G. Haine proved in [12] for autonomous systems
generated by skew-adjoint generators that the initial state estimation still converges strongly
(but no more exponentially) to the actual initial state.

The time-varying context has been investigated for control systems in [10, 31], in which
some persistency assumptions are required, and a weak convergence is guaranteed. When no
observability assumptions are made, then one may expect the observer to converge to the so-
called observable subspace of the system, which is clearly defined only for autonomous systems.

In this paper, we consider infinite-dimensional time-varying linear systems. We investigate
both the usual asymptotic observer design problem, and the backward and forward observers
design problem for the BFN algorithm. We relax the dissipativity hypothesis, and replace it by
a weak detectability hypothesis, which states that the distance between any two trajectories
of the system that share the same output is a non-increasing function of time. When no
observability hypothesis holds, we show that the observer estimates in the weak topology the
observable part of the state, which is equal to the whole state when the system is approximately
observable. Under additional assumptions on the system, we also show the strong convergence
of the observer. We compare our results with the existing literature mentioned above.

As an application of our results, we consider a batch crystallization process modeled by
a one-dimensional time-varying transport equation with periodic boundary conditions. This
process aims to produce solid crystals meeting some physical and chemical specifications. One
of the most important physical property to monitor is the Crystal Size Distribution (CSD).
Information available online are the Chord Length Distribution (CLD) obtained from the
FBRM® technology and the solute concentration. However, as shown in the following, the
considered model describing this system is time-varying and not exactly observable, which is
a motivation for these theoretical developments.

The paper is organized as follows. In Section 2, we describe the systems under considera-
tion, and make the required assumptions to ensure the well-posedness of the usual asymptotic
observer and the backward and forward observers of the BFN. Our main results are stated in
Section 3, discussed in Section 4, and proved in Section 5. In Section 6, we discuss about their
implications for the one-dimensional transport equation with periodic boundary conditions and
to a batch crystallization process, in which we aim to estimate the Crystal Size Distribution
from the Chord Length Distribution.

Notations Denote by R (resp. R+) the set of real (resp. non-negative) numbers and by N

(resp. N
∗) the set of non-negative (resp. positive) integers. For all Hilbert space X, denote

by 〈·, ·〉X the inner product over X and ‖·‖X the induced norm. For all k ∈ N ∪ {∞} and all
interval U ⊂ R, the set Ck(U ;X) is the set of k-continuously differentiable functions from U

to X.
We recall the characterization of the strong and weak topologies on X. A sequence

(xn)n>0 ∈ XN is said to be strongly convergent to some x⋆ ∈ X if ‖xn − x⋆‖X → 0 as
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n → +∞, and we shall write xn → x⋆ as n → +∞. It is said to be weakly convergent to x⋆

if 〈xn − x⋆, ψ〉X → 0 as n → +∞ for all ψ ∈ X, and we shall write xn
w
⇀ x⋆ as n → +∞.

The strong topology on X is finer than the weak topology (see, e.g., [7] for more properties on
these usual topologies).

If Y is also a Hilbert space, then L (X,Y ) denotes the space of bounded linear maps from
X to Y and ‖ · ‖L (X,Y ) the operator norm. Set L (X) = L (X,X). For all L ∈ L (X,Y ),
denote by ranL its range and kerL its kernel. We identify the Hilbert spaces with their dual
spaces via the canonical isometry, so that the adjoint of L, denoted by L∗, lies in L (Y,X).
If L∗L = LL∗, then L is said to be normal. If there exists a positive constant α such that
‖Lx‖X > α ‖x‖X for all x ∈ X, then L is said to be bounded from below.

For any set E ⊂ X, the closure of E in the strong topology of X is denoted by E. If E is
a linear subspace of X, then E⊥ denotes its orthogonal complement in X. Moreover, if E is
closed, set ΠE ∈ L (X) the orthogonal projection such that ran ΠE = E.

2 Problem statement

Let X and Y be two Hilbert spaces with real1 inner products. Let D be a dense subset of X.
For all t > 0, let A(t) : D → X be the generator of a strongly continuous semigroup on X and
C ∈ L (X,Y ). Let z0 ∈ X. Consider the non-autonomous linear abstract Cauchy problem
with measured output

{

ż = A(t)z

z(0) = z0

, y = Cz. (2.1)

In this paper, we are concerned with the problem of designing an observer of the state z based
on the measurement y. We adopt the context of hyperbolic systems. Let T ∈ R+ ∪ {+∞},
and adopt the convention that [0, T ] = R+ if T = +∞. Assume that the family (A(t))t∈[0,T ]

is a stable (see [23, Chapter 5, Section 5.2] for a definition) family of generators of strongly
continuous semigroups that share the same domain D. Assume also that for all x ∈ D, the
function t 7→ A(t)x is continuously differentiable on X. These hypotheses hold for the rest
of the paper. Then [23, Chapter 5, Theorem 4.8] ensures that the family (A(t))t∈[0,T ] is the
generator of a unique evolution system on X denoted by (T(t, s))06s6t6T . Moreover, there
exist two constants M, ω > 0 such that

‖T(t, s)‖L (X) 6Meω(t−s), ∀ 0 6 s 6 t 6 T. (2.2)

For all z0 ∈ X, (2.1) admits a unique solution z ∈ C0([0, T ];X) given by z(t) = T(t, 0)z0 for
all t ∈ [0, T ]. Moreover, if z0 ∈ D, then z ∈ C0([0, T ]; D) ∩C1([0, T ];X). The reader may refer
to [23, Chapter 5] or [16] for more details on the evolution equations theory.

Definition 2.1 (Autonomous context). We shall say that (2.1) is autonomous if there exists
an operator A : D → X such that A(t) = A for all t ∈ R+.

Remark 2.2. In the autonomous context, T = +∞ and the evolution system T is such that
T(t, s) = T(t− s, 0) for all t > s > 0. By abuse of notation, the strongly continuous semigroup
generated by A is also denoted by T, so that T(t) = T(t, 0) for all t ∈ R+. The same shortened
notations hold for any other autonomous system.

Our goal is to build an observer system ẑ fed by the output y of (2.1), such that ẑ estimates
the actual state z. We raise two different observer issues: the usual asymptotic observer
problem, and the inverse problem of reconstructing the initial state.

1Even if we could consider complex inner product, we prefer to restrict ourselves to real inner products to
simplify the presentation.
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2.1 Asymptotic observer

In order to find an asymptotic observer, we naturally assume that T = +∞. The goal is to find
a new dynamical system fed by the output of (2.1) which asymptotically learns the state from
the dynamic of the output. This issue was raised by D. Luenberger in his seminal paper [20] in
the context of finite-dimensional autonomous linear systems. In [26,27], J. Slemrod investigates
the dual problem of stabilization in infinite-dimensional Hilbert spaces. In this paper, we follow
this path and introduce the usual infinite-dimensional version of the Luenberger observer.

Let r > 0 and ẑ0 ∈ X. Consider the following Luenberger-like observer
{

˙̂z = A(t)ẑ − rC∗(Cẑ − y)

ẑ(0) = ẑ0

(2.3)

Set ε = ẑ − z and ε0 = ẑ0 − z0. From now on, ẑ represents the state estimation made by the
observer system and ε the error between this estimation and the actual state of the system.
Then ẑ satisfies (2.3) if and only if ε satisfies

{

ε̇ = (A− rC∗C)ε

ε(0) = ε0

(2.4)

Since C ∈ L (X,Y ), [23, Chapter 5, Theorem 2.3] claims that (A(t)−rC∗C)t>0 is also a stable
family of generators of strongly continuous semigroups, and generates an evolution system
on X denoted by (S(t, s))06s6t. Then, systems (2.3) and (2.4) have respectively a unique
solution ẑ and ε in C0([0,+∞);X). Moreover, ẑ(t) = (T + S)(t, 0)ẑ0 and ε(t) = S(t, 0)ε0 for
all t ∈ [0,+∞). If (ẑ0, ε0) ∈ D2, then ẑ, ε ∈ C0([0,+∞); D) ∩C1([0,+∞);X).

We are interested in the convergence properties of the state estimation ẑ to the actual state
z, i.e., of the estimation error ε to 0.

Definition 2.3 (Asymptotic observer). For any closed linear subspace O of X, (2.3) is said to
be a strong (resp. weak) asymptotic O-observer of (2.1) if and only if ΠOS(t, 0)ε0 → 0 (resp.
ΠOS(t, 0)ε0

w
⇀ 0) as t → +∞ for all ε0 ∈ X. An X-observer is shortly called an observer.

2.2 Back and forth nudging

Now consider a problem which is slightly different from the former one. Assume that T < +∞,
and address the problem of offline state estimation. The goal is to use the knowledge of the
output and its dynamic on the finite time interval [0, T ] to estimate the initial state of the
system. To achieve this, the idea is to use iteratively forward and backward observers. This
methodology is called the back and forth nudging in [2,3,4], or the time reversal based algorithm
in [17].

In order to build this observer, we need to assume that the family (A(t))t∈[0,T ] is the
generator of a bi-directional evolution system on X denoted by (T(t, s))06s,t6T . We make this
assumption each time backward and forward observers are considered. Let ẑ0 ∈ X. For every
n ∈ N, we consider the following dynamical systems defined on [0, T ] as in [24] by















˙̂z2n = A(t)ẑ2n − rC∗(Cẑ2n − y)

ẑ2n(0) =

{

ẑ2n−1(0) if n > 1

ẑ0 otherwise.

(2.5)

{

˙̂z2n+1 = A(t)ẑ2n+1 + rC∗(Cẑ2n+1 − y)

ẑ2n+1(T ) = ẑ2n(T ).
(2.6)
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For all n ∈ N, let εn = ẑn − z and ε0 = ẑ0 − z0. Then ẑ2n and ẑ2n+1 satisfy respectively (2.5)
and (2.6) if and only if ε2n and ε2n+1 satisfy















ε̇2n = (A(t) − rC∗C)ε2n

ε2n(0) =

{

ε2n−1(0) if n > 1

ε0 otherwise.

(2.7)

{

ε̇2n+1 = (A(t) + rC∗C)ε2n+1

ε2n+1(T ) = ε2n(T ).
(2.8)

Since C ∈ L (X,Y ), [23, Chapter 5, Theorem 2.3] claims that both (A(t) − rC∗C)t∈[0,T ]

and (A(t) + rC∗C)t∈[0,T ] are stable families of generators of strongly continuous semigroups
that generate bi-directional evolution systems on X denoted respectively by (S+(t, s))06s,t6T

and (S−(t, s))06s,t6T . Then, for all n ∈ N, (2.5), (2.6), (2.7) and (2.8) have respectively a
unique solution ẑ2n, ẑ2n+1, ε2n and ε2n+1 in C0([0, T ];X).

Moreover, ẑ2n(t) = (T + S+)(t, 0)ẑ2n(0), ẑ2n+1(t) = (T + S−)(t, T )ẑ2n+1(T ), ε2n(t) =
S+(t, 0)ε2n(0) and ε2n+1(t) = S−(t, T )ε2n+1(T ) for all t ∈ [0, T ]. In particular, note that

ε2n(0) = (S−(0, T )S+(T, 0))n ε0. (2.9)

If (ẑ0, ε0) ∈ D2, then ẑn, εn ∈ C0([0, T ]; D) ∩ C1([0, T ];X) for all n ∈ N.
We are interested in the convergence properties of the initial state estimation ẑ2n(0) to the

actual state z(0), i.e., of the estimation error ε2n(0) to 0, as n goes to infinity.

Definition 2.4 (Back and forth observer). For any closed linear subspace O of X, (2.5-2.8) is
said to be a strong (resp. weak) back and forth O-observer of (2.1) if and only if ΠOε

2n(0) → 0
(resp. ΠOε

2n(0) w
⇀ 0) as n → +∞ for all ε0 ∈ X. An X-observer is shortly called an observer.

3 Main results

In this section, we state our main results about the asymptotic observer and the back and
forth observer. Then, we discuss our hypotheses and compare our results with the existing
literature.

A crucial operator to consider in order to investigate the convergence properties of a
Luenberger-like observer is the so-called observability Gramian.

Definition 3.1 (Observability Gramian). For all t0 ∈ [0, T ] and all τ ∈ [0, T −t0], let us define

W (t0, τ) : X −→ X

z0 7−→
∫ t0+τ

t0

T(t, t0)∗C∗CT(t, t0)z0dt

the observability Gramian of the pair (T, C).

The operator W (t0, τ) is a bounded self-adjoint endomorphism of X, that characterizes the
observability properties of (2.1). Moreover, W is continuous in L (X) with respect to (t0, t),

and we have ‖W (t0, τ)‖L (X) 6

(

Meωτ ‖C‖L (X,Y )

)2
.

Remark 3.2. In the autonomous context, W (t0, τ) = W (0, τ) for all t0, τ ∈ R+. Then, by
abuse of notation, we denote W (τ) = W (0, τ).
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Definition 3.3 (Observable subspace). For all τ ∈ [0, T ], let

Oτ = (kerW (0, τ))⊥ . (3.1)

be the observable subspace at time τ of the pair (T, C). If T = +∞, let

O =
⋃

τ>0

Oτ . (3.2)

be the observable subspace of the pair (T, C).

The sequence (Oτ )τ>0 is a non-decreasing sequence of closed linear subspaces. Hence,
O = limτ→+∞ Oτ , and it may be seen as the observable subspace in infinite time of the pair
(T, C).

Our results rely on a weak detectability hypothesis defined as follows.

Definition 3.4. The pair ((A(t))t∈[0,T ], C) is said to be µ-weakly detectable for some µ > 0 if
for all t ∈ [0, T ],

〈A(t)x, x〉X 6 µ ‖Cx‖2
Y , ∀x ∈ D. (3.3)

We now state our main results about the convergence of the asymptotic observer and the
back and forth observer. In general, the convergence holds only in the weak topology.

3.1 Weak asymptotic observer

Theorem 3.5. Assume that T = +∞ and ((A(t))t>0, C) is µ-weakly detectable and r > µ.
Assume that there exist an increasing positive sequence (tn)n>0 → +∞ and an evolution system
(T∞(t, s))06s6t on X such that for all τ > 0,

‖T(tn + t, tn) − T∞(t, 0)‖L (X) → 0 as n → +∞ uniformly in t ∈ [0, τ ], (3.4)

Let O be the observable subspace of the pair (T∞, C). Then for all ε0 ∈ X,

ΠOS(tn, 0)ε0
w−−⇀

n→+∞
0. (3.5)

Moreover, if (tn+1 − tn)n>0 is bounded and O = X, then (2.3) is a weak asymptotic observer
of (2.1).

The proof of Theorem 3.5 is given in Section 5.1. In the autonomous context, every
increasing positive sequence (tn)n>0 → +∞ is such that T(tn + t, tn) = T(t) for all t > 0.
Hence (3.5) holds for all such sequence (tn)n>0 and with O the observable subspace of (T, C).
This leads to the following corollary.

Corollary 3.6. Suppose that (2.1) is autonomous, (A,C) is µ-weakly detectable and r > µ. Let
O be the observable subspace of (T, C). Then, (2.3) is a weak asymptotic O-observer of (2.1).

3.2 Weak back and forth observer

Theorem 3.7. Assume that T < +∞ and (T(t, s))06s,t6T is a bi-directional evolution system.
Suppose that both ((A(t))t∈[0,T ], C) and ((−A(t))t∈[0,T ], C) are µ-weakly detectable and r > µ.
Let OT be the observable subspace at time T of the pair (T, C). Then, (2.5-2.8) is a weak back
and forth OT -observer of (2.1).

The proof of Theorem 3.7 is given in Section 5.2. Under additional assumptions on the
system, the strong convergence of the observers holds.
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3.3 Strong asymptotic observer

Theorem 3.8. Assume that T = +∞. Suppose that there exists τ > 0 such that t 7→ A(t) is
τ -periodic. Let Oτ be the observable subspace at time τ of the pair (T, C).

(i) Suppose that ((A(t))t>0, C) is µ-weakly detectable and r > µ. Assume that S(τ, 0) is
normal and bounded from below. If Oτ = X, then (2.3) is a strong asymptotic observer
of (2.1).

(ii) If A(t) is skew-adjoint for all t ∈ R+, then (2.3) is a strong asymptotic Oτ -observer
of (2.1) for all r > 0.

The proof of Theorem 3.8 is given in Section 5.3.

3.4 Strong back and forth observer

Theorem 3.9. Assume that T < +∞ and (T(t, s))06s,t6T is a bi-directional evolution system.
Let OT be the observable subspace at time T of the pair (T, C).

(i) Suppose that both ((A(t))t∈[0,T ], C) and ((−A(t))t∈[0,T ], C) are µ-weakly detectable and
r > µ. Assume that S−(0, T ) = S+(T, 0)∗ and is normal. If OT = X, then (2.5-2.8) is a
strong back and forth observer of (2.1).

(ii) [12, Theorem 1.1.2] In the autonomous context, if A is skew-adjoint, then (2.3) is a
strong back and forth OT -observer of (2.1) for all r > 0.

The proof of Theorem 3.9 is given in Section 5.4.

4 Discussion on the results

4.1 About observability

For infinite-dimensional systems, there are several observability concepts that are not equiv-
alent (see, e.g., [28, Chapter 6] in the autonomous context), contrary to the case of finite-
dimensional systems. In particular, one can distinguish the two following main concepts.

Definition 4.1 (Exact observability). The pair ((A(t))t∈[0,T ], C) is said to be exactly observ-
able on (t0, t0 + τ) ⊂ [0, T ] if there exists δ > 0 such that

〈W (t0, τ)z0, z0〉X > δ ‖z0‖2
X , ∀z0 ∈ X. (4.1)

Definition 4.2 (Approximate observability). The pair ((A(t))t∈[0,T ], C) is said to be approx-
imately observable on (t0, t0 + τ) ⊂ [0, T ] if W (t0, τ) is injective.

Clearly, the exact observability of a pair on some time interval implies its approximate ob-
servability, and the concepts are equivalent in finite-dimension. The approximate observability
in time τ is equivalent to the fact that Oτ , the observable subspace in time τ of (T, C), is equal
to the whole state space X. Our results focus on approximate observability-like assumptions,
since the exact observability has already been deeply investigated for both the asymptotic
observer and the BFN algorithm (see e.g., [17, 24]). When the observable subspace is not the
full state space, the observers reconstruct only the observable part of the state.
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4.2 About weak detectability

Remark 4.3. A pair ((A(t))t>0, C) is said to be detectable if for all pairs of trajectories (z1, z2)
of (2.1), if Cz1(t) = Cz2(t) for all t > 0, then (z1(t) − z2(t)) → 0 as t → +∞. This definition
is equivalent to the usual definition of detectability in finite-dimension. However, several
definitions may be chosen in infinite-dimension, that are all equivalent in finite-dimension.
In this remark, we show how (3.3) may be seen as a weak detectability hypothesis. Let
((A(t))t∈[0,T ], C) be µ-weakly detectable for some µ > 0. Then Lemma 5.3, that is proved in
Section 5.1, states that S is a contraction evolution system,i.e., ‖S(t, s)‖L (X) 6 1 for 0 6 s 6

t 6 T . Consider (z1, z2) two trajectories of (2.1) such that Cz1(t) = Cz2(t) for all t ∈ [0, T ].
Then z1 and z2 are also trajectories of (2.3), and z1 − z2 is a trajectory of (2.4). Therefore,
for all 0 6 s 6 t 6 T ,

‖z1(t) − z2(t)‖X = ‖S(t, s)(z1(s) − z2(s))‖X 6 ‖z1(s) − z2(s)‖X .

Hence, [0, T ] ∋ t 7→ ‖z1(t) − z2(t)‖X is non-increasing. This property is indeed weaker than
the usual detectability hypothesis, which would state that ‖z1(t) − z2(t)‖X tends to 0 as t goes
to infinity.

Remark 4.4. When stating that a pair ((A(t))t∈[0,T ], C) is µ-weakly detectable, we actually
state that the pair is uniformly weakly detectable, in the sense that the detectability constant
µ is independent of the time t ∈ [0, T ]. Therefore, this assumption is stronger than the weak
detectability of each pair (A(t), C) for t ∈ [0, T ]. However, if T < +∞ or t 7→ A(t) is periodic,
then the two statements are equivalent, due to the continuity of [0, T ] ∋ t 7→ A(t)x for all
x ∈ D.

Remark 4.5. If A(t) is a dissipative operator for all t ∈ [0, T ], that is,

〈A(t)x, x〉X 6 0, ∀t ∈ [0, T ], (4.2)

then the pair ((A(t))t∈[0,T ], C) is 0-weakly detectable for any output operator C ∈ L (X,Y ).
This assumption is the one usually made in the literature to prove the weak convergence of
a Luenberger-like observer in infinite-dimension (see, e.g., [10, 27, 31]). Therefore, the weak
detectability hypothesis may be seen as a weakening of the dissipativity hypothesis, relying on
the output operator.

Remark 4.6. If there exist a bounded self-adjoint operator P ∈ L (X), α > 0 and µ > 0 such
that

〈x, Px〉X > p ‖x‖2
X , 〈Px,A(t)x〉X 6 µ ‖Cx‖2

Y , ∀x ∈ D, ∀t ∈ [0, T ], (4.3)

then the pair ((A(t))t∈[0,T ], C) is µ-weakly detectable provided one endows the Hilbert space
X with the inner product 〈P ·, ·〉X . Note that in this case the operator C∗ is the adjoint of
C ∈ L (X,Y ) with respect to this new inner product, i.e., 〈C·, ·〉Y = 〈P ·, C∗·〉X . Actually, if
X is finite-dimensional, the existence of P (which is then a positive-definite matrix) such that
(4.3) holds is a necessary condition for the existence of an asymptotic observer.

Remark 4.7. In the context of BFN, we require that ((A(t))t∈[0,T ], C) and ((−A(t))t∈[0,T ], C)
are both µ-weakly detectable. This is equivalent to state that

|〈A(t)x, x〉X | 6 µ ‖Cx‖2
Y , ∀x ∈ D. (4.4)

Note that the considered inner product on X is the same for both the forward and the backward
observer. If one must change the inner product with a self-adjoint operator P as in Remark 4.6,
then this change must be done for both observers. In [15], the authors proved in the autonomous
finite-dimensional context the existence of such a common operator P for both A and −A, but
the question remains open in infinite-dimension.
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Remark 4.8. The parameter r > 0 is the observer gain. If A(t) is a dissipative operator
for all t ∈ [0, T ], then the convergence results hold for all gain r > 0. Otherwise, the gain
must be chosen high enough in order to make up the lack of dissipativity, which is replaced
by weak detectability. Obviously, if a pair is µ-weakly detectable for some µ > 0, then it is
also λ-weakly detectable for all λ > µ. This class of observer is what is called observers with
infinite gain margin since r can be taken as large as requested.

4.3 About the results

Remark 4.9. Our results are linked with the existing literature in the following way. If
A(t) = A +

∑p
i=1 ui(t)Bi where A,B0, . . . , Bp are skew-adjoint generators of unitary groups

on X and u1, . . . , up are bounded, then Theorem 3.5 is an extension of [10, Theorem 7] to
the case where the system is not approximately observable in some finite time. The proofs
of Theorems 3.5 and 3.7 follow the path of this seminal paper. In the autonomous context,
we recover the usual weak asymptotic observer in Corollary 3.6. Theorem 3.7 states that only
weak convergence of the BFN algorithm holds in general. Following the way paved by G. Haine
in [12], we prove in Theorem 3.9 that the convergence is actually strong under some additional
assumptions. We recall and extend [12, Theorem 1.1.2] in Theorem 3.9. In particular, we
consider non-autonomous systems and do not necessarily assume that A(t) is skew-adjoint for
all t ∈ [0, T ]. Moreover, we adapt this technique to the usual asymptotic observer to prove the
strong convergence in the case of periodic systems in Theorem 3.8. We do not investigate any
exact observability-like assumptions, since [19,26,30] and [17,24] solved the question, at least
in the autonomous case, in the asymptotic context and back and forth context respectively.

Remark 4.10. In Theorem 3.5, one of the hypotheses is the existence of an increasing positive
sequence (tn)n>0 → +∞ and an evolution system (T∞(t, s))06s6t on X such that ‖T(tn+t, tn)−
T∞(t, 0)‖L (X) → 0 as n → +∞ uniformly in t ∈ [0, τ ] for all τ > 0. Checking this hypothesis
may be a difficult task in general. However, [16, Theorem 10.2] states sufficient conditions
on the family of generators (A(t))t>0 for the existence of such a sequence. In Section 6.1, we
show how to check this property on a time-varying one-dimensional transport equation with
periodic boundary conditions.

Remark 4.11. One of the steps of the proof of Theorem 3.5 (see Section 5.1) is to show that
for all ε0 ∈ D, ε : t 7→ S(t, 0)ε0 satisfies

∫ t0+τ

t0

‖Cε(t)‖2
Y dt −→

t0→+∞
0, ∀τ > 0. (4.5)

This does not yields a priori that Cε(t) → 0 as t goes to infinity. However, if there exists a
positive constant α > 0 such that for all t > 0,

‖C∗CA(t)x‖X 6 α ‖x‖X , (4.6)

then Cε(t) −→
t→+∞

0. Indeed, (5.4) will yield

∫ +∞

0
‖Cε(t)‖2

Y dt < +∞. (4.7)

Moreover, for all t > 0,

1
2

d
dt

‖Cε(t)‖2
Y = 〈Cε(t), Cε̇(t)〉Y
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= 〈Cε(t), CAε(t)〉Y − r 〈Cε(t), CC∗Cε(t)〉Y

= 〈ε(t), C∗CAε(t)〉X − r ‖C∗Cε(t)‖2
X

6 α ‖ε0‖2
X

since S(t, 0) is proved to be a contraction in Lemma 5.3. Thus, ‖Cε‖2
Y is an integrable positive

function, with bounded derivated. Hence, according to Barbalat’s lemma, ‖Cε(t)‖2
Y → 0 as

t → +∞.
A similar result (with a similar proof) hold for the BFN algorithm. Assume that all

the hypotheses of Theorem 3.7 hold. If C∗CA is bounded as an operator from (D, ‖·‖X) to
(X, ‖·‖X), then Cε2n(0) → 0 as n → +∞.

5 Proofs of the results

This section is devoted to the proofs of the results stated in Section 3. The following remark
allows us to reformulate the weak convergence results.

Remark 5.1. For any closed linear subspace O of X and any sequence (xn)n>0 in X, recall
that ΠOxn

w
⇀ 0 as n → +∞ if and only if, for all ψ ∈ X, 〈ΠOxn, ψ〉X → 0. As an orthogonal

projection, ΠO is a self-adjoint operator, i.e., ΠO = Π∗
O, and ran ΠO = O. Hence, ΠOxn

w
⇀ 0

as n → +∞ if and only if, for all ψ ∈ O, 〈ΠOxn, ψ〉X → 0.

All the weak convergence results are proved in the following in accordance with this re-
mark. For example, to prove that (2.3) is a weak asymptotic O-observer, we prove that
〈ΠOS(t, 0)ε0, ψ〉X → 0 as t → +∞ for all ε0 ∈ X and all ψ ∈ O. We proceed similarly in the
back and forth context.

Lemma 5.2. For all n ∈ N, let Ln ∈ L (X) be a linear contraction, that is, ‖Ln‖L (X) 6 1.
Let U, V ⊂ X.

(i) If

Lnε0 −→
n→+∞

0, ∀ε0 ∈ U

then

Lnε0 −→
n→+∞

0, ∀ε0 ∈ U.

(ii) If

〈Lnε0, ψ〉X −→
n→+∞

0, ∀ε0 ∈ U, ∀ψ ∈ V,

then

〈Lnε0, ψ〉X −→
n→+∞

0, ∀ε0 ∈ U, ∀ψ ∈ V .

Proof of (i). Let ε0 ∈ U and η > 0. Then there exists ε̃0 ∈ U such that ‖ε0 − ε̃0‖X 6 η.
Moreover, there exists N ∈ N such that for all n > N , ‖Lnε̃0‖X 6 η. Then, for all n > N ,

‖Lnε0‖X 6 ‖Lnε̃0‖X + ‖ε̃0 − ε0‖X 6 2η

since Ln is a contraction. Hence Lnε0 → 0 as n → +∞.
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Proof of (ii). Let ε0 ∈ U , ψ ∈ V and η > 0. Then there exist ε̃0 ∈ U and ψ̃ ∈ V such that
‖ε0 − ε̃0‖X 6 η and

∥

∥

∥ψ − ψ̃
∥

∥

∥

X
6 η. Moreover, there exists N ∈ N such that for all n > N ,

∣

∣

∣

〈

Lnε̃0, ψ̃
〉

X

∣

∣

∣ 6 η. Then, for all n > N ,

|〈Lnε0, ψ〉X | 6
∣

∣

∣

〈

Lnε̃0, ψ̃
〉

X

∣

∣

∣+
∣

∣

∣

〈

Ln(ε0 − ε̃0), ψ̃
〉

X

∣

∣

∣

+
∣

∣

∣

〈

Lnε̃0, ψ − ψ̃
〉

X

∣

∣

∣+
∣

∣

∣

〈

Ln(ε0 − ε̃0), ψ − ψ̃
〉

X

∣

∣

∣

6

(

1 +
∥

∥

∥ψ̃
∥

∥

∥

X
+ ‖ε̃0‖X + η

)

η.

Hence 〈Lnε0, ψ〉X → 0 as n → +∞.

5.1 Proof of Theorem 3.5

The proof relies on the two following lemmas. The first one shows how the weak detectability
is used in the proof, while the second one states a continuity property of the observability
Gramian. We adapt the steps of the proof of [10, Theorem 7]. In this section, assume that
T = +∞.

Lemma 5.3. If ((A(t))t>0, C) is µ-weakly detectable and r > µ, then S is a contraction
evolution system, that is,

‖S(t, s)‖L (X) 6 1, ∀t > s > 0. (5.1)

Proof. Since D is dense in X, it is sufficient to show that

‖S(t, t0)ε0‖X 6 ‖ε0‖X (5.2)

for all ε0 ∈ D and all t > t0 > 0. Let t0 > 0, ε0 ∈ D and set ε(t) = S(t, t0)ε0 for all t > t0.
Then ε ∈ C1([0,+∞),X) and for all t > t0,

1
2

d
dt

‖ε(t)‖2
X = 〈ε(t), ε̇(t)〉X

= 〈ε(t), A(t)ε(t)〉X − r 〈ε(t), C∗Cε(t)〉X

6 −(r − µ) ‖Cε(t)‖2
Y (since ((A(t))t>0, C) is µ-weakly detectable) (5.3)

6 0

since r > µ. Hence [t0,+∞) ∋ t 7→ ‖ε(t)‖2
X is non increasing, which yields (5.2) since ε(t0) =

ε0.

Lemma 5.4. If there exist an increasing positive sequence (tn)n>0 → +∞ and an evolution
system (T∞(t, s))06s6t on X such that ‖T(tn + t, tn) − T∞(t, 0)‖L (X) → 0 as n → +∞ for all
t > 0, then ‖W (tn, τ) −W∞(0, τ)‖L (X) → 0 as n → +∞.

Proof. For all z0 ∈ X,

‖(W (tn, τ) −W∞(0, τ))z0‖X

6

∫ τ

0
‖C‖2

L (X,Y )‖T(tn + t, tn) − T∞(t, 0)‖2
L (X) ‖z0‖X

6 τ‖C‖2
L (X,Y ) ‖z0‖X sup

t∈[0,τ ]
‖T(tn + t, tn) − T∞(t, 0)‖2

L (X).

Hence, ‖W (tn, τ) −W∞(0, τ)‖L (X) → 0 as n → +∞.
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Proof of Theorem 3.5. According to Lemma 5.3, S is a contraction evolution system. Hence,
applying Lemma 5.2 (ii) with Ln = S(tn, 0) for n ∈ N, it is sufficient to show (3.5) for all ψ ∈
∪τ>0(kerW∞(0, τ))⊥ and all ε0 ∈ D since D is dense is X. Let ε0 ∈ D and set ε(t) = S(t, 0)ε0

for all t > 0. Since S is a contraction, ‖ε‖X is non-increasing and whence converges to a finite
limit. Equation (5.3) yields for all t0, τ > 0,

∫ t0+τ

t0

‖Cε(t)‖2
Y dt 6

1
2(r − µ)

(

‖ε(t0)‖2
X − ‖ε(t0 + τ)‖2

X

)

. (5.4)

Hence,
∫ t0+τ

t0

‖Cε(t)‖2
Y dt −→

t0→+∞
0. (5.5)

According to Duhamel’s formula, for all t > t0 > 0,

ε(t) = T(t, t0)ε(t0) − r

∫ t

t0

T(t, s)C∗Cε(s)ds. (5.6)

Then

W (t0, τ)ε(t0) =
∫ t0+τ

t0

T(t, t0)∗C∗CT(t, t0)ε(t0)dt

=
∫ t0+τ

t0

T(t, t0)∗C∗Cε(t)dt

+ r

∫ t0+τ

t0

T(t, t0)∗C∗C

∫ t

t0

T(t, s)C∗Cε(s)dsdt.

By (2.2) and because C is bounded, we have

‖W (t0, τ)ε(t0)‖X 6Meωτ ‖C‖L (X,Y )

∫ t0+τ

t0

‖Cε(t)‖Y dt

+ rτM2e2ωτ ‖C‖3
L (X,Y )

∫ t0+τ

t0

‖Cε(t)‖Y dt.

Hence
W (t0, τ)ε(t0) −→

t0→+∞
0, ∀τ > 0. (5.7)

Now, let (tn)n>0 and (T∞(t, s))06s6t be as in the hypotheses of Theorem 3.5. Let Ω the set
of limit points of (ε(tn))n>0 for the weak topology of X, that is, the set of points ξ ∈ X such
that there exists a subsequence (nk)k>0 such that ε(tnk

) w
⇀ ξ as k → +∞. Since ε is bounded

in X (because S is a contraction), by Kakutani’s theorem (see, e.g., [7, Theorem 3.17]), the
set {ε(tn), n ∈ N} is relatively weakly compact in X. Hence Ω is not empty. Let ξ ∈ Ω and
(ε(tnk

))k>0 be a subsequence converging weakly to ξ. Then, according to (5.7) and Lemma 5.4,

‖W∞(0, τ)ε(tnk
)‖X 6 ‖W (tnk

, τ)ε(tnk
)‖X

+ ‖W∞(0, τ) −W (tnk
, τ)‖L (X) ‖ε0‖X

−→
k→+∞

0.

Hence ξ ∈ kerW∞(0, τ). Thus Ω ⊂ kerW∞(0, τ). Let ψ ∈ X. By definition of Ω, and since ε
is bounded, for all η > 0, there exists N ∈ N such that for all n > N , there exists ξn ∈ Ω such
that

| 〈ε(tn) − ξn, ψ〉X | 6 η.
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Then, if ψ ∈ (kerW∞(0, τ))⊥, 〈ξn, ψ〉X = 0 which yields

|〈ε(tn), ψ〉X | 6 |〈ε(tn) − ξn, ψ〉X | + |〈ξn, ψ〉X | 6 η.

Since this result holds for all τ > 0,

〈ε(tn), ψ〉X

w−−⇀
n→+∞

0, ∀ψ ∈
⋃

τ>0

(kerW∞(0, τ))⊥.

This conclude the proof of the first part of Theorem 3.5.

Now, assume moreover that ((tn+1 − tn))n>0 is bounded and O = X. It is sufficient to
prove that for all increasing positive sequence (τk)k>0 → +∞, ε(τk) w

⇀ 0 as k → +∞. For
all k ∈ N, let nk ∈ N be such that tnk

6 τk < tnk+1. Then sk = τk − tnk
is a non-negative

bounded sequence. Hence, up to an extraction of (tn)n>0, it is now sufficient to prove that
ε(tn + sn) w

⇀ 0 as n → +∞ for all non-negative bounded sequence (sn)n>0. Set s̄ = supn∈N sn.
For all ψ ∈ X,

|〈ε(tn + sn), ψ〉X | 6 |〈T∞(sn, 0)ε(tn), ψ〉X |
+ ‖(T(tn + sn, tn) − T∞(sn, 0))‖L (X) ‖ε0‖X ‖ψ‖X

+ ‖ε(tn + sn) − T(tn + sn, tn)ε(tn)‖X ‖ψ‖X .

By (3.4), and because (sn)n>0 is bounded, it follows that

‖(T(tn + sn, tn) − T∞(sn, 0))‖L (X) −→
n→+∞

0.

Using (2.2), (5.6) and the Cauchy-Schwarz inequality

‖ε(tn + sn) − T(tn + sn, tn)ε(tn)‖X 6 rMeωs̄‖C‖L (X,Y )

∫ tn+s̄

tn

‖Cε(t)‖Y dt

−→
n→+∞

0.

Hence, it remains to prove that T∞(sn, 0)ε(tn) w
⇀ 0 as n → +∞. For all t > 0, (2.2) and (3.4)

yield ‖T∞(t, 0)‖L (X) 6Meωt, and thus for ψ ∈ X,

|〈T∞(sn, 0)ε(tn), ψ〉X | 6Meωs̄ ‖ε0‖X ‖ψ‖X .

Let ℓ ∈ R and (nk)k>0 a subsequence such that
∣

∣〈T∞(snk
, 0)ε(tnk

), ψ〉X

∣

∣ → ℓ as k → +∞.
We now show that ℓ = 0 to end the proof. Since (sn)n>0 is bounded and s 7→ T∞(s, 0)∗ψ

is continuous in the strong topology of X, (T∞(snk
, 0)∗ψ)k>0 converges strongly up to a new

extraction of (snk
)k>0 to some ξ ∈ X. Then, for all k ∈ N,

∣

∣〈T∞(snk
, 0)ε(tnk

), ψ〉X

∣

∣ =
∣

∣〈ε(tnk
),T∞(snk

, 0)∗ψ〉X

∣

∣

6
∣

∣〈ε(tnk
), ξ〉X

∣

∣+ ‖T∞(snk
, 0)∗ψ − ξ‖X ‖ε0‖X

−→
k→+∞

0.

Thus ℓ = 0.
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5.2 Proof of Theorem 3.7

Assume that T < +∞ and (T(t, s))06s,t6T is a bi-directional evolution system. We adapt the
proof of Theorem 3.5 to the BFN algorithm (see Section 5.1). The lemmas involved and steps
of the proof are very similar.

Lemma 5.5. If both ((A(t))t∈[0,T ], C) and ((−A(t))t∈[0,T ], C) are µ-weakly detectable and r >
µ, then S+ (resp. S−) is a forward (resp. backward) contraction bi-directional evolution system,
that is,

‖S+(t, s)‖L (X) 6 1 and ‖S−(s, t)‖L (X) 6 1, ∀t > s > 0. (5.8)

Proof. Since D is dense in X, it is sufficient to show that

‖S+(t, t0)ε0‖X 6 ‖ε0‖X and ‖S−(t, t0)ε0‖X > ‖ε0‖X (5.9)

for all ε0 ∈ D and all t > t0 > 0. Let t0 > 0, ε0 ∈ D and set ε+(t) = S+(t, t0)ε0 and
ε−(t) = S−(t, t0)ε0 for all t > t0. Then εi ∈ C1([0,+∞),X) for i ∈ {0, 1} and for all t > t0,

1
2

d
dt

‖ε+(t)‖2
X = 〈ε+(t), ε̇+(t)〉X

= 〈ε+(t), A(t)ε+(t)〉X − r 〈ε+(t), C∗Cε+(t)〉X

6 −(r − µ) ‖Cε+(t)‖2
Y (since ((A(t))t>0, C) is µ-weakly detectable) (5.10)

6 0

and

1
2

d
dt

‖ε−(t)‖2
X = 〈ε−(t), ε̇−(t)〉X

= 〈ε−(t), A(t)ε−(t)〉X + r 〈ε−(t), C∗Cε−(t)〉X

> (r − µ) ‖Cε−(t)‖2
Y (since ((A(t))t>0, C) is µ-weakly detectable) (5.11)

> 0

since r > µ. Hence [t0,+∞) ∋ t 7→ ‖ε+(t)‖2
X is non-increasing and [t0,+∞) ∋ t 7→ ‖ε−(t)‖2

X is
non-decreasing, which yields (5.2) since ε+(t0) = ε−(t0) = ε0.

Proof of Theorem 3.7. According to Lemma 5.5, S+ (resp. S−) is a forward (resp. backward)
contraction bi-directional evolution system. Let L = S−(0, T )S+(T, 0) ∈ L (X). Then Ln

is a contraction for all n ∈ N. Hence, applying Lemma 5.2 (ii), it is sufficient to show that
〈Lnε0, ψ〉X → 0 as n → +∞ for all ψ ∈ ∪τ>0(kerW (0, T ))⊥ and all ε0 ∈ D since D is dense
is X. Let ε0 ∈ D and set ε2n(t) = S+(t, 0)Lnε0 for all t > 0 and all n ∈ N. Since L is
a contraction,

∥

∥ε2n(0)
∥

∥

X
is non-increasing and thus has a finite limit as n goes to infinity.

Moreover,
∥

∥

∥ε2n(T )
∥

∥

∥

X
= ‖S+(T, 0)Lnε0‖X =

∥

∥

∥S−(T, 0)Ln+1ε0

∥

∥

∥

X

=
∥

∥

∥S−(T, 0)ε2(n+1)(0)
∥

∥

∥

X
>

∥

∥

∥ε2(n+1)(0)
∥

∥

∥

X
.

Then (5.10) yields for all n ∈ N

∫ T

0

∥

∥

∥Cε2n(t)
∥

∥

∥

2

Y
dt 6

1
2(r − µ)

(

∥

∥

∥ε2n(0)
∥

∥

∥

2

X
−
∥

∥

∥ε2n(T )
∥

∥

∥

2

X

)
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6
1

2(r − µ)

(

∥

∥

∥ε2n(0)
∥

∥

∥

2

X
−
∥

∥

∥ε2(n+1)(0)
∥

∥

∥

2

X

)

.

Hence,
∫ T

0

∥

∥

∥Cε2n(t)
∥

∥

∥

2

Y
dt −→

n→+∞
0. (5.12)

According to Duhamel’s formula, for all n ∈ N,

ε2n(t) = T(t, 0)ε2n(0) − r

∫ t

0
T(t, s)C∗Cε2n(s)ds. (5.13)

Then

W (0, T )ε2n(0) =
∫ T

0
T(t, 0)∗C∗CT(t, 0)ε2n(0)dt

=
∫ T

0
T(t, 0)∗C∗Cε2n(t)dt

+ r

∫ T

0
T(t, 0)∗C∗C

∫ t

0
T(t, s)C∗Cε2n(s)dsdt.

According to (2.2) and because C is bounded, ‖T(t, s)‖L (X) 6Meω(t−s) for 0 6 s 6 t 6 T ,

∥

∥

∥W (0, T )ε2n(0)
∥

∥

∥

X
6MeωT ‖C‖L (X,Y )

∫ T

0

∥

∥

∥Cε2n(t)
∥

∥

∥

Y
dt

+ rTM2e2ωT ‖C‖3
L (X,Y )

∫ T

0

∥

∥

∥Cε2n(t)
∥

∥

∥

Y
dt.

Hence W (0, T )ε2n(0) → 0 as n → +∞.

Now, let Ω the set of limit points of (ε2n(0))n>0 for the weak topology of X, that is, the
set of points ξ ∈ X such that there exists a subsequence (nk)k>0 such that ε2nk (0) w

⇀ ξ as
k → +∞. Since (ε2n(0))n>0 is bounded in X (because L is a contraction), by Kakutani’s
theorem (see, e.g., [7, Theorem 3.17]), the set {ε2n(0), n ∈ N} is relatively weakly compact in
X. Hence Ω is not empty. Let ξ ∈ Ω and (ε2nk (0))k>0 be a subsequence converging weakly to
ξ. Then W (0, T )ξ = 0 by uniqueness of the weak limit. Thus Ω ⊂ kerW (0, T ). Let ψ ∈ X.
By definition of Ω, and since (ε2n(0))n>0 is bounded, for all η > 0, there exists N ∈ N such
that for all n > N , there exits ξn ∈ Ω such that

|
〈

ε2n(0) − ξn, ψ
〉

X
| 6 η.

Then, if ψ ∈ (kerW (0, T ))⊥, 〈ξn, ψ〉X = 0 which yields
∣

∣

∣

〈

ε2n(0), ψ
〉

X

∣

∣

∣ 6

∣

∣

∣

〈

ε2n(0) − ξn, ψ
〉

X

∣

∣

∣+ |〈ξn, ψ〉X | 6 η,

i.e.,

〈

ε2n(0), ψ
〉

X

w−−⇀
n→+∞

0, ∀ψ ∈
⋃

τ>0

(kerW (0, T ))⊥.

This ends the proof of Theorem 3.7.
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5.3 Proof of Theorem 3.8

First, consider the following invariance lemma in the case where A(t) is skew-adjoint for all
t ∈ R+.

Lemma 5.6. Assume that T = +∞ and A(t) is skew-adjoint for all t ∈ R+. Let τ > 0 such
that t 7→ A(t) is τ -periodic. Let Oτ be the observable subspace at time τ of the pair (T, C). Let
L = S(τ, 0)∗

S(τ, 0). Then LOτ ⊂ Oτ and LO⊥
τ ⊂ O⊥

τ .

Remark 5.7. This lemma is an interesting result in itself. It implies that the dynamics of
the error system (2.7-2.8) may be decomposed on the two subspaces Oτ and O⊥

τ . There-
fore, the initial estimation of the unobservable part of the system ΠO⊥

τ
ẑ0 does not affect the

reconstruction of the observable part ΠOτ z(t) at all.

Proof of Lemma 5.6. Set A(−t) = A(t) for all t ∈ R+. According to [11, Chapter 3, Lemma
1.1], since A(t) is skew-adjoint for all t ∈ R, it is the generator of a unitary bi-directional
evolution system, still denoted by T. In particular, for all t > s > t0 ∈ R, T(t, s)∗

T(t, t0) =
T(s, t0).

Let ε0 ∈ D ∩ Oτ . For all ψ ∈ O⊥
τ = kerW (0, τ), the Duhamel’s formula (5.6) yields

〈Lε0, ψ〉X = 〈S(τ, 0)ε0,S(τ, 0)ψ〉X

= 〈ε0,T(τ, 0)∗
S(τ, 0)ψ〉X − r

∫ τ

0
〈CS(s, 0)ε0, CT(τ, s)∗

T(τ, 0)ψ〉X ds.

Since ψ ∈ kerW (0, τ), CT(s, 0)ψ and S(s, 0)ψ = T(s, 0)ψ = 0 for all s ∈ [0, τ ]. Thus,
〈Lε0, ψ〉X = 0, i.e., Lε0 ∈ Oτ for all ε0 ∈ Oτ . Now, let ε0 ∈ O⊥

τ and ψ ∈ Oτ . Since L

is self-adjoint, 〈Lε0, ψ〉X = 〈ε0, Lψ〉X = 0 from above. Hence, Lε0 ∈ O⊥
τ .

Proof of Theorem 3.8. Let τ > 0 be as in the assumptions of the theorem, and set L =
S(τ, 0)∗

S(τ, 0). Assume that A(t) is skew-adjoint for all t ∈ R+. Then, according to Remark 4.5,
((A(t))t>0, C) is 0-weakly dissipative. Moreover, reasoning as in the proof of Lemma 5.6, S is
actually a bi-directional evolution system. Hence S(τ, 0) is bounded from below. Moreover,
Lemma 5.6 claims that LOτ ⊂ Oτ and LO⊥

τ ⊂ O⊥
τ . Obviously, it is also the case if Oτ = X.

Now, assume that ((A(t))t>0, C) is µ-weakly dissipative and r > µ. It remains to prove
that (2.3) is a strong asymptotic Oτ -observer of (2.1) if S(τ, 0) is normal and bounded from
below and the invariance property LOτ ⊂ Oτ and LO⊥

τ ⊂ O⊥
τ is satisfied.

For all ε0 ∈ X,

〈Lnε0, ε0〉X = ‖S(τ, 0)nε0‖2
X (since S(τ, 0) is normal)

= ‖S(nτ, 0)ε0‖2
X (since t 7→ A(t) is τ -periodic).

Hence, according to Lemma 5.3, L is a contraction and if 〈Lnε0, ε0〉X → 0 as n → +∞, then
S(t, 0)ε0 → 0 as t → +∞. According to the invariance property of Oτ , ΠOτL = LΠOτ . Thus,
applying Lemma 5.2 (i), it is sufficient to prove that for all ε0 ∈ D ∩ Oτ , Lnε0 →0 as n → +∞
since D is dense in X and Ln is a contraction for all n ∈ N.

The proof is an adaptation of the strategy developed in [12, Theorem 1.1.2]. First, we
investigate the properties of L. It is self-adjoint positive-definite since S(τ, 0) is bounded from
below. Let ε0 ∈ D ∩ Oτ . The hypotheses of Lemma 5.3 hold. Hence, S is a contraction
evolution system, and (5.3) yields

〈Lε0, ε0〉X = ‖S(τ, 0)ε0‖2
X 6 ‖ε0‖2

X − 2(r − µ)
∫ τ

0
‖CS(t, 0)ε0‖2

Y dt. (5.14)
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Hence

‖Lε0‖2
X = 〈LS(τ, 0)ε0,S(τ, 0)ε0〉X (since S(τ, 0) is normal)

6 ‖S(τ, 0)ε0‖2
X − 2(r − µ)

∫ τ

0
‖CS(t, 0)S(τ, 0)ε0‖2

Y dt

6 ‖ε0‖2
X − 2(r − µ)

∫ τ

0

(

‖CS(t, 0)S(τ, 0)ε0‖2
Y + ‖CS(t, 0)ε0‖2

Y

)

dt

6 ‖ε0‖2
X − 2(r − µ) 〈W (0, τ)ε0, ε0〉X .

Hence, ‖Lε0‖X < ‖ε0‖X if ε0 6= 0. Moreover, (5.3) yields for all ε0 ∈ X and all n ∈ N

〈

Ln+1ε0, ε0

〉

X
− 〈Lnε0, ε0〉X = ‖S((n+ 1)τ, 0)ε0‖2

X − ‖S(nτ, 0)ε0‖2
X

6 −2(r − µ)
∫ τ

0
‖CS(t, 0)S(nτ, 0)ε0‖2

Y dt

6 0.

Then (Ln)n>0 is a non-increasing sequence of bounded self-adjoint positive-definite operators
on the vector space Oτ (by the invariance property). Hence, according to [28, Lemma 12.3.2],
there exists a bounded self-adjoint positive-definite operator L∞ ∈ L (Oτ ) such that L∞ 6 Ln

for all n ∈ N and Lnε0 → L∞ε0 as n → +∞ for all ε0 ∈ Oτ . It remains to prove that L∞ = 0.
For all x1, x2 ∈ Oτ and all n ∈ N,

〈L∞x1, L∞x2〉X = 〈L∞x1, (L∞ − Ln)x2〉X + 〈(L∞ − Ln)x1, L
nx2〉X

+ 〈Lnx1, L
nx2〉X .

Since L is self-adjoint,

〈Lnx1, L
nx2〉X =

〈

L2nx1, x2

〉

X
−→

n→+∞
〈L∞x1, x2〉X .

Hence L2
∞ = L∞. Moreover, for all ε0 ∈ Oτ \ {0},

‖L∞ε0‖2
X =

〈

L2
∞ε0, ε0

〉

X
= 〈L∞ε0, ε0〉X 6

〈

L2ε0, ε0

〉

X
= ‖Lε0‖2

X < ‖ε0‖2
X .

Hence ‖L∞ε0‖2
X =

∥

∥L2
∞ε0

∥

∥

2
X
< ‖L∞ε0‖2

X if L∞ε0 6= 0. Thus L∞ε0 = 0 for all ε0 ∈ Oτ , which
ends the proof.

5.4 Proof of Theorem 3.9

Statement (ii) is a recall of the previous work of [12]. We adapt the method to prove State-
ment (i).

Proof of Theorem 3.9 (i). Assume that T < +∞ and (T(t, s))06s,t6T is a bi-directional evo-
lution system. Suppose that ((A(t))t∈[0,T ], C) and ((−A(t))t∈[0,T ], C) are µ-weakly detectable
and r > µ. Assume also that OT = X and S−(0, T ) = S+(T, 0)∗. We follow the same strategy
as in the proof of Theorem 3.8 (see Section 5.3).

Let L = S−(0, T )S+(T, 0) = S+(T, 0)∗
S+(T, 0) (as in the proof of Theorem 3.7, Section 5.2).

Then, it is sufficient to prove that for all ε0 ∈ Oτ , Lnε0 →0 as n → +∞. The operator L is
self-adjoint positive-definite since S(τ, 0) is bounded from below (since S is bi-directional). Let
ε0 ∈ X. The hypotheses of Lemma 5.5 hold. Hence, L is a contraction and (5.10) yields

〈Lε0, ε0〉X = ‖S+(T, 0)ε0‖2
X 6 ‖ε0‖2

X − 2(r − µ)
∫ τ

0
‖CS+(t, 0)ε0‖2

Y dt. (5.15)
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From there, the proof is identical to the proof of Theorem 3.8, from equation (5.14) to the end,
by replacing τ by T , S by S+ and Oτ by X. Hence, Lnε0 → 0 as n → ∞, which ends the proof
of Theorem 3.9.

6 Examples and applications

We provide two examples of applications of the main results of Section 3. First, we consider
the theoretical example of the one-dimensional time-varying transport equation with periodic
boundary conditions. Then, we apply the obtained results to a model of a batch crystallization
process in order to reconstruct the Crystal Size Distribution (CSD) from the Chord Length
Distribution (CLD).

6.1 One-dimensional time-varying transport equation with periodic bound-

ary conditions

As an example of the theory exposed in the former two sections we consider a one-dimensional
time-varying transport equation with periodic boundary conditions. More precisely, let x1 >

x0 > 0 and X = L2((x0, x1);R) the set of real-valued square-integrable functions over (x0, x1),
endowed with the inner product 〈f, g〉X =

∫ x1
x0
fg for all f, g ∈ X.

Let D = {f ∈ X | f(x0) = f(x1), f ′ ∈ X} and G ∈ C1([0, T ],R) For all t > 0, let

A(t) : D −→ X

f 7−→ −G(t)
df
dx
.

Then A(t) is a skew-adjoint operator for all t > 0. Hence (A(t))t>0 is a stable family of
generators of strongly continuous groups that share the same domain D. Moreover t 7→ A(t)f
is continuously differentiable for all f ∈ D since G is of class C1. Then [23, Chapter 5, Theorem
4.8] ensures that (A(t))t∈[0,T ] is the generator of a unique bi-directional unitary (i.e., forward
and backward contraction) evolution system on X denoted by (T(t, s))06s6t. Moreover, T(t, s)
is defined for all t > s > 0 and all z0 ∈ X by

(T(t, s)z0)(x) = z0(v(x, t, s)), (6.1)

where

v(x, t, s) = x0 +
((

x− x0 −
∫ t

s
G(τ)dτ

)

mod (x1 − x0)
)

(6.2)

for almost all x ∈ (x0, x1).
Hence, for all real Hilbert space Y and all output operator C ∈ L (X,Y ), the pair

((A(t))t∈[0,T ], C) is 0-weakly detectable, as well as the pair ((−A(t))t∈[0,T ], C). Consequently,
the transport equation with periodic boundary conditions is a good candidate to apply the
observer methodology previously developed, in both the asymptotic or back and forth context.
Moreover, in the asymptotic context, we have the following proposition, which is useful to
apply Theorem 3.5.

Proposition 6.1. Assume that T = +∞ and that both G and its derivative G′ are bounded.
If there exist G∞ ∈ C1(R+,R) and an increasing positive sequence (tn)n>0 → +∞ such that
G(tn + t) → G∞(t) as n → +∞ for all t > 0, then ‖T(tn + t, tn) − T∞(t, 0)‖L (X) → 0 as
n → +∞ uniformly in t ∈ [0, τ ] for all τ > 0, where T∞ is the evolution system generated by
(

−G∞(t) d
dx

)

t>0
.
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In particular, note that if G is periodic, then G and G′ are bounded and there exits a
bounded sequence (tn)n>0 and a constant G∞ > 0 such that ‖T(tn + t, tn) − T∞(t)‖L (X) → 0
as n → +∞ uniformly in t ∈ [0, τ ] for all τ > 0, where T∞ is the strongly continuous semigroup
generated by −G∞

d
dx

: D → X.

Proof of Proposition 6.1. It is a direct application of [16, Theorem 10.2.b]. The consistency
condition (C) of [16] is satisfied since for all z0 ∈ D,

A(tn + t)z0 = −G(tn + t)
dz0

dx
−→

n→+∞
−G∞(t)

dz0

dx
(6.3)

Moreover, (‖A(tn + t)z0‖X)n>0 is bounded by supR+
|G|

∥

∥

∥

dz
dx

∥

∥

∥

X
for all t > 0 and all z0 ∈ D.

For all z1, z2 ∈ D, all n ∈ N and all t, τ > 0, we have the following inequalities:

|〈A(tn + t+ τ)z1 −A(tn + t)z2, z1 − z2〉X |
6 |〈(A(tn + t+ τ) −A(tn + t))z1, z1 − z2〉X |

+ |〈A(tn + t)(z1 − z2), z1 − z2〉X |

6 |G(tn + t+ τ) −G(tn + t)|
∥

∥

∥

∥

dz1

dx

∥

∥

∥

∥

X

‖z1 − z2‖X

6 sup
R+

∣

∣G′
∣

∣ τ

∥

∥

∥

∥

dz1

dx

∥

∥

∥

∥

X

‖z1 − z2‖X .

Hence, the condition (E2u) of [16] is also satisfied. Therefore, all the hypotheses of [16, Theorem
10.2.b] are met, which ends the proof.

In the following sections, the form of the output operator is investigated. The two consid-
ered forms will be of use in the application of the results to a crystallization process.

6.1.1 Geometric conditions on the output operator

If the kernel of the output operator C ∈ L (X,Y ) satisfies some geometric conditions, then the
kernel of the observability Gramian of the system may be linked to the kernel of C. Indeed,
assume that there exists a set U ⊂ [x0, x1] such that

kerC = {f ∈ X | f |U = 0} , (6.4)

where f |U denotes the restriction of f to U . Then z0 ∈ kerW (t0, τ) for some t0, τ > 0 if and
only if (T(s, t0)z0) |U = 0 for almost all s ∈ (t0, t0 + τ), i.e., z0(v(x, s, t0)) = 0 for almost all
s ∈ (t0, t0 + τ) and almost all x ∈ U . Hence

kerW (t0, τ) = {f ∈ X | f |Umax = 0} (6.5)

where Umax = {v(x, s, t0), x ∈ U, s ∈ [t0, t0 + τ ]}. Moreover, note that

kerW (t0, τ)⊥ =
{

f ∈ X
∣

∣

∣ f |[x0,x1]\Umax
= 0

}

. (6.6)

This leads to the following result. Roughly speaking, it states that if the observation time τ
is sufficiently large for all the data to pass through the observation window [xmin, xmax], then
the observable part of the state is actually the full state.
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Proposition 6.2. Let [xmin, xmax] ⊂ [x0, x1]. Assume that kerC ⊂ {f ∈ X | f |[xmin,xmax] = 0}.
If

∣

∣

∣

∣

∫ t0+τ

t0

G(t)dt
∣

∣

∣

∣

> (x1 − x0) − (xmax − xmin), (6.7)

for some t0, τ > 0, then kerW (t0, τ) = {0}.

Proof. According to the previous remarks, it is sufficient to prove that Umax = [x0, x1] when
U = [xmin, xmax]. Clearly, U ⊂ Umax. Now, let x ∈ Umax \ U . Then there exists s ∈ [t0, t0 + τ ]
such that x = v(xmin, s, t0) (if

∫ t0+τ
t0

G(t)dt > 0) or x = v(xmax, s, t0) (if
∫ t0+τ

t0
G(t)dt 6 0).

6.1.2 Integral output operator with bounded kernel

Assume that the output operator C ∈ L (X,Y ) is an integral output operator with bounded
kernel, that is, there exists k ∈ L∞((x0, x1);Y ) (i.e., with ess supx∈(x0,x1) ‖k(x)‖Y < +∞) such
that

Cf =
∫ x1

x0

k(x)f(x)dx (6.8)

for all f ∈ X. Then, there is no time interval (t0, t0 +τ) ⊂ R+ such that the pair ((A(t))t>0, C)
is exactly observable on (t0, t0 + τ).

Proposition 6.3. If C ∈ L (X,Y ) satisfies (6.8) for some k ∈ L∞((x0, x1);Y ), then for all
t0, τ > 0 and all δ > 0, there exists z0 ∈ X such that

〈W (t0, τ)z0, z0〉X 6 δ ‖z0‖2
X . (6.9)

Hence, for such output operators, the convergence of an observer must rely on weaker
observability assumptions, such as the approximate observability. In the application of the
results to a crystallization process (see Section 6.2), the reader will find that C is precisely
an integral output operator with bounded kernel. This justifies the whole approach of the
paper, since our results are based on such weaker observability hypotheses (namely approximate
observability and not exact observability).

Proof of Proposition 6.3. Let t0, τ > 0, z0 ∈ X and z(t) = T(t0 + t, t0)z0 for all t > t0.
Since (x0, x1) is bounded, any f ∈ L2((x0, x1);R) is also integrable. Set ‖f‖L1((x0,x1);R) =
∫ x1

x0
|f(x)| dx. Then

〈W (t0, τ)z0, z0〉X =
∫ t0+τ

t0

‖Cz(t)‖2
Y dt

=
∫ t0+τ

t0

(
∫ x1

x0

‖k(x)z(t, x)‖Y dx
)2

dt

6

∫ t0+τ

t0

(
∫ x1

x0

‖k(x)‖Y |z(t, x)| dx
)2

dt

6 ‖k‖2
L∞((x0,x1);Y )

∫ t0+τ

t0

(
∫ x1

x0

|z(t, x)| dx
)2

dt

6 τ‖k‖2
L∞((x0,x1);Y ) sup

t∈[t0,t0+τ ]
‖z(t)‖2

L1((x0,x1);R).

Moreover, by the usual transport properties of v, we get for all t ∈ [t0, t0 + τ ] that

‖z(t)‖2
L1((x0,x1);R) = ‖z0(v(t, t0, ·))‖2

L1((x0,x1);R) = ‖z0‖2
L1((x0,x1);R).
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Hence

〈W (t0, τ)z0, z0〉X 6 τ‖k‖L∞((x0,x1);Y )‖z0‖2
L1((x0,x1);R).

The result follows from the fact that the norms ‖ · ‖L1((x0,x1);R) and ‖ · ‖L2((x0,x1);R) are not
equivalent.

Remark 6.4. According to Remark 4.11, the boundedness of C∗CA as an operator from
(D, ‖·‖X) to (X, ‖·‖X) is an interesting property for the convergence to 0 of the correction
term Cε of the observers. If we ask more regularity to the solutions of the transport equation,
then the integral output operators in the form of (6.8) satisfy this assumption. Indeed, assume
(in this remark only) that X = {f ∈ L2(x0, x1;R) | f ′ ∈ L2(x0, x1;R)} endowed with the inner
product 〈f, g〉X =

∫ x1
x0

(fg + f ′g′) and Dnew = {f ∈ X | f(x1) = f(x1), f ′(x1) = f ′(x1), f ′′ ∈
L2(x0, x1;R)}. Then, for all z0 ∈ Dnew,

‖CAz0‖2
Y 6

(
∫ x1

x0

∥

∥

∥

∥

k(x)
dz0

dx
(x)
∥

∥

∥

∥

Y

dx

)2

6 ‖k‖L∞((x0,x1),Y )

(
∫ x1

x0

∣

∣

∣

∣

dz0

dx
(x)
∣

∣

∣

∣

dx

)2

6 ‖k‖L∞((x0,x1),Y )(x1 − x0) ‖z0‖2
X

by the Cauchy-Schwarz inequality. Thus, C∗CA ∈ L ((Dnew, ‖·‖X), (X, ‖·‖X)) since C is
bounded.

6.2 Estimation of the CSD from the CLD in a batch crystallization process

6.2.1 Modeling the batch crystallization process

In the chemical and pharmaceutical industries, the crystallization process is one of the simplest
and cheapest way to produce some pure solid. In order to control the physical and chemical
properties of the product, the control of the CSD is of major importance. Since there is
no effective measurement method able to determine the CSD online during the process, the
estimation of the CSD based on other measurements is a crucial issue. We consider the context
of a batch crystallization process. One of the simplest model of the process can be written as
follow :



















∂n

∂t
(t, x) +G(t)

∂n

∂x
(t, x) = 0, ∀(t, x) ∈ [0, T ] × [xmin, xmax]

n(0, ·) = n0

n(·, xmin) = u,

(6.10)

with the following notations:

• T is the experiment duration;

• [xmin, xmax] is the crystal size range. All crystals are assumed to be spherical with radius
x ∈ [xmin, xmax] where xmax > xmin > 0.

• n(t) is the CSD at time t;

• G is the growth kinetic, assumed size independent (McCabe hypothesis);

• u represents the nucleation. All new crystals have size xmin.
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Here G is supposed to be known, contrary to u and n. In practice, G can be estimated
via a simple model based on the solute concentration and the solubility thanks to solute
concentration and temperature sensors (see, e.g., [9, 29], or [21,22] for more detailed models).
We reformulate (6.10) in order to match our theoretical results. The size of the crystals is
supposed to be increasing, i.e., G(t) > 0 for all t ∈ [0, T ]. Assume that the maximal crystal
size xmax is never reached by any crystals in time T , i.e., n(t, xmax) = 0 for all t ∈ [0, T ].

Let x0 = xmin −
∫ T

0 G(s)ds and x1 = xmax. We introduce the initial state variable z0, given
for all x ∈ [x0, x1] by

z0(x) =











u

(

T (xmin−x)
∫ T

0
G(s)ds

)

if x0 6 x 6 xmin,

n0(x) otherwise.
(6.11)

Let X = L2(xmin, xmax). According to Section 6.1, there exists a unique z ∈ C0([0, T ];X)
solution of the abstract Cauchy problem







ż(t, x) = −G(t)
∂z

∂x
(t, x) ∀(t, x) ∈ [0, T ] × [x0, x1],

z(0) = z0

(6.12)

Moreover, (6.1) and (6.2) combined with (6.11) yield

z(t, xmin) = z0(xmin) = u(t)

for all t ∈ [0, T ]. Hence, z(t, x) = n(t, x) for all t ∈ [0, T ] and all x ∈ [xmin, xmax].
We are now in the context developed in the previous section of the one-dimensional trans-

port equation with periodic boundary conditions (since the right boundary term does not
influence z(t, xmin) on the time interval [0, T ]). Our goal is to reconstruct offline the initial
CSD n0 = z0|[xmin,xmax] thanks to the BFN algorithm. We now introduce an output operator
C.

6.2.2 Modeling the FBRM® technology

The focused beam reflectance measurement (FBRM®) technology is an in situ sensor that
measures data online during a crystallization process. The probe is equipped with a laser beam
in rotation that scans across the particles. While the beam hit a particle, light is backscattered
to the probe. The sensor counts the number of distinct light pulses and their duration. For
each pulse, a length on a particle (i.e., a chord length) can be determined, since the rotation
speed of the beam is known and the speed of the particle is supposed to be insignificant. Hence,
one can deduce the CLD of the particles. The reader may refer to [5, 18, 25] for more details
about this technology, and how it is linked to the CLD.

At a fixed time t ∈ [0, T ], for a given CSD n(t, ·) of spherical particles, the corresponding
cumulative CLD q(t, ·) supposed to be measured by the FBRM® probe can be written as

q(t, ℓ) =
∫ xmax

xmin

k(x, ℓ)n(t, x)dx, ∀ℓ ∈ [0, 2xmax], (6.13)

where ℓ represents the length of a chord and k, defined in [8, 18], satisfies

k(x, ℓ) = 1 − χ[0,2x[(ℓ)

√

1 −
(

ℓ

2x

)2

, ∀(ℓ, x) ∈ [0, 2xmax ] × [xmin, xmax], (6.14)
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where χ[0,2x[ is the characteristic function of [0, 2x). Set Y = L2((ℓmin, ℓmax);R) with ℓmin = 0
and ℓmax = 2xmax. Let C ∈ L (X,Y ) be defined by

C : X −→ Y

f 7−→ ℓ 7→
〈

k(·, ℓ), f |[xmin,xmax]

〉

L2((xmin,xmax);R)
.

Then k ∈ L∞((xmin, xmax);Y ) since 0 6 k(x, ℓ) 6 1 for all (x, ℓ) ∈ [xmin, xmax] × [0, 2xmax].
Thus, C is a well-defined integral operator with kernel k and, according to Section 6.1.2, there
is no time interval (t0, t0 + τ) ⊂ [0, T ] on which the system is exactly observable. It remains
to analyse kerC.

Proposition 6.5. The kernel of the integral operator C is given by

kerC =
{

f ∈ X
∣

∣

∣ f |[xmin,xmax] = 0
}

. (6.15)

Therefore, one can apply the results of Section 6.1.1, and in particular Proposition 6.2, to
the pair ((A(t))t∈[0,T ], C). According to the definition of x0 and x1,

∫ T
0 G(t)dt = (x1 − x0) −

(xmin − xmax). Hence, W (0, T ) is injective. Thus, according to Theorem 3.7, (2.5-2.8) is a
weak back and forth observer of (2.1). Moreover, since A(t) is skew-adjoint for all t ∈ [0, T ],
Theorem 3.9 (i) also applies. Hence, the BFN algorithm reconstructs the CSD from the CLD
in the strong topology.

Proof of Proposition 6.5. Clearly, kerC ⊃
{

f ∈ X
∣

∣

∣ f |[xmin,xmax] = 0
}

. Let f ∈ kerC. We
want to show that f |[xmin,xmax] = 0. For almost all ℓ ∈ (0, 2xmin) we have

0 =
∫ xmax

xmin

k(ℓ, x)f(x)dx

=
∫ xmax

xmin

f(x)dx−
∫ xmax

xmin

f(x)

√

1 −
(

ℓ

2x

)2

dx. (6.16)

In order to apply the Leibniz integral rule on (0, 2xmin), we check that

• for all ℓ ∈ (0, 2xmin), x 7→ f(x)
√

1 −
(

ℓ
2x

)2
is integrable on (xmin, xmax),

• for all x ∈ (xmin, xmax), ℓ 7→ f(x)
√

1 −
(

ℓ
2x

)2
is C∞ on (0, 2xmin).

Hence, Cf is C∞ on (0, 2xmin). Since Cf = 0 almost everywhere on (0, 2xmin), we get that

(Cf)(n)(0) = 0, ∀n ∈ N.

In the following, we determine an expression of (Cf)(n)(0). Fix x ∈ (xmin, xmax). Set

u : (0, 2xmin) −→ R

ℓ 7−→ −
√

1 −
(

ℓ
2x

)2
.

We show by induction that for all n > 1, there exists a family (an
i,j)i,j∈N ∈ (R+)(N2) such that:

• the set {(i, j) ∈ N
2 | an

i,j 6= 0} is finite,

• an
0,n−1 6= 0,

• ∀j ∈ N\{n− 1}, an
0,j = 0,

• u(2n)(ℓ) =
∑

i,j∈N

an
i,jℓ

i(4x2 − ℓ2)− 2j+1
2 for all ℓ ∈ (0, 2xmin).
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Base case. For all ℓ ∈ (0, 2xmin),

u′(ℓ) = ℓ(4x2 − ℓ2)− 1
2 ,

u(2)(ℓ) = (4x2 − ℓ2)− 1
2 + ℓ2(4x2 − ℓ2)− 3

2 .

Then, it is sufficient to set, for all (i, j) ∈ (N∗)2,

a1
i,j =

{

1 if (i, j) ∈ {(0, 1), (2, 2)}
0 else

Inductive step. Let n > 1. Assume there exists such a family (an
i,j)i,j∈N. We need to

compute u(2(n+1)). For all ℓ ∈ (0, 2xmin),

u(2n)(ℓ) = a0,n−1(4x2 − ℓ2)−
2(n−1)+1

2 +
∑

i>1,j>0

an
i,jℓ

i(4x2 − ℓ2)− 2j+1
2 (by hypothesis).

Computing the next two derivatives of u(2n), we get

u(2n+1)(ℓ) = (2(n − 1) + 1)a0,n−1ℓ(4x2 − ℓ2)− 2n+1
2

+
∑

i>1,j>0

(2j + 1)an
i,jℓ

i+1(4x2 − ℓ2)−
2(j+1)+1

2

+
∑

j>0

an
1,j(4x

2 − ℓ2)− 2j+1
2 +

∑

i>2,j>0

ian
i,jℓ

i−1(4x2 − ℓ2)− 2j+1
2

and

u(2n+2)(ℓ) = (2(n − 1) + 1)a0,n−1(4x2 − ℓ2)− 2n+1
2

+
∑

j>1

(2j − 1)an
1,j−1ℓ(4x

2 − ℓ2)− 2j+1
2

+
∑

i>3,j>2

(2(j − 1) + 1)(2j − 3)an
i−2,j−2ℓ

i(4x2 − ℓ2)− 2j+1
2

+
∑

i>1,j>1

(i+ 1)(2j − 1)an
i,j−1ℓ

i(4x2 − ℓ2)− 2j+1
2

+ (2(n − 1) + 1)(2n + 1)a0,n−1ℓ
2(4x2 − ℓ2)−

2(n+1)+1
2

+
∑

i>0,j>0

(i+ 1)(i+ 2)an
i+2,jℓ

i(4x2 − ℓ2)− 2j+1
2

+
∑

i>2,j>1

(2j − 1)ian
i,j−1ℓ

i(4x2 − ℓ2)− 2j+1
2 .

For all (i, j) ∈ N
2, set

an+1
i,j = (2n− 1)a0,n−1χ{(0,n)}(i, j)

+ (2n− 1)(2n + 1)a0,n−1χ{1}×[1,+∞)(i, j)

+ (2j − 1)(2j − 3)an
i−2,j−2χ[3,+∞)×[2,+∞)(i, j)

+ (i+ 1)(2j − 1)an
i,j−1χ[1,+∞)×[1,+∞)(i, j)

+ (2(n − 1) + 1)(2n + 1)a0,n−1χ{(2,n+1)}(i, j)
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+ (2j − 1)ian
i,j−1χ[2,+∞)×[1,+∞)(i, j)

+ (i+ 1)(i + 2)an
i+2,j .

Then, to conclude the induction, one can check that

• for all {(i, j) ∈ N
2 an+1

i,j > 0 since (an
i,j)i,j∈N ∈ (R+)(N2),

• {(i, j) ∈ N
2 | an+1

i,j 6= 0} is finite since {(i, j) ∈ N
2 | an

i,j 6= 0} is finite,

• an+1
0,n > (2n− 1)an

0,n−1 > 0,

• ∀j ∈ N\{n− 1}, an+1
0,j = 0,

• u(2(n+1))(ℓ) =
∑

i,j∈N

an+1
i,j ℓi(4x2 − ℓ2)− 2j+1

2 for all ℓ ∈ (0, 2xmin).

Thus, since (Cf)(2n)(0) = 0 for all n ∈ N
∗,

0 =
∫ xmax

xmin

an
0,n−1

f(x)
(2x)2n−1

dx (6.17)

for some an
0,n−1 > 0. Let n ∈ N

∗. Then,

0 =
∫ xmax

xmin

f(x)
x2n−1

dx

=
∫ 1

xmin

1
xmax

f

(

1
x̃

)

x̃2n+1dx̃ (x̃ =
1
x

).

Set f̃ : [ 1
xmax

, 1
xmin

] ∋ x̃ 7−→ f( 1
x̃
). Then,

0 =
∫ 1

xmin

1
xmax

f̃(x̃)x̃2n+1dx̃

=
1
2

∫ 1

x2
min

1

x2
max

f̃(
√
x̄)x̄ndx̄ (x̄ = x̃2). (6.18)

Set f̄ : [ 1
x2

max
, 1

x2
min

] ∋ x̄ 7−→ f(
√
x̄)x̄. Then we have

0 =
∫ 1

x2
min

1

x2
max

f̄(x)x̄n−1dx̄. (6.19)

Since the family (x 7→ xn)n>0 is a total family in L2
((

1
x2

max
, 1

x2
min

)

;R
)

from the Weierstrass

approximation theorem, f̄ = 0. Hence f |(xmin,xmax) = 0, which concludes the proof.
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