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Abstract

This paper proposes an improved algorithm, based upon an explicit finite differ-

ence scheme, in order to simulate the plasma breakdown induced by a monochro-

matic High Power Micro-Wave (HPM). The 3D coupled Maxwell-plasma equa-

tions are to be solved. We want to study with this model the geometry of the

discharge and plasma formation at high pressure which may contribute to shield

microwave sensors or circuits. Generally, the simulation of this kind of problem

is very time-consuming, but by using the fact that the plasma evolution in time

is slow relatively to the monochromatic source period, we can drastically reduce

the simulation time. By considering this assumption, we describe in the paper

a process which allows to obtain this important reduction. Finally, an example

where we show the gain obtained in terms of computation time with our process

is given to validate and illustrate the global work.
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simulations, Yee’s scheme and finite-difference methods.

1. Introduction

In this paper, we are interested in the breakdown induced by an electro-

magnetic HPM (High Power Micro-Wave). An efficient numerical method is

proposed, based upon a finite differences scheme, to reduce the computation

time in the simulation of a 3D coupled Maxwell-Plasma problem. In particular,5

we are interested in studying the microwave breakdowns on small structures

and plasma formation at high pressure.

Such a kind of problem presents a big interest in ElectroMagnetic Compat-

ibility (EMC) for the evaluation of the electromagnetic fields induced by an

external source, on electronic components located inside a cavity which is not10

closed. By considering a HPM source, the important value of the electric field

can create discharges. They are located on the small apertures or on the thin

slots of the cavity. They are able to protect the inside components by reducing

the value of the electromagnetic fields. The absorbing and reflecting properties

of the plasma medium then enhance the shielding but it can also deteriorate15

dielectric materials in the long time as it has been observed in the context of

partial discharges.

In the first part of the paper, we recall the equations of the studied physical

problem proposed by J.P.Boeuf to solve the plasma formation at high pressure

in a 2D context [1]. In the second part, a 3D approximation to simulate this20

physical problem is detailed. This approximation, already developed in a 2D

context [1][2], is based on an explicit finite differences scheme and presents an

important computational cost due to the different time and space characteristics

of the electromagnetic problem and of the plasma problem. Indeed, to ensure an

accurate solution for the plasma problem, it is mandatory to use a very small25

step size in space which implies for the Maxwell problem a very small time

step to ensure stability. In the 3D case, this drawback involves an excessive

computing time to treat efficiently the entire problem. To avoid this drawback,
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some authors have proposed an implicit numerical scheme to solve the Maxwell

problem [3] [4], but this solution don’t take into account the great diversity of30

physical model available in the Yee scheme for thin wires, slots, ..., needed in

many of our applications. Therefore, we propose an optimized explicit numerical

scheme where the new idea is to reduce the cost of the electromagnetic fields

computation by avoiding to evaluate these fields at each step of the scheme. A

quasi stationary state is assumed for the plasma medium to extract the fields35

in an appropriate number of periods. This allows to update the plasma density

with a much longer time step without calculating electromagnetic fields all along.

In the third part of this paper, we give the principle of this optimization and an

example to validate this approach and evaluate the gain in terms of computation

time.40

2. Physical model

The mathematical formulation of the physical model, taken into account for

our study, is based upon a coupling between Maxwell’s equations and plasma’s

equations.

In the literature, a lot of papers are dealing about the resolution of this45

system of equations. In particular, we can cite, the works of Yu [5] and Simp-

son [6] for studying the electromagnetic waves propagation inside a magnetized

plasma. However, concerning our applications with a non magnetized medium,

the most interesting model is the one of Boeuf [1][2][7], where the mathematical

formulation is given by :50

µ0
∂H
∂t +∇×E = 0

ε0
∂E
∂t −∇×H = −J

J ' quv

(1)

where (E,H) are the electromagnetic fields, J the current density, and e, q = −e,

u, v are respectively the elementary charge, the electron charge, the density

and the mean velocity. The electron velocity is obtained from a simplified
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momentum transfer equation:

∂v

∂t
+ νcv =

q

me
E (2)

where me is the electron mass, νc = 5.3× 109pr is the electron-neutral collision

frequency in air and pr is the pressure in torr.

The plasma is assumed to be quasi-neutral (ne = ni = u) and the time

evolution of the plasma density u is described by the diffusion equation :

∂u

∂t
−∇ · (Deff∇u) = νeffu (3)

where νeff = νi − νa is the effective ionization frequency taking into account

ionization (νi) and attachment (νa) frequency. It was shown in [2] that the more

exact conservative form of the diffusion term in equation (3) leads to very similar55

numerical results. The values for νi and νa are functions of local effective field

Eeff and are obtained in air from BOLSIG+ [8]. We can also find the expression

of νeff in the report [9]. The local effective field can be written as :

Eeff =
Erms√

1 + ω2/ν2
c

(4)

where Erms is the local root mean square of the electrical field, and ω is the

angular frequency of the incident field.

Deff is an effective diffusion coefficient defined as

Deff '
αDe +Da

1 + α
, α = νi

ε0

q uµe

where νi is the ionization frequency, De = µekBTe/q is the free electron diffusion

coefficient and Da = µikBTe/q is the ambipolar diffusion coefficient. Te is the60

electron temperature (in Kelvin), µe = q/(meνc) is the electron mobility, µi is

the ion mobility and kB is the Boltzmann constant. It was shown heuristically in

[1] and confirmed numerically in [7] that the effective diffusion coefficient above

can satisfactorily describe the fact that the plasma front, where the electron

and ion densities are small and the Debye length is large, diffuses with the free65
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electron diffusion coefficient while the plasma bulk diffusion is ambipolar. We

assume in the simulations that kBTe is constant and equal to 2 eV , and that

µi = 10−2µe (so that Da = 10−2De) [2].

For more details about this physical model, we can see the PhD thesis of

Guo Quang Zhu [10] and the PHD thesis of K. Kourtzanidis [11].70

3. FDTD approximation

To solve Maxwell’s equations in time domain, a finite-difference method

(FDTD) was developed in 1966 by K. S. Yee [12]. It is currently one of the most

famous method used to solve these equations. To solve our coupled Maxwell-

plasma problem, we are going to adapt the Yee scheme to our system of equa-

tions formed by (1), (2), (3) :

ε0
∂E
∂t −∇×H = −J

µ0
∂H
∂t +∇×E = 0

J = quv

∂u
∂t − div(Deff∇u) = νeffu

∂v
∂t + νcv = q

me
E

u = 0 (x, y) ∈ ∂Ω

(5)

The Yee’s scheme is based on a leap-frog scheme in both space and time. We

define the computation domain Ω as a parallelepiped where some absorbing

boundary conditions are applied to emulate the infinite space [13].

In our case, we consider an uniform cartesian mesh and we split Ω such that :

Ω = [0, Lx]× [0, Ly]× [0, Lz] =
⋃
i,j,k

Ωi,j,k

where Ωi,j,k = [xi, xi+1] × [yj , yj+1] × [zk, zk+1] so that xi = (i − 1)∆x, yj =

(j − 1)∆y, zk = (k − 1)∆z, for 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, 1 ≤ k ≤ Nz, where

∆x = Lx/Nx,∆y = Ly/Ny,∆z = Lz/Nz and Nx, Ny, Nz ∈ N∗.
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3.1. Approximation of Maxwell’s Equations75

The discretization of the Maxwell equations by the Yee scheme is well known

and has been developed in many papers. For a complete study of this scheme,

we can see, for example, the book of Taflove [14]. Here and for an easier under-

standing, we recall that the Yee scheme is used to simulate the following system

of equations :  ε∂E∂t −∇×H = −J

µ0
∂H
∂t +∇×E = 0

(6)

where the unknowns (Ex, Ey, Ez) and (Hx, Hy, Hz) of the scheme are located

as shown in Figure (1) and evaluated at time t = n∆t for the electric fields and

t = (n+ 1/2)∆t for the magnetic fields.

Figure 1: Localisation of the unknown in then FDTD approximation.

More precisely, the components evaluated by the scheme are given by :

Eni,j,k =


Enx

i+ 1
2
,j,k

Eny
i,j+ 1

2
,k

Enz
i,j,k+ 1

2

 , H
n+1/2
i,j,k =


H
n+1/2
x
i,j+ 1

2
,k+ 1

2

H
n+1/2
y
i+ 1

2
,j,k+ 1

2

H
n+1/2
z
i+ 1

2
,j+ 1

2
,k


where, for a given component U , Uni,j,k defines the value of this component taken

at the time t = n∆t and at the location x = i∆x, y = j∆y, z = k∆z, where
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∆t,∆x,∆y,∆z define respectively the steps in time and space domains. Finally,

the Yee scheme is explicit and of two order in time and in space when homo-

geneous step sizes are considered. The well-known drawbacks of this scheme

are the staircase representation of the objects and its significant numerical dis-

persive error. In free space, the scheme is stable under the condition [14] :

∆t ≤ 1

ν

1√
1

∆x2 + 1
∆y2 + 1

∆z2

(7)

where ν = 1/
√
ε0µ0 defines the velocity of the waves inside the medium.

3.2. Approximation of the plasma equations80

Consider the plasma’s equations given in the physical model by : ∂u
∂t −∇ · (Deff∇u) = νeffu

∂v
∂t + νcv = q

me
E

(8)

In our finite differences approximation, the unknowns are the plasma density

u and the velocity v = (vx, vy, vz). By considering the same mesh as for the

electromagnetic fields, we choose to locate the plasma density at the mesh nodes

while the velocity position is identical to the one of electric field in the Yee

scheme (see Figure 2).85

Figure 2: Unknown position related to the plasma in the cell grid

By using the same notation for the plasma unknowns as for the electromag-

netic fields, the global finite differences discretization for the velocity equation
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is given by :

v
n+1/2
i,j,k − v

n−1/2
i,j,k

∆t
+ νc

v
n+1/2
i,j,k + v

n−1/2
i,j,k

2
=

q

me
Eni,j,k (9)

with

v
n+1/2
i,j,k =


v
n+1/2
x
i+ 1

2
,j,k

v
n+1/2
y
i,j+ 1

2
,k

v
n+1/2
z
i,j,k+ 1

2


and for the diffusion equation which describes the plasma density, we have :

un+1
i,j,k − uni,j,k

∆t
− (∇ · (Deff · ∇u))ni,j,k = νeffi,j,ku

n
i,j,k (10)

We reformulate the operator (∇ · (Deff∇u)) as the sum of two operators:

∇ · (Deff∇u) = ∇Deff · ∇u+Deff∆u

The first term on the right side of the previous equation is discretized as follows :

(∇De · ∇u)ni,j,k =
Dn
effi+1,j,k

−Dn
effi,j,k

xi+1 − xi
uni+1,j,k − uni,j,k
xi+1 − xi

+
Dn
effi,j+1,k

−Dn
effi,j,k

yj+1 − yj
uni,j+1,k − uni,j,k
yj+1 − yj

+
Dn
effi,j,k+1

−Dn
effi,j,k

zk+1 − zk
uni,j,k+1 − uni,j,k
zk+1 − zk

(11)

and the discretization of the second term is given by :

(Deff∆u)ni,j,k = Dn
effi,j,k

[
2(uni+1,j,k − uni,j,k)

(xi+1 − xi)(xi+1 − xi−1)
+

2(uni−1,j,k − uni,j,k)

(xi − xi−1)(xi+1 − xi−1)

+
2(uni,j+1,k − uni,j,k)

(yj+1 − yj)(yj+1 − yj−1)
+

2(uni,j−1,k − uni,j,k)

(yj − yj−1)(yj+1 − yj−1)

+
2(uni,j,k+1 − uni,j,k)

(zk+1 − zk)(zk+1 − zk−1)
+

2(uni,j,k−1 − uni,j,k)

(zk − zk−1)(zk+1 − zk−1)
]

(12)

For the effective diffusion coefficient Deff , we take :

Dn
effi,j,k

=
Da + αni,j,kDe

1 + αni,j,k
with αni,j,k = νiε0/(q u

n
i,j,k µe) (13)
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In the case where Deff is constant and νeff = 0, the scheme (10) is stable under

the condition (see Appendix A) :

∆t ≤ 1

2De

1
1

∆x2 + 1
∆y2 + 1

∆z2

(14)

with (Da ≤ Deff ≤ De).

3.3. Time discretization of the global problem and stability :

In the numerical solutions of equations (5) two different time steps ∆tM

and ∆tu are used respectively for the discretization of the Maxwell and plasma

equations. This is due to the fact that the time evolution of the plasma density90

is very slow compared to that of the electromagnetic field which is related to

the incident wave frequency.

In the equations (5), we choose to take an explicit Euler scheme, a leap-

frog scheme and an implicit centred scheme to discretize in time respectively

the plasma density equation, the Maxwell equations and the velocity equation.

In our time approximations, we consider the second members in both Maxwell

and plasma equations (5) taken at the previous time. By considering this as-

sumption, the stability studies are independently done on every equation of the

system (5) and we find two conditions on the time steps :
∆tM ≤ 1

ν
1√

1
∆x2 + 1

∆y2 + 1
∆z2

∆tu ≤ 1
2De

1
1

∆x2 + 1
∆y2 + 1

∆z2

(15)

By considering our numerical experiments, theses conditions seem sufficient to

ensure the stability of the numerical scheme. The global theoretical condition for

the stability of our coupled systems of equations is difficult and remains an open

mathematical problem which is not treated here. In our simulations, the values

of De, ν and of the minimum cell dimension are such that the ratio between ∆tu

and ∆tM is quite large. Indeed, by considering an homogeneous mesh where

∆x = ∆y = ∆z = dl, we have ∆tM
∆tu

= De

2νdl . In this formula, the velocity of the

waves in the medium is equal to ν = 3.e8ms, the coefficient De, after calculation

by considering the values previously given for kBTe/q, nuc and nue = q/(meνe),

9



is lower than 1 and the step taken into account in our simulations dl = 1e−4m.

With these values, the ratio ∆tM
∆tu

is of the order of 3000. Then to reduce the

computation time in our scheme, we use two time steps as in [7][15][6]. ∆tM

to compute the electromagnetic fields and ∆tu = m∆tM to evaluate plasma

density, where m is an integer value given by m = int(
∆t′u
∆tM

) � 1, where ∆t′u

is obtained by the stability condition for the density plasma. In the calculation

process of the electromagnetic fields, between the two steps ∆tM and m∆tM ,

the plasma density is assumed constant and equal to the value evaluated at

∆tM .

Concerning the velocity equation, the time step taken into account is the same

as for the electromagnetic fields.

Finally the numerical scheme for the system (5), is given by :

En+1
i,j,k = Eni,j,k + ∆tM

ε0

(
∇h ×Hn+1/2 − J

n+1/2
i,j,k

)
H
n+1/2
i,j,k = H

n−1/2
i,j,k − ∆tM

µ0
∇e ×En

v
n+1/2
i,j,k =

[
(1− ∆tMνc

2 )v
n−1/2
i,j,k + ∆tM

q
me

Eni,j,k

]
/(1 + ∆tMνc

2 )

uN+1
i,j,k = uNi,j,k + ∆tu[(∇ · (Deff · ∇u))Ni,j,k + νeffi,j,ku

N
i,j,k]

J
n+1/2
i,j,k = q

uN−1
i,j,k +uN

i,j,k

2 v
n+1/2
i,j,k

(16)

with tn = n∆tM and tN = N∆tu = Nm∆tM ,

4. Optimization of the simulation time

The use of two different time steps to evaluate the electromagnetic fields and95

the plasma density allows to reduce the computation time, however it remains

important. This is the reason why we propose a new idea to reduce the number

of evaluations of the electromagnetic field by considering the monochromatic

property of the source and the relatively slow plasma density evolution.

In this section, we present this new algorithm based upon the facts that :100

• we have two different time steps ∆tM and ∆tu for the discretization of

the Maxwell and plasma equations,

• the plasma density is constant between tN and tN+1 and equal to uN ,

10



• the plasma density depends only of the Erms value and is then not instan-

taneously dependent of the electromagnetic field (E,H),105

• the electric and magnetic fields are periodic in time due to the monochro-

matic source.

Considering an incident monochromatic field with a period T and assuming

that on the computational domain Ω the electromagnetic fields have a stable

permanent regime after p periods (we call p the parameter of optimisation).110

Let tN be a given time where we have computed a plasma density uN and

an electromagnetic field (EN , HN ). We want to compute these quantities at

the time tN+1 = tN + ∆tu, where ∆tu is the time step to evaluate the plasma

density. In order to optimize the computation time, the idea is to perform the115

following steps (see Fig. 3).

• First, we re-evaluate ∆tu so that ∆tu = kpT , where k is defined by the

floor function value of ∆tu/(pT ) ;

• Evaluate the electromagnetic fields on the interval [tN , tN + pT [, with

tN +pT � tN+1, on the different time points given by the time step ∆tM ,120

related to the Maxwell equations. In this step we consider the plasma

density constant and equal to uN ;

• Evaluate the RMS field Erms(x, y, z) = 1
T

√∫ tN+pT

tN+(p−1)T
E(t, x, y, z)2dt ;

• Evaluate the plasma density at the time step tN+1 ;

• Evaluate the electromagnetic fields at tN+1. By using the periodicity, the125

electromagnetic fields values at tN+1 and at tN + pT are the same. Then,

there are no calculation to do for evaluating the electromagnetic fields at

tN+1.

remark :

At each time step N , the electromagnetic fields are only evaluated, in the pro-130

cess, on the interval [tN , tN + pT [ and not on the interval [tN + pT, tN+1[. This

11



u=u(0)

u=u(t1)

dt

(p−1)TpT0 2*dtut2=t1=dtu

dtu : time step for plasma density

compute E,B,v

dt : time step for Maxwell

compute Erms

compute u

Figure 3: Optimized algorithm.

implies an important reduction of the computation time, if ∆tu is very larger

than pT . This last condition is generally true in our applications.

5. Numerical results

In this section, we present some results on the gain, in terms of computa-135

tion time, obtained by our optimized algorithm for simulations on the Maxwell

problem and the Maxwell-plasma problem. Concerning the Maxwell-plasma

problem, we propose to study the evolution of a plasma density of a discharge

at high pressure in air. To make this simulation, we consider a plane wave which

illuminates an initial ball of low density plasma, in order to localize the plasma140

discharge in space without any focusing. The initial density is low enough that

it remains transparent to the wave energy but able to later generate the break-

down.

5.1. Description of the configuration

The configuration studied consists in the scattering of a plane wave on a145

plasma discharge in a 3D infinite domain. We evaluate for this configuration,

12



the spatial evolution of the plasma density and the electromagnetic fields along

the time.

First, to study the performance of our optimized method, we consider a

rectangular computational domain defined by [0, 6mm] × [0, 3mm] × [0, 3mm]150

and bounded by Perfectly Matched Layers (PML) to simulate the infinite space.

A monochromatic (f0 = 100GHz) incident plane wave source is defined by

(kx = 1, Ey, Hz) where at a point (x, y, z) and at the time t the electric field

is given by Ey(x, y, z) = E0sin(ω(t− kx · x/c0)), with E0 = 6MV/m, c0 is the

speed of the wave in the vacuum and ω = 2πf0. The initial plasma density is155

localized inside a ball of center P0 = (4.5mm, 1.5mm, 1.5mm) and with a radius

r = 0.1mm. The initial value of the plasma density is equal to u0 = 1.e18m−3.

The problem is considered at atmospheric pressure (pr = 760Torr) and we want

to follow the evolution of the electromagnetic fields and the plasma density at

the test-point P1 = (4.5mm, 1.5mm, 1.5mm). In our first simulations, we have160

fixed the optimisation parameter p introduced in the previous section to 10.

Next, we propose to evaluate with our approach, 3D spatial plasma density

evolution on an example proposed in [16] and compare the computation time

for the two methods.

5.2. Analysis of performance : Maxwell simulations165

Considering the previous configuration, first, we show the advantage of using

our optimized algorithm to evaluate only the electromagnetic fields by assum-

ing no plasma density in the problem. In our example, we take a time step

∆tM = 2.5e−14s. Figure (4) shows the fields computed by using our optimized

algorithm and the non optimized method. We can see that the fields computed170

with both methods are in very good agreement. The great interest of our op-

timized algorithm is the reduction of 90% of the computation time to have a

similar solution than the non optimized method.

5.3. Analysis of performance : Maxwell-plasma simulation

Now, in this section, we are interested in the Maxwell-plasma problem. In175

our simulations, we take the same time step ∆tM as previously to solve the

13



Figure 4: Evolution of the Ey component of the electric field (top: left) at the point P1 with

and without optimized algorithm. Other figures are the zoom at different times.

Maxwell problem and the following parameters to solve the plasma equations :

• a time step for the plasma ∆tu = 1.e − 9s = 100T , where T definies the

period of the incident plane wave signal ;

• νm = 3.8e12s−1.180

• an initial plasma density (m−3)

u0(x, y, z) = 1.e18 exp(
−((x− x0)2 + (y − y0)2 + (z − z0)2)

2σ2
)),

with σ = 1.e− 5m and P0 = (x0, y0, z0) = (4.5mm, 1.5mm, 1.5mm).

The Figure (5) shows the evolution of the electric field at the point P1 obtained

with and without the optimized algorithm. We can again observe a good agree-

14



ment between both results. Concerning the plasma density, Figure (6) shows

the value obtained at the test-point P1 for both approaches and the differences185

between these solutions obtained with and without our optimized algorithm.

We note on this figure, the very good agreement between both solutions with a

same gain in terms of computation time regarding the Maxwell simulation, for

our optimized algorithm.

5.4. Improving the parameter of optimization p in the evaluation of the electro-190

magnetic fields

In the previous example, using the optimized algorithm, we evaluated the

electromagnetic fields during a time interval equal to ten periods (p = 10) of the

incident plane wave. In this subsection, we show that it is possible to decrease

the computation time by reducing this time interval to three periods (p = 3),195

without modifying the accuracy of the solution. By taking into account the

previous example where we carried out a Maxwell-plasma simulation, we make

different computations by choosing a parameter of optimization p equal to 3, 4

and 5. This parameter is used to calculate the time interval in which we solve

Maxwell’s equations and the velocity’s equations. Figure 7 and table 1 present200

the plasma density at the test-point P1 and the computation time consumed

for different values of p. By considering these results we notice that we can im-

prove the computation time given in the previous example by a factor 3. In our

configuration, it was not possible to take a time interval less than 3 periods to

evaluate the electromagnetic fields because they are not in a stable state. This205

parameter appears to be physically dependent on the non resonant behaviour of

the presented configuration and the travelling time of the incident wave through

the domain. It is then clearly related to each physical problem under investiga-

tion. The validation cases proposed here are therefore very favorable regarding

the benefit of the optimized process. Indeed, for the study of discharges and210

plasma formation at atmospheric pressure due to High Power Microwave, in our

applications the field amplitude and the source frequency considered are respec-

tively greater than 3MV and 1GHz. With these assumptions, before having a

15



Figure 5: Evolution of the Ey component of the electric field at the test-point P1 with and

without optimized algorithm for different ranges of time.

modification of the density plasma by diffusion, the electromagnetic field travels

a significant number p of periods (see [17]).215
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Figure 6: Evolution of the plasma density (left) and the relative error (right) at the test-point

P1 with and without optimized algorithm.

Figure 7: Evolution of the plasma density at the test-point P1 with and without optimized

algorithm by changing the parameter p.

p 3 4 5 10 100 (without optimisation)

CPU-time (s) 964 1047 1448 2729 26582

Table 1: Computation time as a function of p

5.5. Evolution of the spatial density plasma in a discharge in air at high pressure

To validate and to quantify the performances of our approach on a physical

problem describing the plasma formation at atmospheric pressure, we propose to

compared it with some results obtained in [16] with an implicit scheme to solve

Maxwell-plasma equations. To have similar simulations in terms of memory220

and computational costs, we modify our previous configuration, by taking a

source frequency equal to f0 = 110GHz, and a domain of interest defined by

2λ × 2.2λ × 1.5λ, where λ is the wavelength of the source. With this new
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configuration, we make simulations by using 64 processors and an approximation

of the computational domain given by 400×440×300 cells, as for [16]. Figure (8)225

shows the evolution of the density plasma at different time-step, obtained with

our approach. We note on this figure, the same behaviour of the density plasma

as in the results given in the paper [16], with moreover, an important gain

in computation time. Indeed, the time-consuming with our optimized explicit

method approach is approximatively equal to ten hours, against one week for230

the implicit scheme.

Figure 8: 3D-spatial evolution of the electron density isosurface (1.e21m−3) contours coloured

by the electric fields, at 19ns, 27ns, 38ns, 50ns, 59ns and 70ns.

18



6. Conclusion

In this paper, we proposed and validated an optimized algorithm to effi-

ciently compute electromagnetic fields and plasma densities in a coupled Maxwell-

Plasma problem where the source is a monochromatic HPM that ignites the235

breakdown. This new algorithm permits to obtain for 3D simulations an im-

portant gain in terms of computation time. This gain is higher when dealing

with limited size domain, in terms of wavelengths, and non, or low, resonant

cases. Because using the conventional FDTD method without this optimization

is difficult and sometimes impossible to properly handle a 3D Maxwell-plasma240

problem, the proposed process is of great interest. With our optimized algo-

rithm, it is now possible to hope handling larger problems and investigating

specific 3D non linear evolutions of plasmas and electromagnetic fields.
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Appendix A

By considering Deff = Deconstant and νeff = 0, the equation (10) is given

by :

un+1
i,j,k − uni,j,k

∆t
= De(

uni+1,j,k + uni−1,j,k − 2uni,j,k
∆2
x

+
uni,j+1,k + uni,j−1,k − 2uni,j,k

∆2
y

+
uni,j,k+1 + uni,j,k−1 − 2uni,j,k

∆2
z

)

(17)

with uni,j,k = U(t = n∆t, xi = i∆x, yj = j∆y, zk = k∆x). To establish a

condition of stability, we use the Von Neumann stability analysis by introducing

in the equation (17) a modal solution given by uni,j,k = unei(kxxi+kyyj+kzzk). We

obtain :

Un+1 − Un

∆t
= 2DeU

n(
cos(kx∆x)− 1

∆x2
+
cos(ky∆y)− 1

∆y2
+
cos(kz∆z)− 1

∆z2
) (18)

which can be written :

Un+1 = Un(1 + 2∆tDeA) (19)
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with A = cos(kx∆x)−1
∆x2 +

cos(ky∆y)−1
∆y2 + cos(kz∆z)−1

∆z2 we can see that :

1−4∆tDe(
1

∆x2
+

1

∆y2
+

1

∆z2
) ≤ 1+2∆tDeA ≤ 1−2∆tDe(

1

∆x2
+

1

∆y2
+

1

∆z2
)

(20)

by considering that ∆x,∆y,∆z are very small compared to 1, we have :

0 ≤| 1 + 2∆tDeA |≤| 1− 4∆tDe(
1

∆x2
+

1

∆y2
+

1

∆z2
) | (21)

Then, in the Von Neumann analysis to ensure stability, we must have :

−1 + 4∆tDe(
1

∆x2
+

1

∆y2
+

1

∆z2
) ≤ 1 (22)

which gives

∆t ≤ 1

2De

1
1

∆x2 + 1
∆y2 + 1

∆z2

(23)
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