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A new ¢-FEM approach for problems with natural boundary
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Michel Dupreztand Vanessa Llerastand Alexei Lozinski®

January 7, 2022

Abstract

We present a new finite element method, called ¢-FEM, to solve numerically elliptic partial differ-
ential equations with natural (Neumann or Robin) boundary conditions using simple computational
grids, not fitted to the boundary of the physical domain. The boundary data are taken into account
using a level-set function, which is a popular tool to deal with complicated or evolving domains. Our
approach belongs to the family of fictitious domain methods (or immersed boundary methods) and is
close to recent methods of cttFEM/XFEM type. Contrary to the latter, ¢-FEM does not need any
non-standard numerical integration on cut mesh elements or on the actual boundary, while assuring
the optimal convergence orders with finite elements of any degree and providing reasonably well condi-
tioned discrete problems. In the first version of ¢-FEM, only essential (Dirichlet) boundary conditions
was considered. Here, to deal with natural boundary conditions, we introduce the gradient of the
primary solution as an auxiliary variable. This is done only on the mesh cells cut by the boundary, so
that the size of the numerical system is only slightly increased . We prove theoretically the optimal
convergence of our scheme and a bound on the discrete problem conditioning, independent of the mesh
cuts. The numerical experiments confirm these results.

1 Introduction

We consider a second order elliptic partial differential equation with Neumann boundary conditions

—Au+u= fin Q, g—Z:OOHF (1)
in a bounded domain Q C R (d = 2,3) with smooth boundary I assuming that { and T are given by a
level-set function ¢:

Q:={¢p <0} and I":= {¢ = 0}. (2)

Such a representation is a popular and useful tool to deal with problems with evolving surfaces or interfaces
[20]. In the present article, the level-set function is supposed known on R¢, smooth, and to behave near T’
similar to the signed distance to I'.

Our goal is to develop a finite element method for (1) using a mesh which is not fitted to I, i.e. we allow
the boundary I' to cut the mesh cells in an arbitrary manner. The existing finite elements methods on
non-matching meshes, such as the fictitious domain/penalty method [11], XFEM [19, 18, 21, 12], CutFEM
[8, 7], CutIGA [10] (see also [17] for a review on immersed boundary methods) contain the integrals over the
physical domain 2 and thus necessitate non-standard numerical integration on the parts of mesh cells cut
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by I'. In this article, we propose a finite element method, based on an alternative variational formulation
on an extended domain matching the computational mesh, thus avoiding any non-standard quadrature
while maintaining the optimal accuracy and controlling the conditioning uniformly with respect to the
position of Q over the mesh.!

In the recent article [9], we have proposed such a method for the Poisson problem with homogeneous
Dirichlet boundary conditions u = 0 on I'. The idea behind this method, baptised ¢-FEM, is to put u = ¢w
so that w = 0 on I' for whatever w since ¢ = 0 there. We then replace ¢ and w by the finite element
approximations ¢; and wy, substitute u ~ ¢pwy, into an appropriate variational formulation and get an
easily implementable discretization in terms of the new unknown wy,. Such a simple idea cannot be used
directly to discretize the Neumann boundary conditions in (1). Indeed, multiplication by ¢ works well to
strongly impose the essential Dirichlet boundary conditions whereas Neumann conditions are natural,
i.e. they come out of the usual variational formulation without imposing them into the functional spaces.
We want thus to reformulate Problem (1) so that Neumann conditions become essential. The way to go
is the dualization of this problem, in the terminology of [4], consisting in introducing an auxiliary (vector-
valued) variable for the gradient Vu. In the present article, we want to use the usual conforming scalar
finite elements as much as possible. Accordingly, we do not pursue the classical route of mixed methods,
as in Chapter 7 of [4]. We shall rather introduce the additional unknowns only where they are needed, i.e.
in the vicinity of boundary I'.

More specifically, let us assume that Q lies inside a simply shaped domain O (typically a box in R%)
and introduce a quasi-uniform simplicial mesh 7710 on O (the background mesh). Let 7, be a submesh of
Tho obtained by getting rid of mesh elements lying entirely outside Q2 (the definition of 7, will be slightly
changed afterwords). Denote by €2}, the domain covered by mesh Ty, (Q, only slightly larger than ) and by
QF the domain covered by mesh elements of T, cut by T' (a narrow strip of width ~ h around I'). Assume
that the right-hand side f is actually well defined on €2;, and imagine for the moment that the solution u
of eq. (1) can be extended to a function on 2, still denoted by u, which solves the same equation, now
on Qp:

—Au+u=f, iny. (3)

As announced above, we now introduce an auxiliary vector-valued unknown y on QF, setting y = —Vu
there, so that u, y satisfy the dual form of the original equation

y+Vu=0, divy+u=f, inQ}. (4)

This allows us to rewrite the natural boundary condition g—z = 0 on I' as the essential condition on y:

y-n = 0on . The latter can now be imposed using the idea of multiplication by the level-set ¢. To

this end, we note that the outward-looking unit normal n is given on I" by n = ﬁV(ﬁ. Hence, we have
y-n =0on Iif we put

y-Vo+pp=0, in Qg’ (5)

where p is yet another (scalar-valued) auxiliary unknown on Ql,; The variable p is artificial and has no
physical meaning (roughly speaking, it represents the second derivative in the normal direction on T,
extended somehow to QF). The only purpose of its introduction is to avoid the terms with integral on T
in our variational formulation.

Our finite element method, cf. (6) below, will be based on a variational formulation of system (3)—(5)
treating eqs. (4)—(5) in a least squares manner and adding a stabilization in the vein of the Ghost penalty
[6, 10]. As in [9], we coin our method ¢-FEM in accordance with the tradition of denoting the level-sets
by ¢. Contrary to [9], we need here additional finite element unknowns discretizing y and p on Q}. Since,
the latter represents only a small portion of the whole computational domain €2, the extra cost induced
by these unknowns is negligible as h — 0. We want to emphasize that the reformulation (3)—(5) is very

L Another approach that can bypass non-standard quadrature is the Fat Boundary Method [16, 3] where a non-matching
global mesh is combined with a local matching mesh around the boundary. Our method, on the other hand, avoids completely
the construction of boundary fitted meshes.



formal and will serve only as a motivation for our discrete scheme (6). The system (3)—(5) itself is clearly
over-determined and may well be ill-posed (the “boundary” conditions hidden in (5) are actually not on
the boundary of domain §2;, where the problem is now posed). We shall assume neither the existence of
a continuous solution to (3)—(5), nor any properties of such a solution in the theoretical analysis of our
scheme, cf. Theorem 2.1.

The article is organized as follows: our ¢-FEM method is presented in the next section. We also give
there the assumptions on the level-set ¢ and on the mesh, and announce our main result: the a priori
error estimate for ¢-FEM in the Neumann case. We work with standard continuous Py finite elements
(k > 1) on a simplicial mesh and prove the optimal order h* for the error in the H! norm and the (slightly)
suboptimal order h*+1/2 for the error in the L? norm. We note in passing that employing finite elements
of any order is quite straightforward in our approach contrary to more traditional schemes of CutFEM
type, cf. [5, 14] for a special treatment of the case k > 1. The proofs of the error estimates are the subject
of Section 3. Moreover, we show in Section 4 that the associated finite element matrix has the condition
number of order 1/h?, i.e. of the same order as that of a standard finite element method on a matching
grid of comparable size. In particular, the conditioning of our method does not suffer from arbitrarily bad
intersections of I" with the mesh. Numerical illustrations are given in Section 5.

2 Definitions, assumptions, description of o-FEM, and the main
result

Assume Q C O and let 7;59 be a quasi-uniform simplicial mesh on O with h = maxpey;, diam7T and
p(T) > Bh for all T € T,° with the mesh regularity parameter 8 > 0 fixed once for all (here p(T) is
the radius of the largest ball inscribed in T'). Fix integers k,I > 1 and let ¢; be the FE interpolation
of ¢ on 7,9 by the usual continuous finite elements of degree I.2 Let '), := {¢5, = 0} and introduce the
computational mesh 7T, (approximately) covering Q and the auxiliary mesh 7;{ covering I'j,:

Th=AT € T;7 : TN {on < 0} # &} and Q, = (Urer, T)°,
Th ={T €Th:TNT, # 2} and Qj, = (UperrT)°.

We shall also denote by Q2 = Q5 \ 2}, the domain of mesh elements completely inside € and set I'}, = 9€2.
We now introduce the finite element spaces

Vh(k) ={vp € H' () : vp|r € PR(T) VT € Tp},
Z}(Lk) = {2z, € HY Q) : 2|7 € PR(T)? VT € T},

W = {an € LXQF)  qulr € Prs(T) VT € T},
W}(Lk) _ Vh(k) o Z}(lk) o Qgc)

and the finite element problem: Find (up, yn,pn) € W,Ek) such that

an(Un, Yn, P} Uk, Zhy Qh) =/ fvh+’7diu/rf(divzh+vh)a (6)
Qn 2,

2The integer k is the degree of finite elements which will be used to approximate the principal unknown w while ¢ is
approximated by finite elements of degree I. We shall require I > k+ 1 in our convergence Theorem 2.1. Note, that we cannot
set | = k unlike the Dirichlet case in [9]. This is essentially due to the fact that ¢}, is used here to approximate the normal
on I' in addition to approximating I' itself.



for all (v, zn,qn) € W}Ek), where

an(u,y,p;v, 2,q) = VU~W+/ uv+/ Y- nv
Qp Qp 8Qh

+7dw/ (divy+u)(divz+v)—|—7u/ (y + Vu) - (z 4+ Vo)
QF Q

r
h h

p 1 1 / ou] [ov
p .V - .V - h el I it
T2 Qi(y én + hp¢h)(2 on + hQ¢h) +o v Lon] [on
with some positive numbers v4iv, Yu, Vp, and o properly chosen in a manner independent of h. We have
assumed here that f is well defined on 2y, rather than on 2 only.
The finite element problem (6) is inspired by (3)—(5). The first line in the definition of a; comes from
multiplying (3) by a test function v, integrating by parts

VU~VU+/ Uy — Vu-nv = fo
Qp

Qh Qh 8Qh

and noting that —Vu-n = y-n on 08, by (4). Equations (4)—(5) are then added in least squares manner,
introducing the test functions z and ¢ corresponding to y and p respectively (a similar idea is also used
in the construction of CutIGA method [10]). Note that we replace p by £p in the term stemming from
(5). This rescaling does not affect the discretization of u (which is the only quantity that interests us) and
will be crucial to control the conditioning of the method. Finally, the terms multiplied by oh is the Ghost
penalty from [6] (we need to penalize the jumps only on I'} because some continuity of Vuy, on the facets
inside Q}: is already enforced by assimilating Vuy, to y, which is continuous).

We now recall some technical assumptions on the domain and the mesh, the same as in [15, 9]. These
assumptions hold true for smooth domains and sufficiently refined meshes.

Assumption 1. There exists a neighborhood of T', a domain QF, which can be covered by open sets O;,
i =1,...,1 and one can introduce on every O; local coordinates &1,...,&q with £g = ¢ such that all the
partial derivatives 0*E/0x% and 0%x/IE™ up to order k + 1 are bounded by some Cy > 0. Thus, ¢ is of
class C**2 on QY. Moreover, |Vé| > m on QF with some m > 0.

Assumption 2. Q C QU and |Vey,| > 5 on all the mesh elements of Qr.

Assumption 3. The approzimate boundary I'j, can be covered by element patches {1y }r=1
the following properties:

Ny having

.....

e Each Iy, is composed of a mesh element T}, lying inside (2 and some elements cut by I', more precisely
U = Tx UL} where Ty, € T, T € Q, 1L C T,F, and I}, contains at most M mesh elements;

e FEach mesh element in a patch I, shares a facet with at least one other mesh element in the same
patch (so that Iy, is a connected set). In particular, Ty shares a facet Fy, with an element in Hl,;;

o 7 = UYL IIL and T = U™, Fy;
o Il and II; are disjoint if k # 1.

Assumption 3 prevents strong oscillations of I' on the length scale h. It can be reformulated by saying
that each cut element T € ’77LF can be connected to an uncut element 7" C Q}L by a path consisting of a
small number of mesh elements adjacent to one another; see [15] for a more detailed discussion and an
illustration (Fig. 2).



Theorem 2.1. Suppose that Assumptions 1-3 hold true, | > k+1, Q C Qp, and f € H*(Qy,). Let

u € H*2(Q) be the solution to (1) and (un,yn,pn) € W,Ek) be the solution to (6). Provided Yiiv, Yu, Vp,

o are sufficiently big, it holds
lu—uplio < CR¥||fllra, and |ju—upllon < ChFH1/2

(7)

with C > 0 depending on the constants in Assumptions 1, 8 (and thus on the norm of ¢ in C*+2), on the
mesh regularity, on the polynomial degrees k and [, and on 1, but independent of h, f, and u.

Remark 1 ((Condition Q C Qp)). The assumptions of Theorem 2.1 include Q@ C . Note that one would
automatically have Q C Qp, were Qy, defined as the set of mesh cells having a non empty intersection with
Q = {¢ < 0}. However, Qy, is based on the intersections with {¢;, < 0} which can result in some rare
situation where tiny portions of ) lie outside Qp,. In such a case, the a priori estimates (7)will control the
error only on QN Q.

Remark 2 ((non-homogeneous Neumann and Robin conditions)). We can also treat the case of more
general boundary conditions:

(i) non-homogeneous Neumann boundary condztwns =g on I' by adding the term

38 [ AV Ton+ pandn

in the right-hand side of (6) where § € H’“‘H(Ql};) 18 lifting of g from T to a vicinity of T'.

(i) Robin boundary condition g—z +au=g onT (a €R) by replacing the penultimate term in aj by

1 1
T [ (y-Vén — |Vnlau+ pén)(z - Von — [Vonlav + —qén)
h2 Jor h h

and by adding the term
Tp ~ 1
—5 | 9IVonl(zn - Vén — [Vénlav + E(Ih(bh)
o,

in the right-hand side of (6) where § € H*T1(QL) is defined as before.

Theorem 2.1 remains valid, adding [|g|lx11,0r to || fllke, in (7). This framework will be used in first test
case of the numerical simulations performed in Section 5: Fig. 2-8 for (i) and Fig. 9 for (ii).

3 Proof of the a prior: error estimates

From now on, we shall use the letter C' for positive constants (which can vary from one line to another)
that depend only on the regularity of the mesh and on the constants in Assumptions 1-3.

We shall begin with some technical results, mostly adapted from [15] and [9] to be used later in the
proofs of the coercivity of aj, (Section 3.2) and the a priori error estimates (Sections 3.3 and 3.4).

3.1 Technical lemmas
We recall first a lemma from [9]:

Lemma 3.1. Let T be a triangle/tetrahedron, E one of its sides and p a polynomial on T such that p = a
on E for some a € R, 3 dp =0onFE, and Ap=0onT. Thenp=a onT.



We now adapt a lemma from [15]:

Lemma 3.2. Let By, be the strip between 082, and I'y,. For any 3 > 0, there exist 0 < a <1 and § >0
depending only on the mesh reqularity and geometrical assumptions such that, for all vy, € Vh(k), zn € Z,(Ik)

/ Zh " V'Uh
By,

Proof. The boundary I" can be covered by element patches {IIj}r=1.. ny, asin Assumption 3. Choose any
B > 0 and consider

2

v
< alonl3 g, +8ll2n+Vonll2 gr +Bh H {aﬂ

+Bh?|| div zn +vallg gr +BR2[lvn[I§ or - (8)
0,I% ' '

o= max F(II, zp, v .
Iy, (21.08 ) £(0,0) (I, 2, vn) )

with

2 .
|07Fk — Bp2|| div ZhH(QJ,ng

[2nllo,or [vn |y e — Bllzn + WhH%,H; — Bh||[52]

%thng’ng + %‘Uhliﬂk

F(Iy, zp,vp) =

b

where the maximum is taken over all the possible configurations of a patch II; allowed by the mesh
regularity and over all v, € fok) and z, € Z,(lk) restricted to II. Note that F(IIg, zp,vp) is invariant
under the scaling transformation = +— %:177 Vp > %vh, zp +— zp. We can thus assume h = 1 when
computing the maximum in (9). Moreover, F'(Ilj,zp,vp) is homogeneous with respect to vy, zp, i.e.
F(Mg, zp,vn) = F (g, pzp, pop) for any g # 0. Thus, the maximum in (9) is indeed attained since it can
be taken over a closed bounded set in a finite dimensional space (all the admissible patches on a mesh with
h =1 and all vy, z; such that |vs|] g, + th||gﬂ£ =1).

Clearly, o < 1. Supposing o = 1 leads to a contradiction. Indeed, if « = 1, we can then take Iy, vy,
zp, yielding this maximum (in particular, \vhﬁﬂk + ||Zh||§,ng > 0). We observe then

1 1 Ovy, 2 I5) .
1o, ~enlunglondng + 3hanlia + B+ ol g + 0 [ G ]|+ Gl —o
and consequently (recall |vp|7 ;, = [val? 7, + |vh|ing)
2
1 2 2 Oy, ﬂ 20 13 2 —
§|vh|1,Tk + Bllzn + VvhHoﬂl; + Bh H {371 - + §h || div ZhHo,ng =0. (10)
This implies [vp[; 7, = 0 so that vy = const on Tj. Moreover, ||z + Vg |onr = 0 so that Vv, = —2, on

I}, hence Vuy, is continuous on I}, and Avy, = 0 on II}, since div 2, = 0 there. The jump [%”Tf] vanishes

also on the facet F}, separating T} from IIL, as implied directly by (10). Combining these observations
with Lemma 3.1, starting from 7T} and its neighbor in Hg and then propagating to other elements of Hl,;,
we see that v, = const on the whole II;. We have thus Vv, = 0 on II; and z;, = 0 on Hg, which is in
contradiction with |vp[? ;, + ||Zh||(2)7Hp > 0.

Thus a < 1 and *

2
N

0,0T,NOTIE

o « ovy, .
ot loang ok g < llnl g + G 1o, + Bl + Vol g + 0 | 5 2 div 242

for all vy, z;, and all admissible patches II;. We now observe

/ zn - Vo SZ/ zp - Vup
By, B;LQHE

k
<@ 2 o g o (12 n Ouy,
< §||Zh||o,gg + §|Uh|1,sz,,, + Bllzn + UhHo,Qg +8 n

< Z H2h||0,n£|vh|1,n};
k

> 8

2 : 2
+ 5}1 || div ZhHO,QE'

o,Iri



We now use the Young inequality with any € > 0 to obtain
1
126115 o = 12+ Vonll§ or + IV RII§ or —2(zn +Von, Vor)o or < (1 + 6) lzn+Vonl5 or +(1+€)vali g,

which leads to

/ Zh " V’Uh
By,

Taking e sufficiently small, redefining o as o (1 + £) and putting § = (84 ¢ + &) we obtain

/ Zh Vvh
By,

This leads to (8) by the triangle inequality || div zxlo,or < [|div 2 + vnllo.ar + [lvnlloar- O

2

€ 9 a o« 9 ovp,
<a(143) i, + (845 + 5) lon+ Vol ap + 51 H [an]

+ A1) div z[g or -
O,I‘}'LL h

2

+ Bh?|| div 23|12 or -
0,I e

c%h
< alonla, + 8l + Vol + 51 | 2]

Lemma 3.3. For allv € H'(Q}), [[vllo.ar < C (\/EHUHO’FZ + h|v|1,9£)
and for all v € HY(Q,\Q), [v]lo,000 < C <\/E||UHO,F + hlv

1,Qh\ﬂ) .

We refer to [15] for the first inequality. The second one can be treated similarly.
The following lemma is borrowed from [9]. It’s a partial generalization of Lemma 3.3 to derivatives of
higher order.

Lemma 3.4. Under Assumption 1, it holds for all v € H*(Q2) with integer 1 < s < k + 1, v vanishing
on 1, ||U||0,Qh\9 <Ch? ||UH57Q,L\Q :

Lemma 3.5. For all piecewise polynomial (possibly discontinuous) functions v, on T,  |vnllor, <
%thHO,Q}r with a constant C > 0 depending on the mazimal degree of polynomials in v, and on the
constants in Assumptions 1-3.

Proof. A scaling argument on all T € 7,!'. O
Finally, we recall a Hardy-type lemma, cf. [9].
Lemma 3.6. Assume that the domain QU is a neighborhood of T, given by (2), and satisfies Assumption

1. Then, for any u € H*TY(QL) vanishing on T and an integer s € [0, k|, it holds H%H o < Cllulls41,0r
S,

with C > 0 depending only on the constants in Assumption 1 and on s.

3.2 Coercivity of the bilinear form a

It will be convenient to rewrite the bilinear form a; in a manner avoiding the integral on 9. To this
end, we recall that By, is the strip between 9§, and I';, and observe for any y € H'(By)?, v € H'(By),
qc L? (Fh)Z

1 1 1
/mhy-nv—/mhy'nv/Fhm(y-vczﬁh)w/rhW(y-V¢h+hq¢h)v

1 1
= vdivy + vy - Vo —l—/ ——(y-Von+ — .
[ wdivyry Vo s [ oot Vot o)




Indeed, ¢, = 0 on T';, and the unit normal to T'y, looking outward from By, is equal to =V /|Vp|.
Thus,

ap(u,y,p;v, 2,q) = Vu~Vv+/ qur/ (vdivy +y - Vv)
Qh Qh Bh

+/ #@-wwlqmmm/ <divy+u><divz+v>+%/ (y+ V) - (= + V)
T, |Vonl h or

ar

0 0 1 1
+ah/F}_L {8:} {82} + %/ (y-Vop + E'pfﬁh)(z.ngh + qubh)' (11)

Proposition 1. Provided Yqiv, Yu, Vp, 0 are sufficiently big, there exists an h-independent constant ¢ > 0
such that

k
ah(vhazhth;vhmzhth) Z CH"Uh’Zhth'Hiv V(’l}h,Zh,Qh) S W}E )

with

2

I z-Von + qfi>h

o
s 1 divz + vl gr + |2 + Vol2 gr + A H [82]

2
0,I% h 0,08

Proof. Using the reformulation of the bilinear form a;, given by (11), we have for all (vg, 2, qr) € W(k)

an(Vh, 2h, Qi Vis 20y 4n) = |nl3 0, + [10all§.q, +/ (vp div zp, + 21, - Vup,)
Bp,

1 1 -
+/ Non ‘(Zh Von + Qhﬁbh)vh+'Ydiv||dlvzh+vh||g7gr+,yu||zh+vvh”(2)79£
T'n

rer|[5]

Since By, C QF, we remark that the integral of vy, div zj, can be combined with that of v, on QF to give

||Zh Von + Qh¢hH0 or-

0,

[vallg +/ vp div zp > / op (div zp, +vn) = —[lonllo,orll div zn + vallo or-
' Bp, Bp,

We also use an inverse inequality from Lemma 3.5 and the fact that 1/|V¢y,| is uniformly bounded by
Assumption 2, to estimate

1 1
/Fh |V¢h|(2h Vo + Qh¢h)v

Applying the Young inequality (for any € > 0) to the last two bounds and combining this with (8) yields

e l[on lor

C 1
EHZh Vo + th¢h

1 .
an(Vh, 2y Qh Vns 20y @) > (1—a) v} Qh+HUh||0 Qi (€+5h2)|vhl|§795+<vdw 5~ ﬁhQ) || div Zh+Uh||aQE

81)h
+ (v = 0)llzn + Vonllg or + (o - H [ ] 2eh?

02 1
+ (Zﬁ; _ ) ||Zh -Vop + EQh(bhHg,Q}"'
0, FL L

To bound further from below the first 3 terms we note, using Lemma 3.3 and the trace inverse inequality,

lonl ap < Chllonl vy +W2lonl? gp) < Cllonld gy +Hlonlta,)



so that, introducing any k£ > 0 and observing h < hg := diam(2),

(1= lonl g, + lonl g — (e + BR)onll o
> (1= )fonlZa, + lonl2g; + KllvnlZgr — (2 + 803 + R)llvalZ or
> (1= a—Cle+ Bhg + w)hd)|vali o, + (1 = Cle + Bhi + &) l|vallg gr + #llvnll§ or-
Taking €, s, sufliciently small and 7.,7Vp,7Vdie sufficiently big, gives the announced lower bound for
an (Vs Zhs Qhi Vhs Zhs Gh)- O
3.3 Proof of the H! error estimate in Theorem 2.1

Under the Theorem’s assumptions, the solution to (1) is indeed in H**2(Q) and it can be extended to a
function @ € H**2(€2;,) such that @ = v on  and

lallk+2.0. < CU Ik + I9llkr1/20) < N fllk0- (12)

Introduce y = —Va and p = —%y V¢ on QF. Then, y € H**1(QL) and p € H*(Q}) by Lemma 3.6.
Moreover,

[9llks1.0r < Cllillksz., < Clflke and [Pl or < ChlYllps1ar < ChIlfllko- (13)

Clearly, @, y, p satisfy

an (@, Y, D; Vhs Zhs ) =/

Q) Qr h?

h

_ o 1 1
fon + %lw/ f(divz, +vs) + ﬁ/ (y-Von+ EP%)(Zh Vo + EQh%),
o
(k)
V(vn, zn, qn) € W),

with f := —Ad + 4. It entails a Galerkin orthogonality relation

ah(ﬂ—wuy—yh,p—ph;vmzh,%)=/ (f = fon +7dw/ (f = )(div 2, + vn)
o ar

1 1
+ % (y-Von+ Ep%)(Zh -Von + Eflh@z)a V(vh, 2h, qn) € W;(Lk)- (14)
Q;

Introducing the standard nodal interpolation I or, if necessary, a Clément interpolation (recall that p is
only in H'(Q})) if k = 1), we then have by Proposition 1,

ap(un — Int, yn — Iny, pn — Inp; vh, 21, qn)

C||| Up *Ihﬂ»yh*—rhy,phffhPMh < sup
(vnozn.qn) €W [lvn, zhs qnllln
I—II-1II
< sup -
(Uh7Zh7Qh)€W}(lk) |||Uh7 Zh thh
where

I= ah(eu,€y7€p;vh72h,Qh)a II:/ (f_f)vh""ydiv/ (f—f)(leZh +Uh)7
Q, Q

T
h

1 1
1= 35 | (y-Vén +—pén)(zn - Von + Tanén);
o



with e, =@ — Ipu, ey =y — Ipy and e, = p — Ipp.
We now estimate each term separately. Recalling (11), we have

+ lleyllo, By [vnl1, B,

v l1.e,

1
(ey - Vén+ -

s erfn)llors [vnllor, +vaill divey +eullo.arlldivzn + unllo of

o]

||ey Von + €p¢h”0 QFHZh V¢h+

|v¢h|

Odey
+%k@+v%m@m%+wwwmﬁ+aﬂﬂan}

o,ri o,ri

Applying Lemma 3.5 to the L? norms on I'y, recalhng that 1/|V¢y| is uniformly bounded on Q}: (cf.
Assumption 2), and recombining the terms, we get

Oey, }

1/2
1 1 )
+oslle Vou+ pentnldar | llonznan lln -
0, Fl

I<c <||6u||im Flesliiap + H {

The usual interpolation estimates give

lewll? o, + leyll? or + A [%; H|Op < CRM(Jall 0, + 1YI1E 1 or) -

Moreover, recalling that [V¢y| and +|¢p| are uniformly bounded on Q}, we get

1 1 2 C 2 2 2k 2 1 2
slley - Von + ressnlliar < 55 (llesl3ap + lesll? ap ) < Ch(ylEy p + 751PE p):

Thus, by regularity estimates (12), I < Ch*| fllr.q Il v, 20, qn ll|n -
We now estimate the second term

11 < CUIf = fllo,an lonllon + [1f = fllo.or | div zn + vallo ar)
< C|f = flloon llons 2ns anlln < CRM || fllk.oua, Il vns 2z an llln -
Indeed, thanks to Lemma 3.4 and f = f on €,

I1f = Ffllon = If = Fllogme < CRFIIF = fllkane < CRF|Ifllkue, - (15)
Finally,

C 1
(| < 5lly - Vén + spdnllo.ar Il ons 2n, anllln
and, recalling y - Vo + %pqﬁ =0on Q,
1 1 1 1
7y Von+ 3 ponlloar = 31l - V(en = &) + 5 p(én = O)llo.ar

1
(&n — ®)lloo + ﬁHPHO,Q}:”d)h — Plloo
< Chk(HyHo,Qg + [[pllo,ar) < Ch*

by regularity estimates (13). Note that the optimal order is achieved here since ¢ is assumed of regularity
C*+2 and it is approximated by finite elements of degree at least k + 1.
Combining the estimate for the terms I-I11 leads to

llun = Inti, yn — Iny, oo — Inplln < CBF| fllk.quas
so that, by the triangle inequality together with interpolation estimate, we get
llwn = @y =y, n = plln < CRF[| 1l 000, (16)

This implies the announced H' error estimate for u — uy,.
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3.4 Proof of the L? error estimate in Theorem 2.1
Since 2 C €y, we can introduce w : 2 — R such that

—Aw+w=u—up in Q, 6—w:()onI‘.

on

By elliptic regularity, ||w|l2,0 < C|lu — upllo,0. Let @ be an extension of w from € to 2, preserving the
H? norm estimate and set wy, = Ipw. We observe

=l = [ V=) Voo =w)+ [ = w)w—w)+ [ V=) Vo,

Q
+/Q(U_Uh)

by the already proven H' error estimate and interpolation estimates for I,w (recall also Q C Q). Taking
vp, = wp, 2z, = 0 and ¢, = 0 in the Galerkin orthogonality relation (14), we obtain, thanks to (11),

[W|2,0, + ‘/ V(u —up) - Vwp + / (v — up)wp
Q Q

V(a—uh)-vwh—l-/

(i — un)wn + / (wn div(y — yn) + (v — yn) - Veon)
Qh

Qp By,

1 .
+/ ~—((y—wn)-Vor+ — (p Ph)OR)Wh, +7dw/ (div(y — yn) + @ — up)wp,
r, |Vl h or

[ () 496w on [ |0 [357”1’1] =+ ae) [ (F= Dy

Using the last relation in the bound for ||u — up||§ o, we can further bound it as

lu = unllg o < CH**If k0, [Bl20, +

/ V(a — uh) -Vwy, + / (’ﬁ — uh)wh
Q}L\Q Qh\Q

+ / (wn div(y — yn) + (y — yn) - Vaon)
By,

1L e (=) on o= pon

+ -

v @G =) o+ [ (@ o)+ 9@ ) Vo

o 2552 5] -

< R Y| fllion )20, +C Il @ — why — Yo 2 — il < (lwalliame
+lwally,or + llwnlo,r, + \/EH[th}Ho,rg) + CIf = fllo,emellwnllieune-

+ (]- + ’ydiv)

It remains to bound different norms of wy, featuring in the estimate above. By Lemma 3.3 and interpolation
estimates

lwallo.ome < @—Indlo.0,n0+1@lo.0n0 < CR|E]2.0,\0+C <\/E||U7||0,F + h\ﬁ)h,szh\n) < CVh|[d|z2.q,-

Similarly,

(@ — )

(VA lox + bVl 0,00)
< CVh|w|2.0,-

11



Analogous estimates also hold for [|wy||; or. Moreover, by interpolation estimates,

Vwnlllo.rs = V(@ — Iv@)]lor;, < CVh|D|20,

and, by Lemma 3.5,
hllwnllo,r, < CVAlwhllogr < CVA|[@]2,0,-

Hence,
[ — unllg o < CR*|fllkan 020, + CVRIE — wny — yn,p — pu e 1 F = Fllogme)ll@]l2.0,-

This implies, by (15) and (16), [ju — uh||%7Q < Ch’”%||f||k,gh||ﬂ)||27gh, which entails the announced error
estimate in L?() since [|10]|2,0, < Cllu — upllo.q-

4 Conditioning

We are now going to prove that the condition number of the finite element matrix associated to the bilinear
form ay, is of order 1/h%.

Theorem 4.1. Under Assumptions 1-8 and recalling that the mesh Ty, is quasi-uniform, the condition
number defined by k(A) := |Al]2||A7|2 of the matriz A associated to the bilinear form ap on Wék)
satisfies k(A) < Ch™2. Here, || - ||2 stands for the matriz norm associated to the vector 2-norm | - |o.

Proof. The proof is divided into 4 steps:

Step 1. We shall prove for all ¢, € Q;lk)

landnllo,or = Chllanllo,or- (17)

We have

llanonllo,r
min : > C, 18
7,0, 70.6n 70 hr||qnllo, 7| Vénllcor ~ "

where the minimum is taken over all simplexes T with Ay = diam (T") satisfying the regularity assumptions
and all polynomials g of degree < k and ¢, of degree < [, with ¢, vanishing at at least one point on 7. Note
that this excludes ||V |loo,r = 0 because ¢, would then vanish identically on 7. The minimum in (18) is
indeed attained since, by homogeneity, it can be taken over the compact set ||gn|lo,7 = || V@n|lco,r = 1 and
simplexes with hy = 1. Hence, (18) is valid with some C' > 0. Applying (18) on any mesh element 7" € T,"

to any gp € Q;lk) and ¢, approximation to ¢ satisfying Assumption 2 leads to ||gnénlo,r = Chr % |lqnllo,r-
Taking the square on both sides and summing over all T € T,!' yields (17).

Step 2. We shall prove for all (vp, zp,qp) € W}Ek)
ah(Uh72h7Qh§Uh7Zh7Qh) ZCHUhaZh»(IhHg (19)
with |lon, 21, |2 = ||vh||(2)79h + ”Zh”g’ﬂﬂ + H%H(QJ,QE' Indeed, by Lemma 1,
1
an (Vs 2, Qi Ohs 20, Gi) = Clllvn, zns anllly = c(llvnll? g, + l2n + VvhHS,Qg + [lzn - Vo + E%%Hﬁ,gg)
We have assumed here (without loss of generality) h < 1. By Young’s inequality with any € € (0,1),

1

g
lzn + Vonll§ or = lzll§ or + 1VoRlE or + 2(zn, Von)o.or > (1 = e1)llznllg or — Tﬂvvhﬂﬁ,ag- (20)

12



Similarly, for any e; € (0,1), using that V¢, is uniformly bounded,

— €9
h2

1 1 1 — €2
l2n - Vén + 3-andnllg ar = ——2

H(thhHg,Qg -C |ZhHg,Ql;L- (21)
Thus, combining (20), (21) and (17),
an(Vn, 2, Qn; Vhs 2, qn)

1 — €1 1 — €2
zc(@— )wh%,+ﬁ—q—c )n%%m+ca—@m%%m)
€1 €2 h "h

Taking €7, €5 close to 1, we get (19).

Step 3. We shall prove for all (vp, zn,qn) € W}Ek)

C
an(Vh, Zhs Qhs Vhy 21y Q) < ﬁ””hazhﬂhug' (22)
By definition of aj, (11) and Cauchy-Schwarz inequality,

ah(vh, Zhyqhs Vhy Zh;s Qh)

3vh 2
SCQMﬁ@ﬁW%ﬁW+hm&J

1 5 1 )
. + ﬁﬂzh . V¢h||o,gg + h4||61h¢h||0’9£> .

" h

This leads to (22) thanks to inverse inequalities and to the fact that both V¢, and %qﬁh are uniformly
bounded on Q.

Step 4. We combine (19) and (22), and observe that the norm ||v, 24, ¢x||o is equivalent to the 2-norm
of the vector representing (vp, zn, qn). This leads to the desired result as at the end of the proof of Theorem
4.1 from [9]. O

5 Numerical simulations

In this section, we illustrate ¢-FEM on three different test cases, cf. Fig. 1, exploring the errors with
respect to exact “manufactured” solutions. The numerical results for the 1st test case (in 2D) confirm the
predicted theoretical estimates (in fact, better than theoretically predicted convergence rate is observed
for the L? error). In the 2nd test case (also in 2D), we show that the optimal convergence is recovered even
when the level-set function ¢ is less regular than assumed by the theory. Our method is also compared
with CutFEM [8] in the last case. Finally, a 3D example is given in the 3rd test case.

In the first test case, we will treat some examples with non-homogeneous Neumann condition (Fig.
2-8) and Robin condition (Fig. 9) thanks to the modification of the scheme given in Remark 2. In the two
last test cases, we will consider homogeneous Neumann conditions.

The surrounding domains O are always chosen as boxes aligned with the Cartesian coordinates and the
background meshes 7,© are obtained from uniform Cartesian grids, dividing the cells into the simplexes
(semi-cross meshes in 2D) . We always use the numerical quadrature of a high enough order so that all the
integrals in (6) are computed exactly.

We have implemented ¢-FEM both in FreeFEM [13] and in multiphenics [2]. Both implementations
give the same results in our test cases and we present here only those obtained with FreeFEM. The imple-
mentation scripts can be consulted on GitHub.3

Shttps://github.com/michelduprez/PhiFEM-Neumann

13



Remark 3. Our method (6) features “mized” terms, such as v er (yn+Vup) - (zn+ Vo) involving up, vy
h

defined on mesh Tp, and yn, 21, defined on mesh T,X', a submesh of Tp,. Such integrals cannot be implemented
in the current version of FEniCS since it requires all the finite elements involved in a problem to be defined
on the same mesh. This is why we have turned to the multiphenics library, a spin-off of FEniCS, that
does not have such a restriction. On the other hand, FreeFEM features interpolations between meshes in
a user-friendly manner. However, we have discovered that a straightforward implementation of (6) in
FreeFEM involving an implicit interpolation from Ty to 7;? can lead to some spurious oscillations in the
error curves. Much better results (reported below) are obtained if we introduce explicitly the interpolation
matrixz from Vh(k) to its restriction on T,L, using the FreeFEM function interpolate, or, equivalently but
more efficiently, the renumbering between the degrees of freedom of these two finite element spaces, , using
the FreeFEM function restrict.

04

02

00 00

-02

04

Figure 1: Domains and meshes considered in ¢-FEM for the test case 1 (left), test case 2 (center) and test
case 3 (right).

5.1 1st test case
Domain  (see Fig. 1 left) is defined by the level-set function ¢ given in the polar coordinates (r,8) by

o(r,0) = r*(5 + 3sin(7(0 — 6y) + 77/36))/2 — R,

where R = 0.47 and 6 € [0, 27). The surrounding domain O is fixed to (—0.5,0.5)2. Varying the angle 6
results in a rotation of €2, so that the boundary I" cuts the triangles of the background mesh in a different
manner, creating sometimes the ”dangerous” situations when certain mesh triangles of 7, have only a tiny
portion inside the physical domain 2.

1072 |

1

—#k=1landl=2

——k=1land =31

——k=1landl=4 10-3 -
T

—ak=1landl=2 ]
——k=1landl=3|]|
—Fk=1andl=4||

; E|

1072 107! 1072 107!
h h

Figure 2: ¢-FEM for the test case 1, 0y = 0, 0 = 0.01 and vy, =, = 7g;y = 10, & = 1 and different values
of I. Left: L? relative error |lu — uplloq: /||ullo,q; ; Right: H' relative error |u —up |y g /|uly o -

14



We use ¢-FEM to solve numerically Poisson-Neumann problem (1) with non-homogeneous boundary

conditions :‘% = g adjusting f and g so that the exact solution is given by wu(z,y) = sin(x)exp(y). The

Neumann boundary condition is extrapolated to a vicinity of I by g = V@Zﬁ + u¢, cf. Remark 2. The
addition of u¢ here does not perturb g on I'. Its purpose is to mimick the real life situation where g is

known on I" only and § is some extension of g, not necessarily the natural one Vu - Vo/|V|.

1073}

107" |-

A

1

1

——fk=2and =34
——k=2and =4 |]
L T AR FE——————r—a
1072 107! 1072 107!
h h

——k=2andl=3 1076 ¢
——k=2and =4[]

Figure 3: ¢-FEM for the test case 1, 0y = 0, 0 = 0.01 v, = v, = 7gjy = 10, k = 2 and different values of
l. Left: L? relative error |lu — up| 0.9: /llullo,0; ; Right: H! relative error |u — unly i /|l q -

We report at Figs. 2 and 3 the evolution of the relative error under the mesh refinement for a fixed
position of £ (6p = 0), using finite element spaces W,Ek) with k =1 (P; FE for up) and k = 2 (Py FE for
up). We also try there different values of I, the degree of finite element used to approximate the level-set ¢,
recalling that it should be chosen as k+1 or greater. The experiments reported in these figures confirms the
optimal convergence order of the method in both H! and L? norms (orders k and k + 1 respectively). The
convergence order in the L? norm is thus better than in theory. An interesting experimental observation
comes from exploring the degree I: while the lowest possible value [ = k + 1 ensures indeed the optimal
convergence orders, it seems advantageous to increase the degree to [ = k + 2, leading to more accurate
results, especially in the L? norm. Another series of experiments is reported at Figs. 4 and 5. We explore
there the errors with respect to the rotation of Q over the background mesh (varying 6y). We restrict
ourselves here with finite elements degree k = 1 but compare two different values of I: [ = k+1 =2 at
Fig. 4 vs. | = k+2 = 3 at Fig. 5. We observe again an advantage of the choice I = k + 2: the oscillations
on any given background mesh become less important when increasing [ and fade away under the mesh
refinement in the case | = k+2 (this concerns mostly the L? errors; the H! errors are pretty much the same
in both cases). The influence of the parameters o, vgiv, Yu, 7p on the accuracy of the method is explored
by the numerical experiments reported at Figs. 6 and 7. Although a full assessment of the role of all the
4 parameters is difficult (we have chosen, somewhat arbitrarily, two scenarios of parameter variations out
of endless other possibilities), the conclusion of our numerical experiments seems clear: the method is not
sensible to variation of the parameters in the wide range from 1076 to 10, and there is no need to take
these parameters greater than 10. Finally, we report at Fig. 8 evolution of the condition number of the
¢-FEM matrix under the mesh refinement and also its sensitivity with respect to the rotations of 2. The
theoretically predicted behavior of ~ 1/h? is confirmed. The conditioning of the method is also found to
be rather insensitive to the position of {2 over the mesh.
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Figure 4: Sensitivity of the relative error with respect to 6y in ¢-FEM for the test case 1, 0 = 0.01 and
Yu =Yp = Vgiv = 20, k =1 and | = 2. Left: L? relative error |ju — unlo,0 /llullo,0; ; Right: H! relative

error [u— |y o /luly o
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Figure 5: Sensitivity of the relative error with respect to 6y in ¢-FEM for the test case 1, 0 = 0.01 and
Yu =Yp = Vgiv = 10, k = 1 and | = 3. Left: L? relative error |ju — unlo,0 /llullo,0; ; Right: H! relative

error [u— uply o /luly o
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Figure 6: Sensitivity of the relative error in ¢-FEM with respect to o with v, = 7p = Yaiv = 10 being
fixed for the test case 1, g = 0, k = 1 and [ = 3. Left: L? relative error; Right: H' relative error.
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Figure 7: Sensitivity of the relative error in ¢-FEM with respect to v, = vp = v4iv = v With o = 0.01
fixed for the test case 1, 8 =0, k =1 and | = 3. Left: L? relative error; Right: H' relative error.
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Figure 8: Condition number in ¢-FEM for the test case 1, 0 = 0.01, v, = 7 = 7qiy = 10, 0 =0, k =1
and [ = k + 2. Left: 6y = 0; Right: different values of 6.

We end this section by given an example with Robin boundary condition with o = 1 thanks to
modification of main scheme presented in Remark 2. We consider the same domain 2, level-set function
¢ and solution u as before. The Robin condition is extrapolated by § = % + au + ug. In Fig. 9,
we report the L? errors and the H! error (left) and the condition number (right) for k = 1 and | = 3.

We observe that optimal convergence order and standard condition number remain valid for our Robin
formulation.

.
107t 1 —e— Condition number

2 x 10% | 4
= flu— unHo.ﬂ;,/”“Ho,Q; 3 104 - 1 1
) —— Ju— |0 /|uligo
1075 L T S E— I
102 10~! 2x 107! 10°

h h

Figure 9: ¢-FEM for the test case 1 and Robin boundary conditions, o = 0.01, v, =7, = vg;y = 10, a =1,
k=1andl=3. Left: L* relative error |lu —un|loq: /||ullo,o; and H' relative error |[u —unly o: /|uly i - 3
Right: Condition number. '

17



5.2 2nd test case

In this test case, the domain €2 is the rectangle (—1,1) x (—2,2) rotated by an angle 6, counter-clockwise
around the origin. It is defined by the level-set function ¢ given by ¢(z,y) = ® o l(x,y), with ®(z,y) =
ma(fal y)/2) ~ 1and 1 (3 ) = (o) W (0
O = (=R, R)?, with R = 1.1V/5, cf. Fig. 1 middle.

We use ¢-FEM to solve numerically Poisson-Neumann problem (1) with the exact solution given by
u(z,y) = U o(x,y), where U(z,y) = cos(rz) cos(my/2).

The results are presented at Figs. 10 (left) and 11, first choosing a fixed inclination angle 6y = /8,
and then varying 6y from 0 to 27 /7. The numerical tests show again the optimal convergence of ¢-FEM
with P; finite elements in the L? and H' norms, notwithstanding the fact that the level-set function ¢ is
less regular than assumed in our theoretical results. Note that we have used here the FE of degree | = 3
to represent the level-set, which is higher than the minimal degree k + 1 = 2 suggested by the theory. The
situation is here similar to that of the tests case 1-2: the implementation using the lower degree | = 2
elements (not reported here) is also optimally convergent but turns out to be less robust than | = 3 wih
respect to the placement of 2 over the mesh (higher oscillations, especially in the L? error, when varying
o).

We have also compared our method with CitFEM [8]: Find uy, € V}fk) s.t.

5’uh (9Uh (k)
. h — — p—
/QVuh Vvh—k/guhvh—&—a E /E{ﬁn}{an} /vah—l-/rgvh Vo, eV,",

EcFT

) . The surrounding domain is taken as

where F1' = {E(internal facet of T) such that 37 € T, : TNT # @ and E € OT}.

The results are reported at Figs. 10 (right, the simulation at fixed inclination angle 6y) and 12 (sim-
ulations with the rotating domain §2). Comparing two parts of Fig. 10, we conclude that ¢-FEM and
CutFEM are both optimally convergent and produce very similar results. However, looking closer at Figs.
11 and 12, we can point out an advantage of the ¢-FEM over the CutFEM: the former seems more robust
with respect to the position of Q over the background mesh, the oscillations of the L? errors with rotating
the domain are more pronounced for the latter method (the H! errors are almost the same in both cases).

Figure 10: L? and H'! relative error for the test case 2. Left
k=1 and [ = 3; Right: CwtFEM , 6y = 7/8, 0 = 0.01.

— |u— o /lulig;

==l = unlloqy /llullogy |

10!
h

18

——u— “'th.ﬂ;,/H“”o,n; E
— |u—unlo /lulig;

1072 1071
h

1 ¢-FEM with ¢ = 0.01, v, = v = Ydiv = 10,



h [ h
1--- 0217 --- 0217
“1— 0.109 - Tt —— 0.109
----- 0.0543 10701 T eeeen 0.0544
--- 0.0271 T e
—0.0136 {—o0.0136

10-2 \__’

Figure 11: Sensitivity of the relative error with respect to 6y in ¢-FEM for the test case 2, o = 0.01,
Yu =Yp = Vdiv = 10, k = 1 and | = 3. Left: L? relative error |[u — up| 0.9: /llullo.o: ; Right: H! relative
error u |y oy /lul,
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Figure 12: Sensitivity of the relative error with respect to 6y in CutFEM for the test case 2, o = 0.01.
Left: L? relative error ||u — unlo,0 /llullo,0; ; Right: H* relative error |u — unly i /|uhq -

5.3 3rd test case

We here take 2 C R3 as the ball of radius R = 0.75 centered at the origin encapsulated into the box
O = (—1,1)3. Q is defined by the level-set function ¢(x,vy,2) = 22 + y? + 22 — R?. Fig. 1 (right) gives an

example of mesh Ty, for this test case. We choose the exact solution as u(x,y, z) = cos (\/xQ + 92+ 22) .

The normal derivative g—z turns out to be constant on I' in this case, equal to — sin(R). Accordingly, we
choose to extrapolate the Neumann boundary condition to a vicinity of I' by § = —sin(R), cf. Remark 2.

Again, we observe in Fig. 13 (left) the optimal orders of convergence for the L? and H' errors. We have
done the experiments on moderate meshes only, using a direct solver (MUMPS) for the linear systems. The
condition numbers are reported at Fig. 13 (right). Estimating numerically the condition numbers is tricky
even on these relatively coarse meshes in 3D since their direct evaluation, by eg. the standard function
of NumPy used in our 2D tests, is too expensive on some of our meshes in 3D. We have computed the
condition numbers reported here by tracking the largest and smallest singular values on iterations of the
GMRES method without any preconditioner, as provided by PETSc [1]. The condition numbers obtained
like this can be thus under-estimated. This can explain why they seem to behave more like ~ 1/h rather
than the theoretically expected ~ 1/h%. Another possible explanation is that the meshes explored here
are yet too coarse to see the asymptotic regime.

19



T T
—e—Condition number

0.1}F 100,000 -

0.01

0.001

= lu— “hHo.xz;/““”o,sz; ]
- fu-— Uh\m;/\“h,n; E
; f E \

0.25 0.5 0.0625

h h

0.0001 |- 1

10,000 |

I !
0.0625 0.125 0.25 0.5
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