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One of the aim of statistical tolerance analysis is to evaluate a predicted quality level in the design stage. A method consists in computing the defect probability $D_P$ expressed in parts per million (ppm). It represents the probability that a functional requirement will not be satisfied in mass production. This paper focuses on the statistical tolerance analysis of over-constrained mechanism with gaps. In this case, the values of the functional characteristics depend on the gap situations, and are not explicitly formulated as a function of part deviations. To compute $D_P$, two different methodologies will be presented and confronted. The first one is based on an optimization algorithm and Monte Carlo simulations. The second methodology uses system reliability methods. The whole approach is illustrated on a basic academic problem inspired by industrial interests.

1. Introduction

In very competitive industrial fields such as the automotive industry, more and more interest is being paid to the quality level of manufactured mechanisms. It is very important to avoid warranty returns and manage the rate of out-of-tolerance products in production that can lead to assembly line stoppages and/or wastage of out-of-tolerance mechanisms. The quality level of a mechanism can be evaluated by the number of faulty parts in production or by the number of warranty returns per year. However, these two methods of product quality evaluation remain a posteriori. Tolerance analysis is a more interesting way to evaluate a predicted quality level in the design stage. Scholtz [1] proposes a detailed review of classical methods whose goal is to predict functional characteristic variations based on component tolerances. Moreover, statistical tolerance analysis enables the definition of the probability that the functional requirement will be respected or not, as the well known RSS (Root Sum of Squares) does. Advanced statistical tolerance analysis methods allow the defect probability of an existing design to be computed, knowing the dimension tolerances and functional requirements. Various assumptions about the statistical distributions of component dimensions can be made based on their tolerances and capability levels. For example, the APTA (Advanced Probability-based Tolerance Analysis of products) method proposed by Gayton et al. [2] allows to consider random mean deviations and standard deviations of components statistical distributions. This defect probability, noted $P_o$ in the following, is expressed in ppm (parts per million). It represents the probability that a functional requirement will not be satisfied in mass production. In a mechanism constituted of several parts, $P_o$ is usually computed based on a classical analytical chain of dimensions [3].

For a mechanism with gaps, there exist several potential contact points situations, each one involving a different dimension chain. Thus, the $P_o$ formulation and computation are not straightforward. In the literature, gaps are often neglected since only isoconstrained mechanisms are studied. As gaps are present in all
mechanisms in motion, they have to be taken into account. Moreover, they have to be considered as non-probabilized variables since they can not be controlled, but only limited. To study the respect of functional requirements in such mechanisms, all mobilities between parts, arisen from gaps, have to be considered. For this purpose, a new formulation of the tolerance analysis based on the quantifier notion was developed by Dantan et al. [4]:

- The mathematical expression of tolerance analysis for assembly requirement is: “For all acceptable deviations (deviations which are inside tolerances), there exists a gap situation such as the assembly requirements and the behavior constraints are verified”.
- The mathematical expression of tolerance analysis for functional requirement is: “For all acceptable deviations (deviations which are inside tolerances), and for all admissible gap situations, the assembly and functional requirements and the behavior constraints are verified”.

The quantifiers \( \forall \) “for all” and \( \exists \) “there exists” provide a univocal expression of the condition corresponding to a geometrical product requirement. This opens a wide area for research in tolerance analysis. This paper focuses only on the functional requirement issue. Two different methodologies will be presented and confronted in the next sections. Their mutual interest is to take into account all the potential contact points situations. The first one, which has already been used by Dantan et al. [4], considers them at one time. The \( P_o \) computation is then based on an optimization algorithm and Monte Carlo simulations. This methodology is very precise in general but requires a lot of optimization runs. It will be presented in Section 2. In the second methodology detailed in Section 3, inspired by the work of Ballu et al. [5], the different situations are identified and considered as dependent events, which are treated separately. Thanks to system reliability methods, a new \( P_o \) formulation is proposed. It is then computed using the \( n \)-dimensional multivariate normal distribution \( \Phi \) in this paper, commonly employed in system reliability analysis. This methodology decreases largely the computational effort. The whole approach is illustrated on a basic academic problem (Figure 1), inspired by coaxial connectors supplier interests. The results are given and commented in Section 4. Both presented methodologies can be adapted to other mechanisms with gaps.

2. Classical Tolerance analysis issue for mechanisms with gaps

2.1. General formulation for functionality issues

The behavior of a mechanism with gaps is controlled through at least one identified functional characteristic, dependent of two types of variables:

\[ F_c = f(D, P) \]  

Dimensions \( D(\phi) \) of parts are modeled by random variables where \( \phi \) is the hazard. However positions \( P \) of parts are modeled by deterministic variables. These variables are not considered as random since displacements of parts cannot be controlled, but only limited by part dimensions.

For functionality issues on mechanisms with gaps, as parts are mobile, the functional requirement must be respected for all admitted positions \( P \) of parts. In 3 dimensions, a part has 6 degrees of freedom (3 translations and 3 rotations) which involve 6 displacement variables \( P \). Due to those displacements, \( N_c \) non-interference constraints \( g_j(D, P) \leq 0 \), corresponding to \( N_c \) potential contact points, are defined. They prevent parts from coming into collision with each other. They can be established thanks to different methods: small displacements torsor [6], or directly by considering each potential contact points. They constitute the non-interference domain \( \Omega(D) \) representing the admitted positions \( P \) of parts such as they do not collide with each other. The system is functional if:

\[ \forall P \in \Omega(D), \quad F_c(D, P) \in [F_{c_{\text{min}}}, F_{c_{\text{max}}}] \]

\[ \Omega(D) : \cap_{j=1}^{N_c} g_j(D, P) \leq 0 \]  

Finally, the goal is to compute the \( P_o \) probability that functional requirements are not respected. The defect probability is defined as:

\[ P_o = \text{Prob}(\exists P \in \Omega(D), F_c(D, P) \notin [F_{c_{\text{min}}}, F_{c_{\text{max}}}] ) = \text{Prob}(\exists P \in \Omega(D), F_c(D, P) < F_{c_{\text{min}}}) + \text{Prob}(\exists P \in \Omega(D), F_c(D, P) > F_{c_{\text{max}}}) \]  

Fig. 1a (left): Industrial coaxial connector. Figure 1b (right): Model of the considered mechanism with gaps. Gaps are emphasized for a better comprehension.
In the next sections, as the two probability terms can be treated similarly, the lower bound \( F_{c_{\text{ns}}} \) is not considered.

### 2.2. Resolution strategy using Monte Carlo simulations and optimization

The defect probability defined above can be computed thanks to the well-known MC (Monte Carlo) simulation method. But, due to gaps, this formulation requires all the admitted positions of parts to be taken into consideration. To ensure that, an optimization algorithm is called for each sample of random variables \( \mathbf{D} \) to find the worst functional characteristic value \( \max(F_c) \) in regards to the associated functional requirement \( F_{c_{\text{ns}}} \). For a given value of \( \mathbf{D}, F_c(\mathbf{D}, \mathbf{P}) \) is maximized under \( N_c \) non-interference constraints:

\[
g_j(\mathbf{D}, \mathbf{P}) \leq 0, \ j = 1 \text{ to } N_c.
\]

Finally the defect probability is written as follows:

\[
P_o = \text{Prob}\left( \max_{\mathbf{P} \in (\mathbf{P})} F_c(\mathbf{D}, \mathbf{P}) > F_{c_{\text{ns}}} \right)
\] (4)

The algorithm is composed of four steps. The first next three steps are repeated \( N_l \) times: \( k = 1 \text{ to } N_l \), where \( N_l \) is the number of MC simulations.

1. A set of dimensions \( \mathbf{D}^{(k)} \) is randomly decided.
2. Once the non-interference domain \( \Omega^{(k)} \) is constituted, \( \max_{\mathbf{r} \in \Omega^{(k)}} F_c(\mathbf{D}^{(k)}, \mathbf{P}) \) is computed thanks to an optimization algorithm.
3. Indicator \( I_{c_{\text{g}}}^{(k)} \) is introduced:

\[
I_{c_{\text{g}}}^{(k)} = \begin{cases} 1 \text{ if } \max_{\mathbf{r} \in \Omega^{(k)}} F_c(\mathbf{D}^{(k)}, \mathbf{P}) > F_{c_{\text{ns}}} \\ 0 \text{ else} \end{cases}
\] (5)

4. Finally, \( P_o = E[I_{c_{\text{g}}}^{(k)}] \).

This methodology can be very precise but requires millions of optimization runs to reach small defect probability values, so a second methodology has been developed to reduce the computation time of \( P_o \). It will be presented in the next section.

### 3. A new approach to treat tolerance analysis for mechanisms with gaps issues

#### 3.1. System formulation

As previously said, all the part positions situations have to be taken into consideration. The first methodology is global since it considers all the contact points at once (i.e. the \( N_c \) non-interference constraints). Actually, it is possible to decompose the global defect event into several identified ones, each one relative to a contact points situation. It is the aim of the presented methodology. This approach is called “system” since the problem is composed of a system of events. The advantage of this approach is that gaps disappear for a given contact point situation. It is then much easier to verify the functional requirement respect. A contact point situation is defined such as all freedom degrees are removed, thus 6 non-interference constraints are equal to 0: \( g_j(\mathbf{D}, \mathbf{P}) = 0, \ j = 1 \text{ to } 6 \). These constraints are linearized thanks to a Taylor expansion around a pertinent point in the \( \mathbf{P} \) space, function of the application. Since parts positions variations are very low in tolerance analysis problem, the linearized equations \( \tilde{g}_j(\mathbf{D}, \mathbf{P}) \) are very close to the original ones which enable the problem to be treated much more easily. For each of the \( N_S = C_{N_c}^0 \) contact points situations, it is possible to solve the \( i \)-th (\( i = 1 \text{ to } N_S \)) linear problem:

\[
\tilde{g}_j(\mathbf{D}, \mathbf{P}) = 0, \ j = 1 \text{ to } 6 \text{ which solution is } \mathbf{P}_i \text{, where } S_j \text{ is the } j \text{-th term of the } \mathbf{s}^{(i)} \text{ vector.}
\]

This vector contains the identification numbers (i.e. 6 numbers from 1 to \( N_c \)) of the involved non-interference constraints in the \( i \)-th contact point situation. If \( \mathbf{P}_i \) exists, it means that the first six concerned non-interference constraints are respected. Then the other ones making up the non-interference domain have to be checked (i.e. the \( N_c-6 \) others). As constraints are linear therefore monotonous, the extreme \( F_c \) value is given by obtaining the maximal functional characteristic among all individual situations:

\[
\max_{\mathbf{r} \in \Omega^{(i)}} F_c(\mathbf{D}, \mathbf{P}) = \max_{i} \left[ F_c(\mathbf{D}, \mathbf{P}_i), \max_{j} g^{(i)}(\mathbf{D}, \mathbf{P}_i) \leq 0 \right]
\] (6)

where \( \mathbf{r}^{(i)} \) is the vector containing the identification numbers of the non-interference constraints which are not involved in the \( i \)-th contact points situation. Thus, according to structural systems reliability theory [7], the original defect probability is transformed as follows:

\[
P_o = \text{Prob}\left( F_{c_{\text{ns}}} - \max_{i} \left[ F_c(\mathbf{D}, \mathbf{P}_i), \max_{j} g^{(i)}(\mathbf{D}, \mathbf{P}_i) \leq 0 \right] < 0 \right)
\] (7)

where performance functions are \( L_i(\mathbf{D}) = F_{c_{\text{ns}}} - F_c(\mathbf{D}, \mathbf{P}) \). The problem is thus reduced to a system problem of \( N_S \) unions of \( N_c-6 \) intersections of dependent events. As it is, the \( P_o \) computation is not trivial. It can be simplified by two aspects. Firstly, the
number \( N_s \) of considered situations can be reduced. Secondly, unions of intersections can be transformed.

### 3.2. Simplified system formulation

For practical reasons, only a few of the \( N_s \) contact point situations are realistic in the dimensions variations domain. Some of them are mechanically unfeasible. Some are redundant with others. For all these reasons, an identification phase is recommended to get the dominant situations. Ballu et al. [5] do it by knowledge and expertise, but it is not always possible. Another possibility is to run the optimization used in the first methodology a small number of times (100 times for example) in the dimensions variations domain. For each set of dimensions, the optimization algorithm find \( \text{max}(FC) \) while saturating some constraints. Those saturated constraints represent the identified contact point situations which cover defect probabilities. This trick enables to reduce significantly the number \( N_s \) of considered events for most of mechanisms. The number of dominant contact point situations is noted \( N_{ds} \). The second simplification step consists in transforming the \( P_n \) formulation thanks to the Poincaré formula:

\[
\begin{align*}
P_n &= \sum_{i=1}^{N_{ds}} \text{Prob} \left( \bigcap_{j=1}^{n} \left( U_j \leq \hat{G}_j(D, \hat{P}) \leq 0 \right) \right) \\
&= \sum_{i=1}^{N_{ds}} \text{Prob} \left( \bigcap_{j=1}^{n} \left( U_j \leq \hat{G}_j(D, \hat{P}) \leq 0 \right) \right) \\
&= 1 - \prod_{i=1}^{N_{ds}} \text{Prob} \left( L_i(D) \leq 0 \right) \\
&= \text{Prob} \left( \bigcap_{i=1}^{N_{ds}} \left( L_i(D) \leq 0 \right) \right) \\
&= \Phi_{G_i}(\hat{\beta}_i, \hat{\mu}_i)
\end{align*}
\]

This formula transforms unions of events intersections into only events intersections. It allows to compute \( P_n \) more easily.

### 3.3. Resolution strategy using FORM system

Several methods such as FORM (First Order Reliability Method) system can treat this kind of system problem very efficiently [8]. Each event \( (L(D) < 0 \) and \( \hat{G}_j(D, \hat{P}) \leq 0 \) ) is considered individually by the classical FORM method. The preliminary task is to transform physical variables \( D \) into standard ones \( U \) (i.e. Gaussian variables with means and variances respectively equal to 0 and 1). In the case of uncorrelated Gaussian variables, the transformation is direct: \( U = (D - \mu)/\sigma \) where \( \mu \) and \( \sigma \) are respectively the means and the standard deviations of random variables \( D \). In other cases this can be more complicated, but the method is well known (see [8] for details). In the new \( U \) space, a function \( G(D) \) becomes \( H(U) \). Each function \( H_i(U) \), called performance or limit-state function, is linearized at the most probable failure point \( P^* \) and thus replaced by an hyper-plane (a straight line in 2 dimensions) whose equation is \( \hat{H}_i(U) \) (respectively \( \hat{G}_i(D, \hat{P}) \) for \( G_i(D) \)). This point is the closest from the origin respectful of the constraint \( H_i(U) = 0 \). Its distance from the origin is noted \( \beta_i \) and called reliability index. The FORM method provides also some direction cosines:

\[
\alpha_i = \frac{\nabla H_i(U^*)}{\sqrt{\| \nabla H_i(U^*) \|^2}}
\]

where \( U^* \) is the \( P^* \) point coordinates. Once all limit-states (n) are treated separately, the second stage consists in considering unions or intersections of events, which is the system phase. Let \( F \) be the following defect domain:

\[
F = \left\{ \bigcup_{i=1}^{n} \hat{G}_i(D) \leq 0 \right\}
\]

\[
= \left\{ U \mid \bigcap_{i=1}^{n} \hat{H}_i(U) < 0 \right\}
\]

Figure 2 illustrates the FORM concepts in a 2-dimensional standard \( U \) space. The \( F \) domain is greyed out. The dependency of different events, i.e. the orientation of hyper-planes, is taken into account through a covariance matrix defined thanks to direction cosines. The \( (i, j) \)-th term of \( \rho_{ij} = \left\langle \alpha_i, \alpha_j^* \right\rangle \), where \( \left\langle \ast, \ast \right\rangle \) is the scalar product. Finally, the defect probability associated to the \( F \) domain is estimated using the \( n \)-dimensional multivariate normal distribution \( \Phi_{G} \):

\[
\Phi_{G}(\hat{\mu}, \hat{\Sigma})
\]

\[
= \text{Prob} \left( \bigcap_{i=1}^{n} \hat{G}_i(D) < 0 \right)
\]

\[
= \Phi_{G}(\hat{\beta}, [\hat{\rho}])
\]

![Fig. 2: Illustration of FORM system principle in the standard space \( U_1, U_2 \) Three dependent events define the defect domain \( F \) which is greyed out.](image)
In the illustrated case of Figure 2, the defect probability is expressed as follows:

\[
P_p = \Phi \left( \left( -\beta_x, -\beta_z, -\beta_z ; |p| \right) \right)
\]

(11)

\(\Phi\) is computed thanks to the Genz method [9] which evaluates the \(n\)-dimensional multivariate normal distribution almost instantaneously. As limit-states functions are replaced by hyper-planes, the method gives only an approximation of \(P_p\). Again, due to low part dimensions variations in a tolerance analysis context, this linearization is often very accurate. This method can easily be applied to compute the defect probability given Equation 7, only composed of events intersections.

4. Application

In this section, a case study is presented inspired by industrials interests. It is a two dimensions representation of an electric coaxial connector, constituted by 2 cylindrical parts (see Figure 3). Due to gaps in the mechanism, part 1 is mobile while part 2 is fixed. Position of part 1 is located in the 2D space thanks to the vector of displacement variables: \(\mathbf{P} = \{X, Y, \alpha\}\). The rotational symmetry is taken into account by constraining \(\alpha\) positive. The non-interference domain \(\Omega(\mathbf{D})\) is determined by considering each potential contact points. It depends on the mechanism dimensions and defines the admitted positions and orientation \(\mathbf{P}\) of part 1:

\[
g_1(\mathbf{D}, \mathbf{P}) = \frac{D_1}{2} \sin(\alpha) + \frac{D_2}{2} \cos(\alpha) - \frac{D_3}{2} + X \leq 0
\]

\[
g_2(\mathbf{D}, \mathbf{P}) = \frac{D_1}{2} \sin(\alpha) + \frac{D_2}{2} \cos(\alpha) - \frac{D_3}{2} + Y \leq 0
\]

\[
g_3(\mathbf{D}, \mathbf{P}) = \frac{D_1}{2} \sin(\alpha) + \frac{D_2}{2} \cos(\alpha) - \frac{D_3}{2} - X \leq 0
\]

\[
g_4(\mathbf{D}, \mathbf{P}) = \frac{D_1}{2} \sin(\alpha) + \frac{D_2}{2} \cos(\alpha) - \frac{D_3}{2} - Y \leq 0
\]

\[
\Omega(\mathbf{D}) \cap \bigcap_{i=1}^{4} g_i(\mathbf{D}, \mathbf{P}) \leq 0
\]

The functional characteristic is \(F_c = \alpha\). To achieve a correct electrical connection, \(\alpha_{\text{max}}\), which represents the largest \(\alpha\) angle admitted by the mechanism, must not exceed a given threshold \(F_{c_{\text{max}}} = 0.01\) rad:

\[
\alpha_{\text{max}}(\mathbf{D}) = \max_{\mathbf{P} \in \Omega(\mathbf{D})} \alpha \leq F_{c_{\text{max}}}
\]

(13)

\(\mathbf{D}\) characteristics are noted Table 1. They are modeled by Gaussian variables.

Table 1: Dimension characteristics of the case study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_1)</td>
<td>6</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_2)</td>
<td>6.1</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_3)</td>
<td>12</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_4)</td>
<td>12.1</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_5)</td>
<td>10.1</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_6)</td>
<td>10</td>
<td>0.03</td>
</tr>
<tr>
<td>(D_7)</td>
<td>3</td>
<td>0.03</td>
</tr>
</tbody>
</table>

To compute \(P_p\), the preliminary task is to linearize the initial non-interference constraints \(g(\mathbf{D}, \mathbf{P})\) in regards to the displacement space \(\mathbf{P}\) by using a Taylor expansion around a particular point: \((X = 0, Y = 0, \alpha = F_{c_{\text{max}}})\). This point is very pertinent because \(F_{c_{\text{max}}} = \alpha\) is the angle at which the functional characteristic value is critical. Then the important contact point situations are identified. They are noted as triplets, which numbers are the contact points identification defined Figure 3. In the 2D space, such a situation has three contact points among the six \((N_c = 6\) ). As a consequence, there exist \(N_s = C_6^3 = 20\) potential contact points situations. Five of them are identified in this particular case: \{1,2,3\}, \{1,3,4\}, \{2,3,6\}, \{1,3,6\} and \{2,3,5\} as dominant situations. For each of them, a linear problem is solved in order to obtain the \(\mathbf{P}\)-coordinates \(\hat{\mathbf{P}}(\mathbf{D})\) of those
extreme situations. For example, the first one is defined as follows:

\[
\hat{P}_1(D) = \mathbb{P} / \left\{ \tilde{g}_1(D, P) = 0 \right\} \tag{14}
\]

Based on these coordinates, 5 performance functions are defined:

\[ L_i(D) = F_{c_{\text{max}}} - F_{c_i(D, \hat{P}(D))}, \quad i = 1 \text{ to } 5 \tag{15} \]

Those functions, in spite of resulting from a linear system, are not linear in regards to the \(D\) space. Thus, the FORM method transforms them into hyper-planes at the most probable failure point. The intersection of events is treated by the FORM system methodology and \(D\) is computed thanks to the multi-dimensional Gaussian cumulative distributive function \(n\):

\[
D = \sum_{i=1}^{N_{\text{ds}}} \Phi_i \left(-\tilde{p}_{i,j} \left[ p \right] \right) - \sum_{j=1}^{N_{\text{ds}}} \Phi_i \left(-\tilde{p}_{j,i} \left[ p \right] \right) + \ldots + \left(-1\right)^{N_{\text{ds}}-1} \Phi_{2N_{\text{ds}}} \left(-\tilde{p}_{N_{\text{ds}}-N_{\text{ds}}} \left[ p \right] \right) \tag{16} \]

Table 2: Case study results.

<table>
<thead>
<tr>
<th>Resolution method</th>
<th>(P_D) in ppm (95% C.I.)</th>
<th>Differences in %</th>
<th>Number of calls (computation time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo with non-linear constraints</td>
<td>47329 (257)</td>
<td>/</td>
<td>10^6 optimization runs (3 days)</td>
</tr>
<tr>
<td>Monte Carlo with linear constraints</td>
<td>47202 (312)</td>
<td>0.6</td>
<td>10^6 optimization runs (10 hours)</td>
</tr>
<tr>
<td>FORM system with linear constraints</td>
<td>47245 (225)</td>
<td>0.6</td>
<td>20 FORM resolution (20 seconds)</td>
</tr>
</tbody>
</table>

Where \(\tilde{\mathbf{g}}, \tilde{\mathbf{p}}, \mathbf{[p]}, \mathbf{[p]}, \mathbf{[p]}\) are the vector of reliability indexes and the covariance matrix associated respectively to the \(i\)-th contact points situation and the \(i\)-th and \(j\)-th situations and the \(N_{\text{ds}}\) situations together.

The goal of this application is to show that the problem can be solved at a very low computing cost using the FORM system methodology for simple mechanisms with gaps. Three different resolution methods are proposed based on the two presented methodologies, using both linear and non-linear non-interference constraints. Results in ppm (parts per million) are listed Table 2 with their 95% confidence intervals (C.I.). 10 millions runs have been used for MC, so the 95% C.I. width of \(P_D\) is approximately equal to 300 ppm, i.e. 0.6% of results. The FORM system results have also a 95% C.I. due to the Genz method.

The 0.3% difference between the two MC results shows that the non-interference constraints linearization has no measurable impact on \(P_D\). Also, as FORM system results are very close to Monte Carlo ones (Table 2), it shows that the FORM linearization phase has no measurable impact either. This argues that the FORM system methodology can deal with this kind of problem with a very low computing cost. To give an idea of the weight of each contact point situations, the individual defect probabilities associated to each situation has been computed as:

\[
P_D^{(i)} = \text{Prob}\left(\left\{ L_i(D) < 0 \right\} \cap \left\{ \tilde{g}_i(D, \hat{P}) \leq 0 \right\} \right) \tag{17}
\]

\[P_D = 30527(65) \text{ ppm}, P_D^{(2)} = 1861(12) \text{ ppm}
\]

\[P_D^{(3)} = 13770(27) \text{ ppm}, P_D^{(4)} = 14781(32) \text{ ppm}
\]

\[P_D^{(5)} = 1(0.01) \text{ ppm}
\]

It shows that different situations play a significant role in the defect scenario. Based on these individual situations results, it is possible to compute a \(P_D\) upper bound:

\[P_D \leq \sum_{i=1}^{N_{\text{ds}}} P_D^{(i)} \tag{19}\]

5. Conclusion

Statistical tolerance analysis is a key step in the design phase for industrial products. Mechanisms containing gaps are complex because their non-conformance is governed by combinations of dependent situations. This paper describes two methodologies: a global one and an innovative one from the structural reliability domain. Instead of using the first costly one, based on Monte Carlo simulations and an optimization, the authors propose to compute the \(P_D\) defect probability thanks to the FORM system method. Several contact points situations are treated separately as dependent events. Their intersection is taken into consideration thanks to the multi-dimensional Gaussian cumulative distributive function \(\Phi\) computed by the Genz method. This innovative methodology requires different functions to be linearized. The industrial application shows that the two presented methodologies give equivalent results and enables the defect probabilities of mechanisms with gaps computation at a very low computing cost. The proposed methodology is remarkably accurate and can be applied on other mechanisms with gaps on which several contact point
situations can be identified to respect functional requirements.
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