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Abstract

The motivation of this work is to better understand the dynamic behaviour of bistable structures
presenting an analogy with reguralized Ericksen bars. The archetype of such structures is
the bistable tape spring, which exhibits a particular scenario of deployment, from the stable
coiled configuration to the straight stable configuration: at each time of the deployment, the
geometry of the tape is similar to a two-phase bar with a coiled part and a straight part
separated by a transition zone that moves along the tape. One goal of this work is to show that
a reguralized and bistable Ericksen bar model contains all the properties to reproduce such a
dynamic behaviour. The mathematical structure of this model presents a locally non-convex
potential with two minima and a dependence of higher order terms. Some similarities exist
between this model and the Euler-Korteweg system with a Van der Waals equation. To study
numerically the dynamic behaviour of such models, it is necessary to solve a dispersive and
conditionally hyperbolic system. For this purpose, the Lagrangian of the regularized bistable
Ericksen model is extended and penalized. Variable boundary conditions are deduced from
Hamilton’s principle and are used to control the evolution of the system. Dispersion analysis
allows to determine the numerical parameters of the model. The obtained non-homogeneous
hyperbolic system can be solved by standard splitting strategy and finite-volume methods.
Numerical simulations illustrate how the parameters of the model influence the width and the
propagation speed of the transition zone. The effect of energy dissipation is also examined.
Finally, comparisons with an exact kink wave solution indicate that the extended Lagrangian
solution reproduces well the dynamics of the original Lagrangian.

Keywords: nonlinear dynamics, reguralized Ericksen bar model, bistability, kink wave,
enriched continuum mechanics, extended Lagrangian, hyperbolic systems

1. Introduction

The starting point of this work relies on the dynamic behaviour of bistable tape springs.
Such tapes, that exhibit two stable states, can be easily designed with fiber-reinforced composite
materials [13]. With this manufacturing technique, one can obtain a straight tape with a curved
cross-section that possesses a second stable cylindrical coiled configuration, with flattened cross-
section. Starting from a coiled configuration, the deployment can be launched by modifying
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the cross-section shape at one end. Figure 1 illustrates the particular kinematics of deployment
which is similar to the unrolling of a party whistle. At each time, the tape exhibits an uncoiled
straight part and a coiled part, separated by a travelling transition zone.

The modeling of tape springs has been the subject of several works [26, 32, 15] and a
rod model with flexible cross-section [14, 23, 24, 22] has been proposed that accounts for the
particular deployment kinematics of bistable tape springs [14]. More specifically, a recent work
has shown an analogy between the behaviour of a classical (non bistable) tape and the one of
a regularized Ericksen bar in statics [22]. This later model leads to a deep understanding of
the mechanisms underlying the folding of tape springs: local non-convexity of the strain energy
density (of the rod model) leading to the appearance of folds, additional higher order terms
that govern the transition zones, boundary conditions prescribed on higher order terms (which
are linked to the cross-section shape) that modify the bifurcation diagrams and the location of
the folds.

One goal of this article is to see whether a reguralized Ericksen bar model can reproduce
the dynamic behaviour of bistable tape springs. Dynamics is then introduced in the model and
a non-convex strain energy with two minima is considered. In the literature, the dynamics of
reguralized Ericksen bar models has been widely studied in the framework of phase transfor-
mations. This model is also used to account for the formation of spatial patterns that can be
observed in some experiments. Nevertheless, most papers are focused on the study of a (non
bistable) reguralized Ericksen bar on elastic foundation [27, 16, 30, 29]. One originality of our
work resides in the study of a bistable reguralized Ericksen for which the dynamic effects are
launched by quasi-static boundary conditions prescribed on higher order terms.

Figure 1: Dynamic deployment of a bistable tape spring. From a coiled configuration to a deployed straight
one, from left to right.

The model proposed in section 2 follows from a master Lagrangian formulation and from
Hamilton’s principle. Qualitative properties are proven, and an exact kink wave solution is
proposed. Our model combines two main difficulties:

• The equation of state is locally non convex. The system is then elliptic in a bounded
range of states, and hence the solution is not bounded in a finite time if no regularization
is considered.

• The regularizing term in the master Lagrangian involves second-order gradient which
prevents from using classical numerical methods for hyperbolic systems.

The mathematical structure of this model is similar to that of Euler-Korteweg system with
a Van der Waals equation of state (or Navier-Stokes-Korteweg NSK system, if dissipation is
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taken into account). Various method have been developped to solve such system, see e.g.
[11, 2, 20, 5] to deal with liquid-vapor transition and capillary films. As highlighted in [25],
”the mixed hyperbolic-elliptic structure of the classical NSK models prevents the use of stabilised
discretizations to cover convection dominated flow regimes”. The developed methods need to
consider a relaxed model whose numerical cost is important. Indeed, at each time step an elliptic
operator [19] or a diffusion equation has to be solved on the whole computational domain.

To circumvent these numerical problems, we use here the so-called extended Lagrangian
technique developed in [10] for the Serre-Green-Nagdhi equations of shallow water fluid me-
chanics, and in [4] for the nonlinear Schrödinger equations. For this purpose, we introduce a
micro-inertia term and a penalization term (section 3). Hamilton’s principle leads to a family
of boundary conditions, allowing to control the shifting from a stable configuration to another
one. An energy balance is established. A dispersion analysis shows the link between the original
and the extended formulations. The introduction of dissipation in the original model (with a
Kelvin-Voigt model) and in the extended model (with a source term) is adressed in section 4.

The resulting EDP system is well suited to numerical simulation. Here it is split into a
propagative term and a relaxation term, solved successively by a splitting technique (section
5). The propagative term is solved by a standard finite-volume scheme with flux limiters, while
the relaxation term is solved exactly. Theoretical and numerical considerations allow to choose
the parameters of the extended Lagrangian.

Numerical experiments illustrate the influence of the parameters of the extended Lagrangian
(section 6). Various dynamics are obtained, combining dispersion and nonlinearity. The gen-
eration of a kink wave by a variable boundary condition is observed, in accordance with real
experiments on tapes. This kink wave is successfully compared with the exact travelling wave
obtained in section 2, which indicates that the extended Lagrangian captures well the dynamics
of the original master Lagrangian. A parametric study of this kink wave is carried out as a
function of the physical parameters. Finally, a conclusion and perspectives are drawn (section
7).

2. Original regularised Ericksen model

2.1. Hamilton’s principle

We propose a 1D model derived from a bistable Ericksen model [22]. The evolution equations
as well as the boundary conditions follow from Hamilton’s principle.

Lagrangian. We note u the displacement, v = ∂tu the velocity, ε = ∂xu the strain, and ∂xε the
strain gradient. The kinetic energy T and the internal energy V are:

T =
ρ

2
(∂tu)2, V = W (ε) +

α

2
(∂xε)

2, (1)

where ρ (kg.m−3) is the density, W (kg.m−1.s−2) is the strain energy associated to the Ericksen
bar model, and α (kg.m.s−2) introduces a dependance of the energy on the strain gradient. The
Ericksen bistable model corresponds to the following assumptions about W :

• W is C2,

• W ′′
= ∂2W

∂ε2
vanishes at ε1 and ε2, where 0 < ε1 < ε2,

• W ′′
< 0 on ]ε1, ε2[, W

′′ ≥ 0 outside this interval,
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• W ′
(ε1) > 0 and W ′(ε2) < 0, where W

′
= ∂W

∂ε
.

An example of energy satisfying these assumptions is the polynomial of degree 4:

W (ε) = a2 ε
2 + a3 ε

3 + a4 ε
4, (2)

where a2 = 59/24, a3 = −7/6 and a4 = 7/48. The energy W is then non-convex on ]ε1, ε2[,
with ε1,2 = 2 ∓ 5√

21
. The three equilibrium points where W

′
vanishes are 0, ε01 = 3 − 2√

7
and

ε02 = 3 + 2√
7
> ε2. The stable equilibrium points where W

′′
> 0 are 0 and ε02. In the following,

we will focus on the only non-zero stable equilibrium point ε02. These points are summarized
in the table 1. Figure 2 represents W and its derivatives. The horizontal scale differs between
(a) and (b)-(c) to better illustrate the double well of W .

0 ε1 = 2− 5√
21

ε01 = 3− 2√
7

ε2 = 2 + 5√
21

ε02 = 3 + 2√
7

W
′

0 + 0 - 0

W
′′

+ 0 - 0 +

Table 1: Particular points of double-well energy (2).
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Figure 2: (a): W , (b): W
′
, (c): W

′′
. The dotted vertical lines represent the bounds of the interval ]ε1, ε2[

within which the energy W (2) is not convex.

The spatial domain is [0, L]. The action of the master Lagrangian L = T −V is stationary,
which yields the Euler-Lagrange equations and the boundary conditions. We successively detail
the equations so-obtained.

Evolution equations. Euler-Lagrange’s equations lead to the system{
∂tε− ∂xv = 0, (3a)

ρ ∂tv − ∂xσ = 0. (3b)

In (3b), σ is the total stress in the bar:

σ(ε, ∂2xxε) = W
′
(ε)− α ∂2xxε. (4)
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For smooth solutions, the system (3) admits the additional conservation law

∂tE − ∂xΠ = 0, (5)

where E = T + V is the density of energy and Π is the Poynting vector (here a scalar):

E =
ρ

2
v2 +W (ε) +

α

2
(∂xε)

2, Π = v σ + α ∂tε ∂xε. (6)

In Π, the term α ∂tε ∂xε is an interstitial work [4]. By noting E the total energy and P the
power of the efforts

E =

∫ L

0

E dx, P = [Π]L0 , (7)

integration of (6) along the bar yields

d

dt
E = P . (8)

Initial conditions. The master system (3) is completed by the initial conditions

ε(x, 0) = ε0(x), v(x, 0) = v0(x), x ∈ [0, L]. (9)

The second stable equilibrium state is obtained by choosing

ε0(x) = ε02, v0(x) = 0. (10)

Boundary conditions. On the edges of the domain, stationarity of the action yields

• u(0, t) = fu(t) and ∂xε(0, t) = 0,

• ε(L, t) = fε(t) and σ(L, t) = 0,

where fu and fε are arbitrary functions. The displacement not being a variable of (3), the
boundary condition on u is differentiated with respect to time, and we note fv = (fu)

′
. One

finally obtains the 4 boundary conditions:

v(0, t) = fv(t), (11a)

∂xε(0, t) = 0, (11b)

ε(L, t) = fε(t), (11c)

σ(L, t) = 0. (11d)

Based on the conditions (11), the power (7) is

P = −(fu(t))
′
σ(0, t) + α (fε(t))

′
∂xε(L, t). (12)

If the imposed displacements fu and strain fε are constant, then the power of the forces is zero
and the total energy is conserved (8).
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2.2. System of PDE

Setting

U =

(
ε
v

)
, f(U) =

 −v
−1

ρ
W
′
(ε)

 , S =

(
0 0
−α 0

)
, (13)

the equations (3) lead to the dispersive system

∂tU + ∂xf(U) = S ∂3xxxU, (14)

with the Jacobian matrix

A(U) =

 0 −1

−W
′′
(ε)

ρ
0

 . (15)

The eigenvalues of A are

Λ(1,2) = ±

√
W ′′(ε)

ρ
. (16)

On ]ε1, ε2[, W
′′
(ε) < 0, thus the eigenvalues Λ(1,2) are complex. At ε1 and ε2, Λ(1) = Λ(2) = 0

and the Jacobian A is not diagonalizable. The PDE (14) is thus not hyperbolic on [ε1, ε2].

2.3. Dispersion analysis

The equations (3) are linearized around a uniform state (ε, v). We inject ε = ε + ζ ε̃ and
v = v + ζ ṽ into (3), with 0 < ζ � 1, and we write for simplicity W

′′
= W

′′
(ε). At the order 1

in ζ, one obtains {
∂tε̃− ∂xṽ = 0, (17a)

ρ ∂tṽ − ∂x(W
′′
ε̃) = −α ∂3xxxε̃. (17b)

Perturbations are written as harmonic plane waves: ε̃ = ε̂ ei(ωt−kx) and ṽ = v̂ ei(ωt−kx), where ω
is the angular frequency and k is the wavenumber. It yields the system(

ω k
k (W

′′
+ α k2) ω ρ

)
︸ ︷︷ ︸

M

(
ε̂
v̂

)
= 0. (18)

To get solutions other than the null trivial solution, one must satisfy det(M) =0, which leads
to the dispersion relation

ω(k) = k

√
W ′′ + α k2

ρ
, (19)

and hence to the phase velocity

cp(k) =
ω(k)

k
=

√
W ′′ + α k2

ρ
. (20)
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Phase velocity is real if k2 > −W ′′
/α. Outside ]ε1, ε2[, the energy is convex and waves propagate

at all wavelengths. On the non-convexity interval ]ε1, ε2[, W
′′
< 0 and waves propagate above

the critical wavelength kc:
k > kc =

√
−W ′′/α, (21)

i.e. for sufficiently short wavelengths. If k < kc, then ω is purely imaginary and ε̃ = ε̂ e|ω|te−ikx.
The solution ε then grows unbounded and in finite time comes out of ]ε1, ε2[, which stabilizes
the system. For large k, the phase velocity tends asymptotically to the line

√
α/ρ k. From

now on, we will designate by master wave the solution of phase velocity cp. The dispersion
properties are illustrated in figure 3, for three strain values: ε = 0 i.e. W

′′
> 0 (a), ε = ε1 i.e.

W
′′

= 0 (b), ε = (ε1 + ε2)/2 i.e. W
′′
< 0 (c).
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Figure 3: Master Lagrangian phase velocity (20), for three values of ε, leading to: W
′′
> 0 (a), W

′′
= 0 (b),

and W
′′
< 0 (c). The line through the origin is the asymptote

√
α/ρ k.

2.4. Kink wave solution

Two observables characterize the unfolding of a bistable tape spring: the speed of propaga-
tion of the front V and the thickness of the transition zone D. The goal of this section is to
check the possibility to observe a kink wave for a bistable reguralized Ericksen bar, that can
mimic the scenario of switching from a stable configuration to another one. By dimensional
analysis of (3), one obtains

V ∝
√
ai
ρ
, D ∝

√
α

ai
. (22)

The goal of this section is to go further and to give explicit expressions of these quantities. To
do so, we introduce the change of variable ξ = x− V t. Injecting ξ into (3) provides

ρ V 2 ε−W ′
(ε) + α ∂2ξξε = C2, (23)

where C2 is an integration constant to be determined. Integration yields

α

2

(
dε

dξ

)2

= a4 ε
4 + a3 ε

3 +

(
a2 − ρ

V 2

2

)
ε2 + C2 ε+ C3,

≡ ϕ(ε) ≥ 0,

(24)
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where C3 is an integration constant to be determined. For a kink, the support of the travelling
wave is bounded; on an interval [εA, εB], ϕ is a fourth-degree polynomial. Outside this interval,
we must have dε

dξ
= 0, and hence (24) leads to C3 = 0. The unique possible choice is

ϕ(ε) =

{
F (ε− εA)2(ε− εB)2 on [εA, εB],

0 outside.
(25)

After identifying (24) and (25) on the interval [εA, εB], we get F = a4, C2 =0, and

εA = 0, εB = − a3
2 a4

, V =

√
2

ρ

(
a2 −

a23
4 a4

)
, (26)

which specifies (22). The constant state εB and the velocity V do not depend on the regular-
ization parameter α. Since εA < εB, the solution is a kink wave [3].
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alpha = 1E-3
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Figure 4: Influence of the regularization parameter α on the shape of the kink wave.

Integration of (24) yields the profile of ε:

ε(ξ) =
εB

1 + exp

(
εB

√
2 a4
α

ξ

) . (27)

Contrary to the propagation speed of the front, the profile of the kink wave depends on α.
Figure 4 illustrates the evolution of ε in terms of α. When α → 0, then ε tends towards a
Heaviside profile. Based on (27), one computes ξN such that ε(ξN) = N/100 εB:

ξN =
1

εB
ln

(
100

N
− 1

)√
α

2 a4
. (28)

Defining the width of the kink as D = 2 ξN , then D ∝
√
α/a4. Once again, it specifies (22).
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3. Extended Lagrangian formulation

3.1. Hamilton’s principle

Here, the motion equations as well as the boundary conditions are derived from the Hamil-
ton’s principle applied on an extended Lagrangian.

Lagrangian. We introduce the dimensionless variable η and we define the extended Lagrangian
Le = Te − Ve, with

Te =
ρ

2
(∂tu)2 +

β

2
(∂tη)2, Ve = W (ε) +

α

2
(∂xη)2 +

λ

2
(ε− η)2, (29)

where β ≥ 0 (kg.m−1) governs the micro-inertia and λ ≥ 0 (kg.m−1.s−2) is a penalization
parameter. We expect η = ε + O(λ−1), so as the extended Lagrangian Te − Ve recovers the
master Lagrangian T − V when λ→ +∞ and β → 0.

The micro-inertia term is required to get an evolution equation for η. Physically, it evokes
the Poisson effect in the Rayleigh-Lamb equation on a thin plate. In the present case, the effect
is considered as small and is linear.

The stationarity of the extended Lagrangian yields the Euler-Lagrange equations and the
boundary conditions. The equations so-obtained are detailed successively.

Evolution equations. We define w = ∂tη and p = ∂xη. Euler-Lagrange’s equations lead to the
extended system 

∂tε− ∂xv = 0, (30a)

ρ ∂tv − ∂xσe = 0, (30b)

∂tη = w, (30c)

∂tp− ∂xw = 0, (30d)

β ∂tw − ∂x(α p) = λ(ε− η). (30e)

In (30b), σe is the total stress in the bar:

σe(ε, η) = W
′
(ε) + λ(ε− η),

= s(ε)− λ η,
(31)

where
s(ε) = W

′
(ε) + λ ε,

≡ (2 a2 + λ) ε+ 3 a3 ε
2 + 4 a4 ε

3.
(32)

Injecting (30e) into (30b), one obtains

ρ ∂tv − ∂x
(
W
′
(ε)− α ∂2xxη

)
= β ∂3xttη. (33)

Assuming η = ε + O(λ−1), then the extended system recovers the master system (3) when
λ → +∞ and β → 0. For smooth solutions, the extended system (30) admits the additional
conservation law

∂tEe − ∂xΠe = 0, (34)
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where Ee = Te + Ve is the density of energy

Ee =
ρ

2
v2 +

β

2
w2 +W (ε) +

α

2
p2 +

λ

2
(ε− η)2, (35)

and Πe is the Poynting vector (here a scalar)

Πe = v (W
′
+ λ (ε− η)) + α pw,

= v σe + α pw.
(36)

By noting Ee the total energy and Pe the power of the internal efforts

Ee =

∫ L

0

Ee dx, Pe = [Πe]
L
0 , (37)

integration of (35) along the bar yields

d

dt
Ee = Pe. (38)

Initial conditions. The extended system (30) is completed by the initial conditions

ε(x, 0) = ε0(x), v(x, 0) = v0(x), η(x, 0) = η0(x), p(x, 0) = p0(x), w(x, 0) = w0(x),
(39)

where x ∈ [0, L]. In the numerical experiments of section 6.2, a bar at equilibrium is submitted
to variable boundary conditions. For this purpose, we consider the second stable equilibrium
state ε02. We deduce η0 from σe(ε0, η0) = 0 (31) and from W

′
(ε02) = 0 (32). All other fields are

zero. Hence the initial conditions are

ε(x, 0) = ε02, v(x, 0) = 0, η(x, 0) = ε02, p(x, 0) = 0, w(x, 0) = 0, x ∈ [0, L]. (40)

Boundary conditions. On the edges of the domain, stationarity of action yields

• u(0, t) = fu(t) and p(0, t) =0,

• η(L, t) = fη(t) and σe(L, t) = 0,

where fu and fη are arbitrary functions. Of the four boundary conditions, two involve u and
σe, which are not variables of (30). To eliminate the displacement, the boundary condition on
u is differentiated with respect to time, and one introduces fv = (fu)

′
. To eliminate the stress,

σe(L, t) = 0 in (31) and η(L, t) = fη(t) lead to

s(ε(L, t)) = λ fη(t). (41)

The relation (41) can be inverted iff s
′

has a constant sign for all ε. Given W in (2), s
′
> 0 iff

λ > λmin =

∣∣∣∣min
ε∈R

W
′′
(ε)

∣∣∣∣ ≡ 25

12
. (42)

As seen in the next section, the condition (42) is necessary and sufficient for the system (30)
to be hyperbolic. Under this condition, the boundary condition on ε(L, t) is

ε(L, t) = s−1(λ fη(t)),

≡ fε(t).
(43)
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Figure 5: graphs of s (a) and s−1 (b), obtained for λ = 10 > λmin in (32) and (42).

The graphs of s and s−1 are shown in figure 5. Lastly, w and ∂tη are linked by (30c), which
provides an additional boundary condition at x = L. We finally obtain five boundary conditions
on the variables of (30): 

v(0, t) = fv(t), (44a)

p(0, t) = 0, (44b)

η(L, t) = fη(t), (44c)

ε(L, t) = s−1(λ fη(t)) ≡ fε(t), (44d)

w(L, t) = (fη)
′
(t) ≡ fw(t). (44e)

Based on the conditions (44), the power (37) is

P = −(fu(t))
′
σe(0, t) + α (fη(t))

′
p(L, t). (45)

If the imposed displacements fu and strain fη are constant, then the power of the forces is zero
and the energy is conserved.

3.2. System of PDE

One defines the characteristic angular frequency

ω0 =

√
λ

β
. (46)

Setting

Ue = (ε, v, η, p, w)>, fe(Ue) =

(
−v,−1

ρ
σe(ε, η), 0,−w,−α

β
p

)>
(47)
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and

Se =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
ω2
0 0 −ω2

0 0 0

 , (48)

the system (30) writes
∂tUe + ∂xfe(Ue) = SeUe. (49)

The eigenvalues of Se are 0 (multiplicity 3) and ±i ω0. The spectral radius of Se is:

%(Se) = ω0. (50)

The Jacobian matrix Ae = f
′
e(Ue) writes

Ae(Ue) =



0 −1 0 0 0

−W
′′
(ε) + λ

ρ
0

λ

ρ
0 0

0 0 0 0 0

0 0 0 0 −1

0 0 0 −α
β

0


. (51)

and has the eigenvalues

Λ(1)
e = 0, Λ(2,3)

e = ±

√
W ′′(ε) + λ

ρ
, Λ(4,5)

e = ±
√
α

β
. (52)

On [ε1, ε2], W
′′
(ε) ≥ W

′′
min = −25/12. It suffices to choose λ > λmin = 25/12 to ensure that the

system (30) is unconditionnaly hyperbolic. The matrix of right eigenvectors Re = (r1e| · · · |r5e)
writes

Re =



1 1 1 0 0

0 −

√
W ′′(ε) + λ

ρ
+

√
W ′′(ε) + λ

ρ
0 0

W
′′
(ε) + λ

λ
0 0 0 0

0 0 0 1 1

0 0 0 −
√
α

β
+

√
α

β


. (53)
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Its inverse (Re)
−1, which is used in the finite-volume scheme (section 5.2), is

(Re)
−1 =

1

2



0 0
2λ

W ′′(ε) + λ
0 0

1 −
√

ρ

W ′′(ε) + λ
− λ

W ′′(ε) + λ
0 0

1 +

√
ρ

W ′′(ε) + λ
− λ

W ′′(ε) + λ
0 0

0 0 0 1 −
√
β

α

0 0 0 1 +

√
β

α


. (54)

In the zone of convexity, a symmetrizer of (49) can be built [9]. The symmetric matrix

Me(Ue) =


W
′′
(ε) + λ 0 −λ 0 0
0 ρ 0 0 0
−λ 0 λ 0 0
0 0 0 α 0
0 0 0 0 β

 , (55)

is appropriate: it ensures that MeAe is symmetric and that Me Se is skew-symmetric. More-
over, Me is definite-positive iff W

′′
> 0:

U>e MeUe = W
′′
(ε) ε2 + ρ v2 + α p2 + β w2 + λ(ε− η)2. (56)

On the contrary, if W
′′
< 0 then Me has a negative eigenvalue and no symmetrizer can be

built. It is consistent with the fact that the system (49) has a symmetrizer iff there exists a
strictly convex energy (see e.g. Theorem 3-2 of [12]).

3.3. Dispersion analysis

We follow the same approach as in section 2.3: linearization, harmonic solution, and can-
cellation of a determinant. We then obtain the dispersion relation satisfied by Ω = ω2:

A4 Ω2 + A2 Ω + A0 = 0, (57)

where
A4 = β ρ > 0,

A2 = −
[(
β(W

′′
+ λ) + α ρ

)
k2 + λ ρ

]
< 0,

A0 = α (W
′′

+ λ) k2
(
k2 +

W
′′
λ

α (W ′′ + λ)

)
.

(58)

The discriminant of (57) is always positive:

∆ =
[(
β(W

′′
+ λ)− α ρ

)
k2 − λ ρ

]2
+ 4 β ρ λ2 k2 > 0, (59)
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so that there are always two real solutions Ω± = (ω±)2, with Ω+ > Ω−: the waves associated
with Ω+ and Ω− are referred to as fast wave and slow wave, respectively. The sign of A0 varies:
defining the critical wavenumber

kec =

√
− W

′′
λ

α(W ′′ + λ)
, (60)

we get

A0

{
> 0 if W

′′ ≥ 0 or if (W
′′
< 0 and k > kec) (case 1),

< 0 else (case 2).
(61)

The property Ω+ + Ω− = −A2/A4 > 0 implies that at least one of the two roots is positive,
hence Ω+ > 0. The property Ω+×Ω− = A0/A4 implies that Ω− > 0 in the case 1, and Ω− < 0
in the case 2. In summary, we get{

ω+ ∈ R+ ∀k > 0,

ω− ∈ R+ if (W
′′
> 0 or k > kec), else ω− ∈ iR.

(62)

The phase velocities c±p (k) = ω±(k)/k of the fast wave and of the slow wave are deduced:{
c+p ∈ R+ ∀k > 0,

c−p ∈ R+ if (W
′′
> 0 or k > kec), else c−p ∈ iR.

(63)

In the non-convexity interval ]ε1, ε2[ and for long wavelengths (k < kec), the slow wave does not
propagate. In this case, ω− is purely imaginary and ε̃ = ε̂ e|ω

−|te−ikx grows unbounded and in
finite time comes out of ]ε1, ε2[, which stabilizes the system. For k ∼ 0, one has

c+p (k)∼
0

√
λ

β

1

k
, c−p (k)∼

0

√
W ′′

ρ
if W

′′
> 0. (64)

Thus, the phase velocity of the fast wave is singular at k = 0. If W
′′
> 0, we also deduce from

(20) and (64) that c−p (0) = cp(0): the phase velocity of the master wave and of the slow wave
are the same at the origin. This gives a meaning to the fast and slow waves:

• the slow wave is the physical wave, similar to the master wave,

• the fast wave is a spurious wave.

For large values of k, one has

c+p (k) ∼
+∞

√
W ′′ + λ

ρ
= Λ(2)

e , c−p (k) ∼
+∞

√
α

β
= Λ(4)

e , (65)

where the eigenvalues Λ
(2,4)
e are defined in (52): at infinite frequency, the phase velocities of the

dispersive system tend towards the phase velocities of the non-dispersive system.
One last remark concerns the monotony of the slow wave. If W

′′ ≤ 0, c−p is strictly in-

creasing, like the master wave it mimics. On the other hand, if W
′′
> 0, the slow wave evolves
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Figure 6: Fast wave phase velocity c+p and slow wave phase velocity c−p of the extended Lagrangian, and phase

velocity cp of the master wave (20), for 3 values of ε, leading to: W
′′
> 0 (a), W

′′
= 0 (b), and W

′′
< 0 (c).

Horizontal lines designate eigenvalues Λ
(2,4)
e (52). The line through the origin is the asymptote

√
α/ρ k.

monotonously between
√
W ′′/ρ at k = 0 and its asymptote Λ

(4)
e for k tending towards +∞.

For the slow wave to be increasing when W
′′
> 0, like the master wave, the following inequality

must therefore be satisfied:
α

β
>
W
′′

ρ
. (66)

All these properties are illustrated in figure 6. The parameters are: ρ = 1, α = 10−2, λ = 10
and β = 10−3. Three strain values are considered: ε = 0 i.e. W

′′
> 0 (a), ε = ε1 i.e. W

′′
= 0

(b), ε = (ε1 + ε2)/2 i.e. W
′′
< 0 (c). In case (a), the parameters satisfy (66), so that the slow

wave is an increasing function of k.

4. Introduction of dissipation

To get closer to the real configurations, an energy dissipation mechanism is introduced into
the evolution equations. To do this, we define the phenomenological dynamic viscosity µ > 0
(kg.m−1.s−1).

4.1. Master Lagrangian

The dissipation is introduced through a Kelvin-Voigt model in the original system. The
system (3) becomes {

∂tε− ∂xv = 0, (67a)

ρ ∂tv − ∂xσ = µ ∂2xxv. (67b)

The energy conservation law (5) writes

∂tE − ∂xΠ = −µ (∂xv)2 , (68)

where the Poynting term (6) is modified

Π = v σ + α ∂tε ∂xε− µ v ∂xv. (69)
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Denoting by D the dissipation of energy

D =

∫ L

0

µ (∂xv)2 dx ≥ 0, (70)

the balance of energy (8) writes
d

dt
E = P −D. (71)

The dimensional analysis performed in section 2.4 is slightly modified by the introduction of
dissipation: the width of front D is unchanged, whereas the propagation speed of the front V
becomes

V = ΦV

(√
ai
ρ
,

√
ai α

µ

)
, (72)

where ΦV is an unknown function.

4.2. Extended Lagrangian

Evolution equations. The dissipation is described here by a relaxation term, which does not
change the structure of the PDEs. The system (30) becomes

∂tε− ∂xv = 0, (73a)

ρ ∂tv − ∂xσe = 0, (73b)

∂tη = w, (73c)

∂tp− ∂xw = 0, (73d)

β ∂tw − ∂x(α p) = λ(ε− η)− µw. (73e)

The conservation law of energy (34) becomes

∂tEe − ∂xΠe = −µw2. (74)

Denoting by De the dissipation of energy

De =

∫ L

0

µw2 dx ≥ 0, (75)

the energy balance (38) writes
d

dt
Ee = Pe −De. (76)

Injecting (73e) into (73b), one notices that

ρ ∂tv − ∂x
(
W
′
(ε)− α ∂2xxη

)
= µ ∂2xtη + β ∂3xttη. (77)

When λ→ +∞ and β → 0, then η → ε and one recovers (67b).

Dispersion analysis. The dispersion relation (57) becomes

A4 ω
4 + A3 ω

3 + A2 ω
2 + A1 ω + A0 = 0 (78)

with A4, A2 et A0 unchanged (58), whereas

A3 = −i ρ µ, A1 = i µ (W
′′

+ λ) k2. (79)
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Relaxation matrix. The angular frequency (46) is supplemented by the characteristic frequency
ν, as well as the critical values µ∗ and δ:

ν =
µ

2 β
, µ∗ = 2

√
β λ, δ =

(
1−

(
ν

ω0

)2
)1/2

. (80)

If µ ≤ µ∗, then ν ≤ ω0 and δ ∈ R. The relaxation matrix (48) becomes

Se =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
ω2
0 0 −ω2

0 0 −2 ν

 , (81)

The eigenvalues of Se are then 0 (at multiplicity 3) and −ν ± i δ ω0. The dissipation does not
modify the spectral radius (50). Based on (55), one obtains

Me Se = S̃e − 2 ν β Ĩ5, (82)

where S̃e is skew-symmetric, and Ĩ5 is the diagonal matrix whose only nonzero term is the
diagonal entry [Ĩ5]5,5 = 1. This decomposition is consistant with the dissipation of energy [1].

5. Numerical modeling

The system (73) is a standard hyperbolic system with source term, that can be solved by
the user’s favorite scheme. The following section describes the numerical methodology chosen
to obtain the numerical results presented in section 6.

5.1. Splitting

To integrate (49), a uniform spatial mesh ∆x = L/Nx and a variable time step ∆t(n) ≡ ∆t
are introduced. An approximation Un

i of the exact solution Ue(xi = i∆x, tn = tn−1 + ∆t) is
sought. A naive explicit integration yields a bound of the form

∆t ≤ min

(
∆x

cmax

,
2

%(Se)

)
, (83)

where cmax = maxi c
n
i is the maximal eigenvalue (52) at time tn, and %(Se) is the spectral radius

of the relaxation matrix Se (50). As deduced from (46), the second bound in (83) is penalizing
compared with the standard CFL condition ∆t ≤ ∆x/cmax when λ→ +∞.

Here we follow another strategy: the system (49) is split into a propagation step

∂tUe + ∂xfe(U
e) = 0 (84)

and a relaxation step
∂tUe = SeUe. (85)
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The discrete operators associated with the discretization of (84) and (85) are denoted Hp and
Hr, respectively. The second-order Strang splitting is used, solving successively (84) and (85)
with adequate time increments: 

U
(1)
i = Hr

(
∆t

2

)
Un
i , (86a)

U
(2)
i = Hp (∆t) U

(1)
i , (86b)

Un+1
i = Hr

(
∆t

2

)
U

(2)
i . (86c)

Provided that Hp and Hr are second-order accurate and stable operators, the time-marching
(86) gives a second-order accurate approximation of (49) [21].

In the previous sections, it has been shown that the energy Ee is conserved or decreases if
the power of the boundary efforts is zero (45). Furthermore, if the solutions are smooth and
the dissipation is zero, then the energy Ee is conserved. To check these properties numerically,
an approximation of the energy (35)-(37) is computed at each time step:

Ene = ∆x
Nx∑
i=0

(
ρ

2
(vni )2 +

β

2
(wni )2 +W (εni ) +

α

2
(pni )2 +

λ

2
(εni − ηni )2

)
. (87)

5.2. Propagation step

The propagation step (84) is solved by a conservative scheme for hyperbolic systems [28]:

Un+1
i = Un

i −
∆t

∆x

(
Fi+1/2 − Fi−1/2

)
. (88)

Here we use a finite-volume scheme with flux limiters [21]. This scheme has a stencil of width
2, and it is stable under the usual Courant-Friedrichs-Lewy (CFL) condition

∆t =
γ∆x

cmax

, with γ ≤ 1. (89)

The numerical flux Fi+1/2 requires to approximate the Jacobian matrix f
′
e(Ui+1/2) (51) at the

midpoint of [xi, xi+1] and at time tn. For this purpose, one seeks the Roe matrix Ai+1/2 which
satisfies [21]:

1. Ai+1/2 is diagonalizable with real eigenvalues;

2. Ai+1/2

(
Un
i+1 −Un

i

)
= fe(U

n
i+1)− f(Un

i );

3. lim
Un

i+1→Un
i

Ai+1/2 = f
′

e(U
n
i ).

According to section 15.3.2 of [21], such a matrix may be expressed by the formula

Ai+1/2 =

∫ 1

0

f
′

e

(
Un
i + s (Un

i+1 −Un
i )
)
ds, (90)

18



which ensures that the properties 2 and 3 are satisfied. As in exercise 15.1.(a) p. 349 of [21],
the Roe matrix is deduced from (51):

Ai+1/2 =



0 −1 0 0 0

−
κi+1/2 + λ

ρ
0

λ

ρ
0 0

0 0 0 0 0

0 0 0 0 −1

0 0 0 −α
β

0


, (91)

where

κi+1/2 =


W ′(εni+1)−W ′(εni )(

εni+1 − εni
) if εi+1 6= εi,

W ′′(εni ) else.

(92)

The rest of the scheme is fully described in [21] and in Appendix A of [31].
To discretize (44), we introduce ghost-cell values before the propagative step (88). Following

[21], these ghost values denoted by stars are, on the left boundary (j = 1, 2),

ε?−j = +εnj , (93a)

v?−j = 2 fv(tn)− vnj , (93b)

η?−j = +ηnj , (93c)

p?−j = −pnj , (93d)

w?−j = +wnj . (93e)

On the right boundary, the ghost values are (j = 1, 2)

ε?Nx+j = 2 fε(tn)− εnNx−j, (94a)

v?Nx+j = vnNx−j, (94b)

η?Nx+j = 2 fη(tn)− ηnNx−j, (94c)

p?Nx+j = −pnNx−j, (94d)

w?Nx+j = 2 fw(tn)− wnNx−j. (94e)

5.3. Relaxation step
The relaxation step (85) is an ODE with constant coefficients. The exact operator in (86a)-

(86c) is
Hr (τ) Ui = exp (Seτ)Ui ≡ N(τ)Ui, (95)

with τ = ∆t/2. In the conservative case µ = 0, the exponential matrix is

N(τ) =


1 0 0 0 0
0 1 0 0 0

1− cosω0τ 0 cosω0τ 0
1

ω0

sinω0τ

0 0 0 1 0
ω0 sinω0τ 0 −ω0 sinω0τ 0 cosω0τ

 . (96)

19



In the case of small dissipation µ ≤ µ∗ (80), then δ ∈ R and the non-null components of N are

N[1, 1] = N[2, 2] = N[3, 3] = 1,

N[3, 1] = 1− e−νt
(

cos δω0ξ +
ν

δω0

sin δω0ξ

)
,

N[3, 3] = e−νt
(

cos δω0ξ +
ν

δω0

sin δω0ξ

)
,

N[3, 5] =
1

δω0

e−νt sin δω0ξ,

N[5, 1] = −N[5, 3] =
ω0

δ
e−νt sin δω0ξ,

N[5, 5] = e−νt
(

cos δω0ξ −
ν

δω0

sin δω0ξ

)
.

(97)

When µ→ 0, then (97) recovers (96).

5.4. Estimation of λ and β

The extended Lagrangian is constructed so that its solution tends towards the solution of
the master Lagrangian model when λ → +∞ and β → 0. It remains to determine the finite
and non-zero values of these parameters during numerical simulations. This choice is based on
the theoretical analysis of the extended system (sections 3.2 and 3.3) and on numerical analysis
criteria (section 5.2):

• the penalization parameter must satisfy λ ≥ λmin = 25/12 to ensure that the system (30)
is unconditionally hyperbolic;

• if W
′′ ≥ 0, the inequality (66) must be satisfied. This inequality depends on ε (strain

around which the equations are linearized) and therefore does not lead to a solution-
independent bound. Assuming ε ∈ [0, ε02], we get max W

′′
= W

′′
(0) = 2 a2. We deduce a

lower bound from the dimensionless number Γ:

Γ =
ρ

2 a2

α

β
≥ 1, (98)

hence an upper bound for β. A finer bound can be obtained by defining the maximum
wave number resolved by the extended system k? = 2π/`?. A necessary condition for the
slow wave to converge to the phase velocity of the master wave over this interval is then
Λ(4)(k) ≥ cp(k) if k ∈ [0, k?]. Hence

Γ ≥ 1 +
2π2 α

a2(`?)2
. (99)

• if W
′′
< 0, the error on the critical wave numbers (21) and (60) depends only on λ:∣∣∣∣keckc − 1

∣∣∣∣ =
1√

1 +W ′′/λ
,

≤ 1

2λ

∣∣∣W ′′

min

∣∣∣ ,
≤ 25

24

1

λ
.

(100)
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Figure 7: Phase velocities of the master wave cp (20) and of the slow wave c−p . (a): W
′′
> 0, λ = 100 and

various values of β. (b): W
′′
< 0, β = 10−3 and various values of λ.

On the other hand, numerical arguments come into play. The eigenvalues (52) satisfy Λ(2) =
O(
√
λ) and Λ(4) = O(1/

√
β). By the stability condition CFL (89), we have ∆t = O(

√
λ +

1/
√
β): increasing λ and decreasing β decreases the time step and consequently increases the

duration of the simulations. Moreover, Λ
(2)
e ∼ Λ

(4)
e minimizes the numerical dissipation of the

slow wave. By equating these two eigenvalues for W
′′

= 0, we get

λ+ 2 a2 = ρ
α

β
, (101)

and hence
λ ≥ λc = max (λmin, 2 a2(Γ− 1))). (102)

Figure 7 illustrates the role of λ and β on the dispersion curves. In (a), the influence of the
choice of β in (98) is illustrated for ε = 0, i.e. W

′′
> 0, and λ = 100. For β = 10−2, we have

Γ = 0.4 < 1 and c−p decreases, contrary to cp: the solution of the extended Lagrangian does
not converge towards the solution of the master Lagrangian. The agreement improves as β
decreases.

In figure 7-(b), the strain is ε = (ε1 + ε2)/2, or W
′′
< 0; we choose β = 10−3, or λc ≈ 18

(102). The agreement between cp and c−p improves as λ increases, especially the position of
the cutoff wave numbers (100). However, this improvement is limited: unlike cp, an asymptote
dependent on β upper bounds c−p .

6. Numerical experiments

6.1. Riemann problem

Here we illustrate the dynamics obtained by competition between nonlinear and dispersive
effects. We also study the influence of the parameters β and λ on the convergence of the
extended Lagrangian. The domain [-2,2] is discretized on Nx = 1600 computation points. The
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(a) εL = ε02, t = 0 (b) εL = 6 > ε02, t = 0.3
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(c) εL = ε02, t = 0.5 (d) εL = ε2, t = 0.5
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(e) εL = ε01, t = 0.5 (f) εL = ε1, t = 0.6
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Figure 8: Solution ε of the Riemann problem (103), for various values of εL. (a): initial data ε0(x) in (103),
where ζ = 0.1, x0 = 0 and εL = ε02. (b): εL = 6 > ε02. (c): εL = ε02. (d): εL = ε2. (e): εL = ε01. (f): εL = ε1.
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grid is fine enough so that the solutions are independent of the computing grid. The CFL
number is γ = 0.95 (89).

The parameters of the extended Lagrangian (35) are ρ = 1, α = 10−3, β = 10−5 and
λ = 100. The criteria given in section 5.4 are satisfied: Γ = 40� 1 (98) and λ > λc = 15 (102).
Attenuation is not taken into account: µ = 0 in (73). The initial data (39) are constructed
from two constant states linked in x0 = L/2 by a regularizing function:

U0(x) =
1

2
(UR + UL) +

1

2
(UR −UL) tanh

(
x− x0
ζ

)
, (103)

where ζ = 0.1. This regularization eliminates the initial discontinuity, which is not admissible
in the master Lagrangian model (6). The left and right states are UL = (εL, 0, 0)> and UR = 0.
The simulations are stopped before the waves reach the edges of the domain, where the values
are kept constant. Figure 8-(a) displays ε0(x) with εL = ε02.

Figure 8 represents the solution ε of (103) for decreasing values of the initial data εL (table
1): 6 > ε02 at t = 0.3 s (b), ε02 at t = 0.5 s (c), ε2 at t = 0.5 s (d), ε01 at t = 0.5 s (e), ε1 at t = 0.6
s (f). When εL = 6 (b), a front propagates to the right preceded by oscillations; on the left a
smooth structure propagates. At the bistability point ε02 (c), the front remains stationary and
generates dispersive waves; in the case of a discontinuity ζ = 0 (not shown here), no waves are
generated. For smaller values of ε (d,e,f), the front propagates to the left and tends towards a
dispersive shock wave.
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Figure 9: Evolution of the solution to the Riemann problem (103) in terms of β and λ, for εL = ε01 at t = 0.5.
(a): β variable and λ = 100. (b): λ variable and β = 10−5.

Figure 9 illustrates the influence of β and λ on the solution of the extended Lagrangian.
The initial data is εL = ε01 and the final time is t = 0.5 s, which corresponds to the figure
8-(d). In (a), the solution obtained with β = 10−5 is indistinguishable from solutions obtained
with smaller values of β (not shown here) and can be considered as the reference solution. For
β = 10−4, the agreement with this reference solution is correct, except for the fastest waves.
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For β = 10−3, we have Γ = 0.4 < 1: the criterion (98) is not satisfied, and the solution has not
converged to the reference solution.

In figure 9-(b), we choose β = 10−5, and several values of λ are considered. The reference
solution obtained with λ = 100 cannot be distinguished from solutions obtained for larger
values of λ (not shown here). For smaller values of λ, agreement with the reference solution is
degraded, especially for λ = 5 < λc = 18 (102). Similar convergence studies were carried out
with all the values of εL shown in figure 8 and led to the same conclusions: subsequently, the
solutions obtained with β = 10−5 and λ = 100 are considered as the reference for the extended
Lagrangian.

6.2. Variable boundary conditions
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Figure 10: Variable boundary conditions. (a): forcing g(t) in (104)-(105), with fc = 5 Hz. (b,c,d): snapshots
of ε at successive instants and for various values of the regularization parameter α.
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We mimic a real experiment where the second equilibrium state ε02 is perturbed by a time-
varying boundary condition (40). For this, the forcings in (44a) and (44c) are chosen as

fv(t) = 0, fη(t) = ε02 g(t), with g(t ≤ 0) = 1. (104)

From (32) and (104), we can reformulate the forcings (44d) and (44e): fε(t) = s−1 (s(ε02) g(t))
and fw(t) = ε02 g

′
(t). The function evolves smoothly between two constant states 1 and 0:

g(t) =


1 if t ≤ 0,

1

2
(1 + cos (πfct)) if 0 < t ≤ 1/fc,

0 if t > 1/fc,

(105)

as sketched in figure 10-(a). The characteristic times are the period of the forcing Tc = 1/fc
(105) and the relaxation time T0 = 2π/ω0 (46). The ratio between these time scales is

θ =
Tc
T0

=
1

2πfc

√
λ

β
. (106)

We choose fc = 5 Hz in (105), so that θ = 100 when λ = 100 and β = 10−5: the forcing is
quasi-static. When θ → +∞, the system becomes stiff, which raises numerical issues [21].

The domain [0, L] is discretized on 800 grid nodes, with L = 2. The following numerical
experiments have been validated by checking the independence of the solutions with respect to
the numerical parameters. Moreover, it has been verified that the discrete energy (87) grows
as long as the source is turned on, and afterwards remains almost constant.

Figure 10-(b,c,d) displays snapshots of ε at successive instants tn = n/2, with n = 1, · · · , 5,
and for different values of the regularization parameter α. We choose λ = 100 and β = α/100,
as deduced from the numerical experiments in section 6.1. At the first instant represented
(t = 0.5 s), the source is turned off: by (44c)-(44d), we have ε(L, t) = η(L, t) = 0. For all
values of α, we observe that a front has separated from the right border x = L and propagates
to the left when t increases. This front is preceded by ripples, which are reflected by the left
border x =0 and cross the main front; they then slow it down.

One can notice that before the interaction with the reflected waves on the left border (t = 0.5
s in Figure 10-(b,c,d)), the height of the constant state on to the left of the front is greater
than the initial value of ε. In addition, the width of the front D and its propagation speed V
are all the greater as α is large, which is consistent with the dimensional analysis (72).

Figure 11 illustrates the influence of the energy dissipation on the propagation of the front.
The parameters are α = 10−3, β = 10−5 and λ = 100. Four values of µ in (73) are considered:
µ = 0 (no dissipation), 1/100, 1/50 and 1/20. All these values are smaller than µ? = 1/15.8
in (80), so that the matrix exponential in the splitting is given by (97). In (a), we present ε
at t = 1 s; at this instant, the ripples preceding the main front in the case µ = 0 have reached
the left edge in x = 0 and are reflected. We observe that the propagation speed of the front
decreases when the attenuation parameter µ increases, which is consistent with the dimensional
analysis (22). In addition, attenuation eliminates ripples and decreases the amplitude of the
plateau in advance of the front. For high attenuation (µ = 1/20), the shape of the front is
sharpened. Figure 11-(b) represents the temporal evolution of the discrete energy (87). In the
conservative case (µ = 0), the mechanical energy increases up to tc, due to the power of the
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Figure 11: Variable boundary conditions (104)-(105): influence of the dissipation parameter µ in (73e). (a)
snapshots of ε at t = 1 s. (b) time evolution of the discrete energy (87).
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Figure 12: Variable boundary conditions (104)-(105): influence of the regularization parameter α on the shape
of the front. (a): comparaison between the numerical solution and the kink wave (27), at t = 0.6 s and for
α = 5.10−3. (b) log-log plot of D vs α, for two values of µ, and linear regression with slopes 1/2.

forces applied at x = L (45). For t > tc, this power is null and the discrete energy is preserved
(at the scale of the figure). When µ > 0, the energy is dissipated after tc.

In figure 12, we study quantitatively the influence of the regularization parameter α on the
width D of the front. Given α, we choose β = α/100, λ = 100, and µ = 0 (no dissipation)
or µ = 1/50. Simulations are stopped at t = 0.6 s, before the signal reflected by the left edge
interacts with the front. In figure 12(a), we compare the numerical value of ε to the theoretical
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profile of the kink wave (27); the data are t = 0.6 s, α = 5.10−3, and µ = 0. The agreement
is very good about the shape and height of the constant states surrounding the front. The
differences observed on the zone [0, 1] are logically due to the fact that the initial value ε02 < εL
cannot be connected to εR = 0 by a kink wave.

For each simulation, one determines the zone such that ε ∈ [0.05 εR, 0.95 εL], where εR,L are
the values of the constant states on the right and left of the front respectively; typically, εR = 0
and εL = 4 when µ = 0 (section 2.4). This zone allows to estimate D. In figure 12-(b), we
represent D for α ∈ [10−3, 10−2] in a log-log scale. A linear least squares regression leads to a
straight line with slope 1/2, for the both values of µ. This specifies the property expected by
dimensional analysis (22) and by the kink wave solution (28): D ∝

√
α.
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Figure 13: Variable boundary conditions (104)-(105): influence of the dissipation parameter µ and of the
regularization parameter α on the speed V of the front. (a) time evolution of p at the receivers. (b) plot of V
vs µ, for two values of α.

In figure 13, we study the influence of the dissipation parameter µ and of the regularization
parameter α on the speed V of the front. For this purpose, p = ∂xη is recorded each time step
at 5 receivers xr = 1.5+0.1n, with n = 0, · · · , 4. The field p allows to locate clearly the position
of a front in η. In figure 13-(a), we represent the temporal evolution of p at these receivers,
in the form of a seismogram. The spacing between these lines is constant, indicating that the
velocity is constant. A linear regression on the position of the extrema allows to estimate the
velocity of the front V . When µ = 0, we measure V = 0.5 m/s, which corresponds exactly to
the theoretical value for a kink wave (26). Moreover, the measured velocity is then independent
of the regularization parameter α, as analysed in section 2.4.

In figure 13-(b), we represent V as a function of the dissipation parameter µ, for two values
of α. For small values of µ, V tends towards 0.5 m.s−1, which is the measured value without
dissipation and theoretically predicted. We observe that V is a strictly decreasing function of
µ, which was already noted in figure 11. It is also observed that, at a given µ, V increases with
α. These observations are consistent with (22)-(72). Finally, we note that these data do not
line up on a log-log scale, which indicates that there is no power law relating V to µ and α.
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7. Conclusion

This work was focused on the dynamic behaviour of a reguralized and bistable Ericksen bar.
A Lagrangian has been proposed, combining a nonconvex energy and a regularization high-order
term. This initial master Lagrangian was transformed into an extended Lagrangian to yield
a hyperbolic nonlinear PDE system with source term, well adapted to numerical modelling.
Comparisons between exact and numerical solutions demonstrated that the dynamics of the
master Lagrangian is well captured by the extended Lagrangian.

Numerical results showed also that the regularized bistable Ericksen bar is able to reproduce
the particular scenario of switching from one stable configuration to the other one by prescribing
time-varying boundary conditions on higher order terms: at each time of the switching, the bar
is a two-phase bar (the two phases corresponding locally to the two stable states) separated
by a transition zone that moves at constant speed along the bar. In practice, this result is a
starting point to design innovative deployable structures, by finding some metamaterials whose
behaviour presents some analogies with a bistable reguralized Ericksen bar.

Several theoretical issues now need to be addressed. The most important concerns the
convergence of the solution of the extended Lagrangian towards the solution of the master
Lagrangian when β → 0 and λ → +∞. A similar analysis of the Serre-Green-Naghdi model
was conducted in [6]. In this reference, the author proved that the initial data for the additional
unknowns η and w had to be properly chosen to ensure convergence. It is likely that a similar
property will need to be verified here.

A second direction of research concerns the theoretical and numerical analysis of the model
(3) for general (and not necessarily polynomial) expressions of Ericksen energy. In the case of
a piecewise linear energy, it has been proven in [17] that solitary waves are generated, or on
the contrary that stop-band behaviors are obtained, depending on the slopes of the energy.

Lastly, the construction of transparent boundary conditions for dispersive equations of the
form (30) is an active research topic. One can be inspired by [18] and references therein.
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