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1. Introduction

In this paper we study topological and probabilistic properties of the space N of locally �nite point
measures on R2

+. More precisely, we introduce an explicit metric d on N designed to compute the
distance between the atoms of the point measures. In particular, the space (N , d) will be shown to be
separable but not complete. However, we will show that the law of Poisson measures with Lebesgue
intensity is tight on (N , d). Another signi�cant property of this space is that, for realizations of
Poisson measures with Lebesgue intensity, the convergence for the metric d is equivalent to the vague
convergence (see Proposition 2.6). These properties allow us to prove our main result Theorem 1.1,
where D(R+,R) denotes Skorohod space.

Theorem 1.1. Let Ȳ k and Y N,k (N, k ∈ N∗) be D(R+,R+)-valued random variables. Let
(
πk
)
k∈N∗

and
(
π̄k
)
k∈N∗ be i.i.d. families of Poisson measures on R+×R+ having Lebesgue intensity. Let ZN,k

and Z̄k be the point processes de�ned as follows

ZN,kt :=

∫
[0,t]×R+

1{z≤Y N,ks− }dπ
k(s, z), Z̄kt :=

∫
[0,t]×R+

1{z≤Ȳ ks−}dπ̄
k(s, z), k ≥ 1.

Assume that, for every k ≥ 1, (Y N,1, π1, ..., Y N,k, πk) converges in distribution to (Ȳ 1, π̄1, ..., Ȳ k, π̄k)
in (D(R+,R)×N )k, and that, for each k ≥ 1, Ȳ k is independent of π̄k.

Then, for any n ≥ 1,
(
ZN,k

)
1≤k≤n converges to

(
Z̄k
)

1≤k≤n in distribution in D(R+,Rn). Hence(
ZN,k

)
k≥1

converges to
(
Z̄k
)
k≥1

in distribution in D(R+,R)N
∗
endowed with the product topology.

Remark 1.2. In the statement of Theorem 1.1, we need to guarantee the following property: Poisson
random measures are (N , d)−valued random variables. This is a consequence of Proposition 3.4.

Remark 1.3. According to Lemma 4 of [3], a point process Z having stochastic intensity (Ys−)s≥0

can always be written in the form of Theorem 1.1.
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X. Erny/Convergence of point processes 2

Let us note that, in Theorem 1.1, the processes Y N,k are not assumed to be independent of the
Poisson measures πk. Otherwise, the proof would be straightforward by conditioning by Y N,k.

One can note that, if the processes Ȳ k and Y N,k (k ≥ 1, N ≥ 1) are semimartingales, then
the result of Theorem 1.1 can be proved with Theorem IX.4.15 of [8]. Theorem 1.1 allows us to
consider processes that are not semimartingales such as Hawkes processes and Volterra processes. In
particular, since the stochastic intensity of Hawkes processes are not, in general, semimartingales,
Theorem 1.1 can be used to show the convergence of Hawkes processes, provided that one can show
the convergence of their stochastic intensity. Let us give an example of application of Theorem 1.1
in that direction for a one-dimensional point process (an example of application in the in�nite-
dimensional case would be an alternative proof of Theorem 1.7 of [6]). The example is based on
Examples 7.3 and 7.4 of [1].

Example 1.4. Let us consider K(t) := tγ for some γ > 0, KN (t) := K(t/N) and some Poisson
random measure π on R2

+ having Lebesgue intensity. Let XN satisfy

XN
t =

∫
[0,t]×R+

KN (t− s)1{z≤|XNs−|}dπ(s, z)−
∫ t

0

KN (t− s)
∣∣XN

s

∣∣ ds.
Theorem 7.2 of [1] implies that the sequence of processes (X̃N

t )t≥0 = (N−1XN
Nt)t≥0 has converging

subsequence (in distribution in the topology L2
loc), and that the limit process (X̄t)t≥0 satis�es

X̄t =

∫ t

0

K(t− s)
√
|X̄s|dBs,

for some standard Brownian motion B. Besides, one can prove with standard arguments, the tight-
ness of (X̃N )N in Skorohod topology, so that we can assume that (a subsequence of) (X̃N )N con-
verges to X̄ in Skorohod topology.

This implies the convergence of Y N := |X̃N | to Ȳ := |X̄| in Skorohod topology. Moreover, the
Brownian motion can be shown to be necessarily independent of the Poisson measure π (using
Theorem II.6.3 of [7]). Then, Theorem 1.1 implies the convergence in distribution in Skorohod
topology of ZNt :=

∫
[0,t]×R+

1{z≤Y Ns−}dπ(s, z) to the point process Z̄t :=
∫

[0,t]×R+
1{z≤Ȳs−}dπ̄(s, z),

where π̄ is independent of Ȳ . To the best of our knowledge, there is no classical way to prove this
convergence.

Theorem 1.1 can be compared to Theorem 1 of [4] that states that the convergence of point
processes is implied by the pointwise convergence in distribution of their compensators. In [4],
Theorem 1 holds when the compensator of the limit point process is a deterministic function,
whereas in Theorem 1.1, the limit point processes have stochastic intensities.

The idea of the proof of Theorem 1.1 is to use Skorohod representation theorem in order to show
the almost sure convergence of the point processes ZN,k from the convergence of the (representant
of the) Poisson measures πN,k. In this proof, the fundamental property of the convergence of Poisson
measures is the convergence of their atoms. To prove Theorem 1.1, one needs to consider a metric
space (M,m) that contains every realization of Poisson measures on R2

+ with Lebesgue intensity
and that satis�es the following conditions:

• (M,m) is separable,
• the σ−�eld generated by m is the one generated by the mappings π ∈ M 7→ π(B) (B ∈
B(R2

+)),
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• the law of a Poisson measure on R2
+ with Lebesgue intensity is tight on (M,m),

• the convergence of simple point measures on (M,m) implies the convergence of their atoms.

The space (N , d) is a metric space satisfying all these conditions. In this paper, we study the
properties of this space. Another possible candidate for the couple (M,m) can be found in [5].
Indeed, one can de�ne a metric d# on the space of locally �nite measuresM# by

d#(µ, ν) =

∫ ∞
0

e−r
d(r)(µ(r), ν(r))

1 + d(r)(µ(r), ν(r))
dr, (1)

where µ(r) is the measure µ restricted on [0, r]2, and d(r) is Prohorov metric.
In this paper, we introduce a metric d (see De�nition 2.1) and use the topology of d to prove

Theorem 1.1. As d is more speci�c to the space N we are interested in than d#, it is also more
natural and easier to compute explicitly than d#. Indeed, the convergence of point measures in the
topology of d means exactly the convergence of the atoms of the measures, and this is the property
we need in Theorem 1.1.

In Section 2, we introduce formally the space N and the metric d. Section 3 is devoted to compare
the σ−�eld de�ned by d with the smallest σ−�eld such that the functions π ∈ N 7→ π(B) ∈ N are
measurable (B ∈ B(R2

+)). In Section 4, we study a compactness criterion in the space (N , d) and
prove the tightness of the law of Poisson measures with Lebesgue intensity. Finally, in Section 5,
we prove Theorem 1.1.

2. De�nitions and notations

In this paper, we study the space N of locally �nite simple point measures on R2
+. We always

identify any point measure with the set of its atoms. Consequentely, we can de�ne N as

N =
{
P ⊂ R+ × R+ : ∀T > 0,

∣∣P ∩ [0, T ]2
∣∣ < +∞

}
.

Besides, let NT be the set of �nite subsets of [0, T ]2, and for each P ∈ N and T > 0, let PT =
P ∩ [0, T ]2 ∈ NT .

De�nition 2.1. For each T ≥ 0, we de�ne the metric dT on NT in the following way: for P, P ′ ∈
NT , we write P = {(ti, zi) : 1 ≤ i ≤ n} and P ′ = {(t′j , z′j) : 1 ≤ j ≤ m}, where n = |P | and
m = |P ′|, and where each indexing is lexicographically ordered, then

dT (P, P ′) :=

{
1 if |P | 6= |P ′|,
1 ∧ max

1≤i≤n
(|ti − t′i| ∨ |zi − z′i|) if |P | = |P ′| = n.

Then we de�ne the metric d on N by

d(P, P ′) =

∫ +∞

0

e−rdr(Pr, P
′
r)dr.

Let us note that the integral is well-de�ned because, as r 7→ dr(Pr, Qr) is piecewise constant, we
know that r 7→ e−rdr(Pr, Qr) is piecewise continuous.

We begin by proving the following fundamental property of the metric d. This property allows us
to characterize d with the metrics dT (T ≥ 0). Lemma 2.2 can be compared to Proposition A2.6.II
of [5], whose proof relies on the fact that, with the notation of (1), r 7→ d(r)(µ(r), ν(r)) is non-
decreasing. In the proof of Lemma 2.2, we use the fact that r 7→ dr(µr, νr) is piecewise constant.
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Lemma 2.2. Let P, P k ∈ N (k ∈ N). The following assertions are equivalent:

(i) d(P, P k) vanishes as k goes to in�nity.
(ii) There exists some increasing sequence (Tn)n such that Tn goes to in�nity as n goes to in�nity

and, for each n, dTn(PTn , P
k
Tn

) vanishes as k goes to in�nity.

Proof. Step 1: Let us prove that (i) implies (ii). Assume that d(P, P k) vanishes. For each n ∈ N∗,
let Tn be any points of ]n + 1/2, n + 1[ that does not belong to {t ∨ z : (t, z) ∈ P ∪

⋃
k P

k} (this
implies that Tn is a continuity point of r 7→ dr(Pr, P

k
r )).

Now, to show that dTn(PTn , P
k
Tn

) vanishes as k goes to in�nity, we show that any subsequence
admits a subsequence that vanishes. For the sake of readability, we will not write these subsequences.

Firstly, as d(P k, P ) vanishes, there exists a subsequence such that dr(Pr, P
k
r ) vanishes for almost

all r ≥ 0. In particular, we can �x some R ∈]Tn, n+ 1] such that dR(PR, P
k
R) vanishes. Let us write

PR = {(ti, zi) : 1 ≤ i ≤ N} and P kR = {(tki , zki ) : 1 ≤ i ≤ Nk}. Since dR(PR, P
k
R) vanishes, Nk

converges to N , implying that Nk = N for k big enough, and (tki , z
k
i ) converges to (ti, zi) as k goes

to in�nity, and hence tki ∨ zki converges to ti ∨ zi. Then let us consider η > 0 and i1, i2 such that

ti1 ∨ zi1 + η < Tn < ti2 ∨ zi2 − η

and for all i, ti ∨ zi 6∈]ti1 ∨ zi1 , ti2 ∨ zi2 [.
As dr(Pr, P

k
r ) vanishes for almost all r ≥ 0, we can consider such a number r ∈]ti1 ∨ zi1 + η, ti2 ∨

zi2 −η[. Observe that s 7→ ds(Ps, P
k
s ) is constant on ]ti1 ∨zi1 +η, ti2 ∨zi2 −η[ for all k (big enough),

we have that dTn(PTn , P
k
Tn

) = dr(Pr, P
k
r ) vanishes as k goes to in�nity.

Step 2: Now, we prove that (ii) implies (i). The main part of the proof consists in showing that,
for all ε > 0, n ∈ N∗, for k big enough (depending on n and ε),∫ Tn

Tn−1

e−rdr(Pr, P
k
r )dr ≤ ε. (2)

To show (2), let us �x some n ∈ N∗, and write PTn = {(ti, zi) : 1 ≤ i ≤ N} and P kTn = {(tki , zki ) :

1 ≤ i ≤ Nk}. As dTn(PTn , P
k
Tn

) vanishes as k goes to in�nity, we know that Nk = N for k big

enough. Let us note ri := ti ∨ zi, rki := tki ∨ zki (1 ≤ i ≤ N), r0 = rk0 = 0 and rN+1 = rkN+1 = Tn
Let us consider σ ∈ SN such that(

rσ(1), tσ(1), zσ(1)

)
<lex . . . <lex

(
rσ(N), tσ(N), zσ(N)

)
. (3)

To simplify, we assume in a �rst time that the numbers ti ∨ zi (1 ≤ i ≤ N) are all distinct. As
dTn(PTn , P

k
Tn

) vanishes, we know that tki and zki converge respectively to ti and zi (1 ≤ i ≤ N).
Consequently, for k big enough,

rkσ(1) < . . . < rkσ(N).

Then, for any r ∈ [0, Tn], there are two cases:

• either r ∈]ri∨rki , ri+1∧rki+1[, which means that |Pr| = |P kr |, implying dr(Pr, P
k
r ) ≤ dTn(PTn , P

k
Tn

),

• or r ∈ [ri ∧ rki , ri ∨ rki ], which means that |Pr| 6= |P kr | implying dr(Pr, P
k
r ) = 1.

Let us note Ikn =
⋃N
i=0[ri ∧ rki , ri ∨ rki ]. The Lebesgue measure of Ikn is

N∑
i=1

∣∣ri − rki ∣∣ ≤ N · dTn(PTn , P
k
Tn),
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which vanishes as k goes to in�nity. As a consequence (2) is proved.
To prove (2) without the hypothesis that the ri := ti ∨ zi (1 ≤ i ≤ N) are distinct in (3), instead

of writing [0, Tn] as the union of [ri∧rki , ri∨rki ] and ]ri∨rki , ri+1∧rki+1[ where 0 ≤ i ≤ N , one has to
write this union for a subset of i for which the ri are distinct, and for each of these index i, one has
to consider jki,1 (resp. j

k
i,2) such that r

k
jki,1

is the smallest (resp. biggest) rkj for the j satsifying rj = ri.

Then, it is su�cient to write [0, Tn] as the union of [ri ∧ rkjki,1 , ri ∨ r
k
jki,2

] and ]ri ∨ rkjki,2 , ri+1 ∧ rkjki+1,1
[.

Then (2) is still true because |ri − rkjki,2 | and |ri − r
k
jki,1
| are both non-bigger than dTn(PTn , P

k
Tn

).

Consequently, (2) is proved. Now we show that

d
(
P, P k

)
=

+∞∑
n=0

∫ Tn+1

Tn

e−rdr
(
Pr, P

k
r

)
dr

vanishes as k goes to in�nity. Let us note that, we can assume that for all n, Tn ≥ n (possibly
considering a subsequence). Hence, we assume in the rest of the proof that

∑
n≥0 e

−Tn < +∞.
Let η > 0, let Nη ∈ N∗ such that

∑
n>Nη

e−Tn < η, and kη ∈ N∗ such that, for every 0 ≤ n ≤ Nη
and k ≥ kη, (2) holds with ε = η/Nη. Hence, for k ≥ kη, d(P, P k) ≤ 2η.

Remark 2.3. In Lemma 2.2, there does not exist a universal sequence (Tn)n. However, if (P i,k)k
(i ∈ I) is a �nite or countable family of sequences such that, for each i ∈ I, d(P i, P i,k) vanishes
as k goes to in�nity, there exists an increasing sequence (Tn)n that goes to in�nity such that, for

every i ∈ I, for all n ∈ N, dTn(P iTn , P
i,k
Tn

) vanishes as k goes to in�nity.

Now, the separability of (N , d) is a mere consequence of Lemma 2.2.

Lemma 2.4. The space (N , d) is separable.

Proof. Let D =
⋃
T∈N∗ DT where DT = {P ∈ NT : P ⊂ Q2}. It is classical that D is countable. It

is then su�cient to prove that D is dense in (N , d).
Let P ∈ N . Let us consider an increasing sequence Tn such that Tn goes to in�nity, and P ∩

{Tn} ×R+ = ∅. The facts that PTn is �nite and that the elements of PTn can be approximated by
rational numbers complete the proof.

Remark 2.5. The space (N , d) is separable, but not complete. Indeed, let us consider

πn :=

{
(1, 1),

(
1 +

1

n
, 1

)}
.

For all 1 ≤ q ≤ p,

d(πq, πp) =

∫ 1/q

1/p

e−rdr +

(
1

q
− 1

p

)∫ +∞

1/q

e−rdr <
2

q
.

Consequently, (πn)n is a Cauchy sequence, but it does not converge. Indeed, the limit π, if it would
exist, should have exactly two points, since every πn has exactly two points (by de�nition of d). But
the two points of πn merge as n goes to in�nity.

Lemma 2.2 also allows us to prove an interesting property of the metric d, using Proposi-
tion A2.6.II of [5] that let us compare d with the metric d# de�ned in (1).

Proposition 2.6. On the subspace {P ∈ N : ∀T ≥ 0, |P ∩ {T}×R+| ∈ {0, 1}}, the topology of the
metric d, is the topology of the vague convergence.
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Proof. Step 1: We assume that d(P, P k) vanishes as k goes to in�nty.
By Lemma 2.2, there exists an increasing sequence (Tn)n that goes to in�nity and that satis�es:

dTn(PTn , P
k
Tn

) vanishes as k goes to in�nty, for every n ∈ N. To show the vague convergence of

P k to P , we just have to show that, for each n, d(Tn)(PTn , P
k
Tn

) vanishes, where d(Tn) is Prohorov
metric on NTn (see Proposition A2.6.II.(ii) of [5]).

Let us �x some n ∈ N and note PTn = {(ti, zi) : 1 ≤ i ≤ N} and P kTn = {(tki , zki ) : 1 ≤ i ≤ Nk}.
As dTn(PTn , P

k
Tn

) vanishes, we know that Nk converges to N , that is Nk = N for k big enough.

Now, let ε > 0 and consider kε ∈ N such that, for all k ≥ kε, dTn(PTn , P
k
Tn

) < ε. Hence, for k ≥ kε,
|ti− tki | < ε and |zi−zki | < ε. This implies that, for any closed A ∈ B([0, Tn]2), P ∩A ⊆ P k∩Aε and
P k ∩A ⊆ P ∩Aε (where Aε = {x ∈ A : ∃y ∈ A, ||x− y||∞ ≤ ε}). Consequently, d(Tn)(PTn , P

k
Tn

) < ε
for all k ≥ kε.

Step 2: We assume that P k converges vaguely to P . Using Proposition A2.6.II.(iv) of [5], this
implies that, for any bounded A ∈ B(R2

+) such that P ∩ ∂A = ∅, |P k ∩A| converges to |P ∩A|. To
prove that d(P, P k) vanishes, we use Lemma 2.2.

Let us consider some increasing sequence (Tn)n that goes to in�nity such that, for every n ∈ N,
P ∩ ({Tn}× [0, Tn]∪ [0, Tn]×{Tn}) = ∅. In the rest of the proof, we �x some n ∈ N and prove that
dTn(PTn , P

k
Tn

) vanishes as k goes to in�nity. For this purpose, let us note PTn = {(ti, zi) : 1 ≤ i ≤ N}
and P kTn = {(tki , zki ) : 1 ≤ i ≤ Nk}.

To begin with, we know that Nk := |P k∩[0, Tn]2| converges to N := |P ∩[0, Tn]2|, hence Nk = N
for k big enough. Now, we just have to show that, for all 1 ≤ i ≤ N, tki (resp. zki ) converges to ti
(resp. zi). Let ε > 0 and δ := ε∧min1≤i≤N−1(ti+1 − ti). The reason why we work on a subspace of
N in this proposition is to guarantee that δ > 0.

Then, by Proposition A2.6.II.(iv) of [5], we know that, for each 1 ≤ i ≤ N, |P k ∩B((ti, zi), δ/3)|
converges to |P ∩B((ti, zi), δ/3)| = 1. As a consequence, for each 1 ≤ i ≤ N and for k big enough,
there exists a unique jki ∈ J1, NK such that (tk

jki
, zk
jki

) belongs to B((ti, zi), δ/3). Whence, for k big

enough,

tkjki−1
< ti−1 +

δ

3
< ti −

δ

3
< tkjki

,

and, since the indexing are lexicographically ordered, we know that jki = i for k big enough.
Finally, as (tki , z

k
i ) belongs to B((ti, zi), δ/3), we know that |tki − ti| < ε/3 and |zki − zi| < ε/3 for

all 1 ≤ i ≤ N, for k big enough.

One could extend the previous proposition to the whole space N by modifying the de�nition of
the metrics dT . In the de�nition of dT (P,Q), instead of comparing pairwise the atoms of P with
those of Q when they are lexicographically ordered, one should consider an optimal ordering.

3. Measurability in (N , d)

In the proof of Theorem 1.1, we need to identify any Poisson measure that has Lebesgue intensity
with an (N , d)−valued random variable. Indeed, we will apply Skorohod representation theorem to
the Poisson measures πk, seen as (N , d)−valued random variables, to obtain some copy π̃k, which
are also (N , d)−valued random variables. Then, we will need to guarantee that π̃k can be seen as
Poisson measures.

In order to prove it formally, let us recall the usual de�nition of Poisson random measure.
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De�nition 3.1. Let us note Bm(N ) the σ−algebra generated by the functions π ∈ N 7→ π(B)
(B ∈ B(R2

+)), and Bd(N ) the σ−algebra generated by the metric d.
In the following, we call random measure any (N ,Bm(N ))−valued random variable.
A Poisson random measure is a random measure π satisfying:

• for all B ∈ B(R2
+), π(B) follows a Poisson distribution,

• for all disjoints B1, . . . , Bn ∈ B(R2
+), the variables π(Bi) (1 ≤ i ≤ n) are independent.

The function µ : B ∈ B(R2
+) 7→ E [π(B)] is a measure on R2

+ that we call the intensity of π.

Formally, this section is dedicated to prove that Bm(N ) = Bd(N ). For this purpose, let us
introduce Bm(NT ) the σ−algebra generated by the functions π ∈ N 7→ π(B) (B ∈ B([0, T ])), and
Bd(NT ) the σ−algebra generated by the metric dT . In a �rst time, we prove that Bm(NT ) = Bd(NT )
for all T ≥ 0.

Lemma 3.2. For all T ≥ 0,Bd(NT ) ⊆ Bm(NT ).

Proof. For P ∈ NT , let us de�ne n(P ) := |P | = P ([0, T ]2) and (ti(P ), zi(P )) (1 ≤ i ≤ n(P ))
lexicographically ordered such that P = {(ti(P ), zi(P )) : 1 ≤ i ≤ n(P )}. By de�nition of Bm(NT ),
P ∈ (NT ,Bm(NT )) 7→ n(P ) ∈ (N,P(N)) is measurable. We also have that P ∈ (NT ,Bm(NT )) 7→
ti(P ) ∈ (R,B(R)) (i ≥ 1) are measurable since {ti(P ) ≤ t} = {P ([0, t]× [0, T ]) ≥ i}. This also holds
for zi(P ) (i ≥ 1) as

{zi(P ) ≤ z} =

i⋃
j=0

{ti(P ) = . . . = ti−j(P ) 6= ti−j−1(P )}

∩
⋂
n∈N∗

{
P

([
ti(P )− 1

n
, ti(P ) +

1

n

]
× [0, z]

)
≥ j + 1

}
.

Finally, denoting by BdT the open balls for dT , we have, for η > 1, BdT (P, η) = NT , and for η ≤ 1,

BdT (P, η) = n−1(n(P )) ∩
n(P )⋂
i=1

t−1
i (]ti(P )− η, ti(P ) + η[) ∩ z−1

i (]zi(P )− η, zi(P ) + η[).

Lemma 3.3. For all T ≥ 0,Bm(NT ) ⊆ Bd(NT ).

Proof. Let us �x a ≤ b, c ≤ d. We have to show that, for any n ∈ N, {Q ∈ NT : Q([a, b]× [c, d]) = n}
belongs to Bd(NT ). This is true for n = 0 since

{Q ∈ NT : Q([a, b]×[c, d]) = 0} =
⋃
k≥1

⋂
n∈N

⋂
P={(t1,z1),...,(tn,zn)}

P⊂Q2
+∩[a−1/k,b+1/k]×[c−1/k,d+1/k]

(
NT \BdT

(
P,

1

k

))
.
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Then, the case n = 1 is a consequence of

{Q([a, b]× [c, d]) = 1} =
⋂
k∈N∗

⋃
q1∈Q∩[a,b]
q2∈Q∩[c,d]

{
Q

([
q1, q1 +

1

k

]
×
[
q2, q2 +

1

k

])
6= 0

}

∩
{
Q

(
[a, b]× [c, d]\

[
q1, q1 +

1

k

]
×
[
q2, q2 +

1

k

])
= 0

}
.

Finally, we can prove that, for any n ≥ 2, {Q ∈ NT : Q([a, b] × [c, d]) = n} belongs to Bd(NT )
by induction, using

{Q([a, b]× [c, d]) = n} =
⋃

n1,n2,n3∈J0,n−1K
1+n1+n2+n3=n

⋃
q1∈Q∩[a,b]
q2∈Q∩[c,d]

{Q([a, q1]× [c, q2]) = 1}

∩ {Q(]q1, b]×]q2, d]) = n1} ∩ {Q([a, q1]×]q2, d]) = n2} ∩ {Q(]q1, b]× [c, q2]) = n3}.

Let us end this section with

Proposition 3.4. Bm(N ) = Bd(N ).

Proof. This follows from Lemmas 3.2 and 3.3 as in the proof of Theorem A2.6.III.(ii) of [5]. Let
us mimic this proof. In a �rst time, let us note that Bd(N ) = σ(

⋃
T≥0 π

−1
T (Bd(NT ))), where πT :

P ∈ N 7→ PT ∈ NT . The inclusion from the left to the right holds true because the functions πT :
P ∈ (N , d) 7→ PT ∈ (NT , dT ) are measurable (T ≥ 0), and the other inclusion is a consequence of
the fact that, for any P ∈ N , the function Q ∈ N 7→ d(P,Q) ∈ (R,B(R)) is σ(

⋃
T≥0 π

−1
T (Bd(NT )))

measurable.
To show that Bm(N ) ⊆ Bd(N ), it is su�cient to show that, for all A ∈ B(R2

+), the mapping
ΦA : π ∈ (N ,Bd(N )) 7→ π(A) is measurable. This is a consequence of the facts that the set A =
{A ∈ B(R2

+) : ΦA is Bd(N ) measurable} is a monotone class containing the bounded measurable
sets of R2

+ (see Lemma 3.3).
Conversely, let R be a σ−algebra on N such that, for any A ∈ B(R2

+), ΦA is R−measurable.
Then, Lemma 3.2 implies that Bd(NT ) ⊆ R for every T ≥ 0. By de�nition of d, Bd(N ) is the
smallest σ−algebra containing every Bd(NT ), thus Bd(N ) ⊆ R.

Hence Bd(N ) is the smallest σ−�eld such that ΦA is measurable for all A ∈ B(R2
+).

4. Tightness and compactness in (N , d)

Now, we prove a compactness criterion in (N , d), that relies on compactness in the spaces (NT , dT ).

Lemma 4.1. Let K ⊆ N and (Tn)n be an increasing sequences that goes to in�nity. Let us note
KTn = {PTn : P ∈ K}. Assume that, for all n ∈ N∗, KTn is a compact set of (NTn , dTn). We
also assume, that there exists a sequence of positive numbers (δn)n∈N∗ such that, for all (n, P ) ∈
N∗×K, P ∩ (]Tn − δn, Tn + δn[×[0, Tn] ∪ [0, Tn]×]Tn − δn, Tn + δn[) = ∅. Then K is a compact set
of (N , d).

Proof. Let
(
P k
)
k
be a sequence of K. By induction, and using the axiom of dependent choice, we

show the existence of a sequence of increasing functions (ϕn)n and a sequence (Qn)n such that:
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• ∀n ∈ N∗, Qn ∈ NTn ,
• ∀n ∈ N∗, dTn

(
Qn, P

ϕ1◦...◦ϕn(k)
Tn

)
−→
k→∞

0,

• ∀m ≤ n,QnTm = Qm, that is Qm ⊆ Qn.

Let ψ(n) = ϕ1 ◦ . . . ◦ ϕn(n) and Q =
⋃
kQ

k. We just have to show that d
(
Q,Pψ(k)

)
goes to 0

as k goes to in�nity. This is a mere consequence of Lemma 2.2, noticing that for each k ≥ n,

dTn

(
QTn , P

ψ(k)
Tn

)
is a subsequence of dTn

(
QTn , P

ϕ1◦...◦ϕn(k)
Tn

)
that vanishes.

For ε > 0 and T ∈ N∗, we consider some N(T, ε) ∈ N∗, γ(T, ε) ∈ R∗+ and δ(T, ε) ∈ R∗+ (we will
�x their values in the proof of Proposition 4.4). And we de�ne Kε ⊆ N as follows

Kε = {P ∈ N : ∀T ∈ N∗,#PT ≤ N(T, ε)

and P ∩ (]T − δ(T, ε), T + δ(T, ε)[×[0, T ] ∪ [0, T ]×]T − δ(T, ε), T + δ(T, ε)[) = ∅
and ∀(t, z), (t′, z′) ∈ PT , (t, z) 6= (t′, z′)⇒ |t− t′| ≥ γ(T, ε)}.

Using Lemma 4.1, we prove

Lemma 4.2. For all ε > 0, Kε is a compact set of (N , d).

Proof. Thanks to Lemma 4.1, it is su�cient to show that, for every T ∈ N∗, Kε
T is a compact set

of (NT , dT ).
Let

(
P k
)
k
be a sequence of Kε

T , we write P
k = {(tk1 , zk1 ), . . . , (tknk , z

k
nk

)} where nk ∈ J0, N(T, ε)K
and the pairs (tk1 , z

k
1 ), . . . , (tknk , z

k
nk

) are lexicographically ordered. Considering a subsequence, we
can assume that, for each k, nk = n ∈ J0, N(T, ε)K.

For every 1 ≤ i ≤ n, the sequences (tki )k and (zki )k are bounded, hence they admit converging
subsequences. Extracting successively the subsequences, we can assume that tki converges to some
ti, and z

k
i converges to some zi (1 ≤ i ≤ n).

Besides, for all 1 ≤ i ≤ n and k ∈ N∗, we know that tki ≤ tki+1 − γ(T, ε), whence ti ≤ ti+1 −
γ(T, ε). Consequently (t1, z1), . . . , (tn, zn) are lexicographically ordered. Then, we consider P =
{(t1, z1), . . . , (tn, zn)}, and we know that dT

(
P, P k

)
goes to 0 as k goes to in�nity.

In short, we have shown that
(
P k
)
k
has a converging subsequence.

Remark 4.3. The set Kε has been de�ned using the sequence Tn = n (with the notation of
Lemma 4.1). Obviously, with any sequence that goes to in�nity, we would have de�ned another
compact set.

The goal of the compact set Kε is to show that

Proposition 4.4. The law of a Poisson measure π on R+ ×R+ having Lebesgue intensity is tight
on (N , d).

Proof. Let π be a Poisson measure on R+ × R+ having Lebesgue intensity. We show that for all
ε > 0, P (π 6∈ Kε) ≤ 2ε for a suitable choice of N(T, ε), δ(T, ε) and γ(T, ε). By de�nition,

P (π ∈ Kε) = P (∀T ∈ N∗, π([0, T ]× [0, T ]) ≤ N(T, ε),

π((]T − δ(T, ε), T + δ(T, ε)[×[0, T ] ∪ [0, T ]×]T − δ(T, ε), T + δ(T, ε)[)) = 0,

∀(τ, ζ), (τ ′, ζ ′) ∈ π ∩ [0, T ]2, (τ, ζ) 6= (τ ′, ζ ′)⇒ |τ − τ ′| ≥ γ(T, ε)
)
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Then,

P (π 6∈ Kε) ≤
+∞∑
T=1

P (π ([0, T ]× [0, T ]) > N(T, ε)) (4)

+

+∞∑
T=1

P (π(]T − δ(T, ε), T + δ(T, ε)[×[0, T ] ∪ [0, T ]×]T − δ(T, ε), T + δ(T, ε)[) ≥ 1) (5)

+

+∞∑
T=1

P (∃n ∈ J0, bT/γ(T, ε)c − 1K, π ([nγ(T, ε), (n+ 2)γ(T, ε)]× [0, T ]) ≥ 2) (6)

Now we control the terms (4), (5) and (6). Let us begin with (4), by Taylor-Lagrange inequality,

P (π([0, T ]× [0, T ]) > N(T, ε)) = e−T
2

eT 2

−
N(T,ε)∑
k=0

T 2k

k!

 ≤ T 2N(T,ε)+2

(N(T, ε) + 1)!
.

As for all x ≥ 0, x2n/n! goes to 0, we can �x some N(T, ε) ∈ N∗ such that the expression above
is bounded by ε/2T . This implies that (4) is bounded by

∑∞
T=1

ε
2T

= ε
2 .

Let us bound (5). Using Taylor-Lagrange inequality once again,

P (π (]T − δ(T, ε), T + δ(T, ε)[×[0, T ] ∪ [0, T ]×]T − δ(T, ε), T + δ(T, ε)[) ≥ 1)

= e−(4δ(T,ε)(T+δ(T,ε))−4δ(T,ε)2)
(
e4δ(T,ε)(T+δ(T,ε))−4δ(T,ε)2 − 1

)
≤ 4δ(T, ε)(T + δ(T, ε))− 4δ(T, ε)2 = 4δ(T, ε)T

Then, we just have to choose some δ(T, ε) ≤ ε
4T2T

, to bound (5) by ε/2.
To control (6), we �rst notice that the probability inside the sum is bounded by

bT/γ(T,ε)c−1∑
n=0

P (π([nγ(T, ε), (n+ 2)γ(T, ε)]× [0, T ]) ≥ 2)

≤ T

γ(T, ε)
P (π([0, 2γ(T, ε)]× [0, T ]) ≥ 2) =

T

γ(T, ε)
e−2Tγ(T,ε)

(
e2Tγ(T,ε) − 1− 2Tγ(T, ε)

)
≤ T

γ(T, ε)
2T 2γ(T, ε)2 ≤ 2T 3γ(T, ε)

Fixing γ(T, ε) ≤ ε
T 32T

, we obtain that (6) is bounded by ε.
Finally, P (π 6∈ Kε) ≤ 2ε, where Kε is a compact set of (N , d).

5. Convergence of point processes

This section is dedicated to prove Theorem 1.1. Let us begin with

Theorem 5.1. Let Φ : D(R+,R+)m ×Nm → D(R+,Rm) be de�ned as

Φ(x, π)t :=

(∫
[0,t]×R+

1{z≤xjs−}dπ
j(s, z)

)
1≤j≤m

.

Φ is continuous at the point (x, π) ∈ D(R+,R+)m ×Nm if:
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• for each 1 ≤ j ≤ m, for every t ≥ 0 such that πj({t} × R+) = 0, xj is continuous at t,
• for each 1 ≤ j ≤ m, for every t ≥ 0, πj({t} × R+) ≤ 1,

• for each 1 ≤ j ≤ m, πj
(
{(t, xjt−) : t ≥ 0}

)
= 0.

The proof of Theorem 5.1 uses the following Lemmas about the convergence in Skorohod space.
Their proofs being quite straightforward and classic, we omit them.

Lemma 5.2. Let (xN )N be a sequence of D(R+,R) that converges to some x ∈ D(R+,R), and
(tN )N be a sequence that converges to some t > 0. If x is continuous at t, then xN (tN−)→ x(t).

Lemma 5.3. Let T > 0, k ∈ N∗, increasing sequences 0 = ti,0 < ti,1 < . . . < ti,ni−1 < ti,ni = T
(1 ≤ i ≤ k), 0 = tNi,0 < tNi,1 < . . . < tN

i,nNi −1
< tN

i,nNi
= T (1 ≤ i ≤ k). We de�ne the functions

g, gN ∈ D([0, T ],Rk) by, for t ∈ [0, T [{
g(t) =

(∑ni−1
j=0 1[ti,j ,ti,j+1[(t)j

)
1≤i≤k

,

g(T ) = (ni − 1)1≤i≤k ,
and

 gN (t) =
(∑nNi −1

j=0 1[tNi,j ,t
N
i,j+1[(t)j

)
1≤i≤k

,

gN (T ) =
(
nNi − 1

)
1≤i≤k .

We assume that there exists a dense subset A ⊆ [0, T ] that contains T such that, for all t ∈
A, gN (t) converges to g(t), and we assume that for all i1 6= i2 for all j1 ∈ J1, ni1−1K and j2 ∈
J1, ni2−1K, ti1,j1 6= ti2,j2 . Then gN converges to g in D

(
[0, T ],Rk

)
.

Proof of Theorem 5.1. Let (xk, πk) = (x1,k, . . . , xm,k, π1,k, . . . , πm,k)k converges in D(R+,R)m ×
Nm to (x, π) = (x1, . . . , xm, π1, . . . , πm). Let Z := Φ(x, π) and Zk := Φ(xk, πk). Thanks to
Lemma 2.2 and Remark 2.3, we can consider an increasing sequence (Tn)n such that Tn goes

to in�nity and dTn(πj,kTn , π
j
Tn

) vanishes as k goes to in�nity, for every 1 ≤ j ≤ m.

We �x t ≥ 0 such that for all 1 ≤ j ≤ m, πj({t}×R+) = 0 and for all k ∈ N∗, πj,k({t}×R+) = 0.
In particular t is a point of continuity of Z and of each Zk. By Lemma 5.3 and Proposition 16.2
of [2], the convergence of Zk to Z in D(R+,Rm) will follow from the convergence of Zkt to Zt for

every such point t. Let us show the convergence of Zj,kt to Zjt for every 1 ≤ j ≤ m. In the rest of
the proof, we work with a �x j.

To show this, �x some n such that Tn > max(t,
∣∣∣∣xj∣∣∣∣∞,[0,t] , supk

∣∣∣∣xj,k∣∣∣∣∞,[0,t]), and write

πj ∩ [0, Tn]2 = {(τi, ζi) : 1 ≤ i ≤ N} and πj,k ∩ [0, Tn]2 =
{(
τki , ζ

k
i

)
: 1 ≤ i ≤ Nk

}
, where the

pairs are lexicographically ordered.
The convergence of πj,kTn to πjTn in (NTn , dTn) implies that Nk = N for all k (big enough), and

that, for each 1 ≤ i ≤ N, τki and ζki converge respectively to τi and ζi.
Notice that

Zj,kt =

N∑
i=1

1{
ζki ≤x

j,k

τk
i
−

}1{τki ≤t}.
To end the proof, one has to note that 1{ζki ≤x

j,k

τk
i
−
} converges to 1{ζi≤xjτi}

, and that 1{τj,ki ≤t}

converges to 1{τi≤t}. These convergences hold true because ζi 6= xjτi and τi 6= t, and because of
Lemma 5.2.

Before proving Theorem 1.1, let us state two lemmas, whose proofs are omitted.

Lemma 5.4. If (En)n is a sequence of separable metric spaces,
∏
nEn is a separable metric space.
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Lemma 5.5. Let (En)n∈N be a sequence of topological spaces, and, for each n, (Xk
n)k∈N be a tight

sequence of random variables on En. Then, de�ning Y
k := (Xk

n)n ∈
∏
n∈NEn, the sequence (Y k)k∈N

is tight on
∏
n∈NEn for the product topology.

Proof of Theorem 1.1. Step 1: Let us show that (ZN,k)1≤k≤n converges to (Z̄k)1≤k≤n as N goes to
in�nity in D(R+,Rn).

Since (D(R+,R) × N )n is a separable metric space (see Theorem 16.3 of [2], and Lemma 2.4),
we can apply Skorohod representation theorem to show the almost sure convergence of a sequence
((Ỹ N,1, π̃N,1), . . . , (Ỹ N,n, π̃N,n)) to ((Ỹ 1, π̃1), . . . , (Ỹ n, π̃n)) in (D(R+,R)×N )n asN goes to in�nity,
where these variables have respectively the same distribution as ((Y N,1, π1), . . . , (Y N,n, πn)) and
((Ȳ 1, π̄1), . . . , (Ȳ n, π̄n)).

Then Theorem 5.1 implies the almost sure convergence of the multivariate point processes
(Z̃N,k)1≤k≤n := Φ((Ỹ N,k, π̃N,k)1≤k≤n) to (Z̃k)1≤k≤n := Φ((Ỹ k, π̃k)1≤k≤n) in D(R+,Rn).

Step 2: Now, we prove that (ZN,k)k≥1 converges to (Z̄k)k≥1 as N goes to in�nity in D(R+,R)N
∗
.

A consequence of Step 1 is that, for every n ∈ N∗, (ZN,k)1≤k≤n converges to (Z̄k)1≤k≤n in
D(R+,R)n. This implies that, for every k ∈ N∗, ZN,k converges in distribution to Z̄k, hence,
as D(R+,R) is a separable metric space, the sequence (L(ZN,k))N is tight on D(R+,R). Then,
Lemma 5.5 implies that the sequence (L((XN,k)k≥1))N is tight on D(R+,R)N

∗
.

Let P be a limit of a converging subsequence. Noting pk : D(R+,R)N
∗ → D(R+,R)k the projec-

tion on the k �rst coordinates, we know that P ◦ p−1
k is uniquely determined for all k ≥ 1. Then, as

D(R+,R)N
∗
is a separable metric space (see Lemma 5.4), P is determined by P ◦ p−1

k (k ∈ N∗).

Acknowledgement

The author wants to thank Pr. Reinhard Höpfner for his suggestions to substantially improve the
paper making the properties of the space (N , d) more natural.

Bibliography

[1] Abi Jaber, E., Cuchiero, C., Larsson, M., and Pulido, S. (2019). A weak solution theory for
stochastic Volterra equations of convolution type. arXiv:1909.01166 [math].

[2] Billingsley, P. (1999). Convergence of Probability Measures. Wiley Series In Probability And
Statistics, second edition.

[3] Brémaud, P. and Massoulié, L. (1996). Stability of Nonlinear Hawkes Processes. The Annals of
Probability, 24(3):1563�1588.

[4] Brown, T. (1978). A Martingale Approach to the Poisson Convergence of Simple Point Processes.
The Annals of Probability, 6(4):615�628.

[5] Daley, D. J. and Vere-Jones, D. (2003). An Introduction to the Theory of Point Processes:
Volume I: Elementary Theory and Methods. Springer, second edition.

[6] Erny, X., Löcherbach, E., and Loukianova, D. (2019). Mean �eld limits for interacting Hawkes
processes in a di�usive regime. arXiv:1904.06985 [math].

[7] Ikeda, N. and Watanabe, S. (1989). Stochastic Di�erential Equations and Di�usion Processes.
North-Holland Publishing Company, second edition.

[8] Jacod, J. and Shiryaev, A. N. (2003). Limit Theorems for Stochastic Processes. Springer-Verlag
BerlinHeidelberg NewYork, second edition.


	Introduction
	Definitions and notations
	Measurability in (N,d)
	Tightness and compactness in (N,d)
	Convergence of point processes
	Acknowledgement
	Bibliography
	Bibliography

