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Abstract—We review some of the classical methods used for quickly obtaining low-precision approximations to the elementary functions. Then, for each of the three main classes of elementary function algorithms (shift-and-add algorithms, polynomial or rational approximations, table-based methods) and for the additional, specific to approximate computing, “bit-manipulation” techniques, we examine what can be done for obtaining very fast estimates of a function, at the cost of a (controlled) loss in terms of accuracy.

Index Terms—Elementary functions, Approximate computing, Floating-point arithmetic, Fixed-point arithmetic, Shift-and-add algorithms, Polynomial approximations, Table-based methods.

I. INTRODUCTION

We call “elementary functions” the most commonly used mathematical functions: sin, cos, tan, sin−1, cos−1, tan−1, sinh, cosh, tanh, sinh−1, cosh−1, tanh−1, and exponentials, and logarithms in radices e, 2 and 10. This paper is devoted to the approximate evaluation of these functions (we will also add to the list, in Section VI the square root and the inverse square root). These functions cannot be obtained exactly through a finite number of arithmetic operations, one can only approximate them. Therefore, in a way, all elementary function algorithms are “approximate algorithms”. The usual implementations of the elementary functions aim at very good accuracy (the ultimate goal being correct rounding: we always obtain the machine number nearest to the exact result). However, as pointed-out in [1] some applications (e.g., machine learning, pattern recognition, digital signal processing, robotics, and multimedia) only require at times a rather rough estimate of a function.

Hence, for these applications, it is worth examining if somehow relaxing the accuracy constraints can lead to a significant gain in terms of performance.

This of course is not a new idea. Before the advent of pocket calculators, many recipes were used for obtaining a quick approximation to some function in mental math. Most of them were linear or piecewise linear approximations, with very simple slopes so that multiplications could be avoided as much as possible. For example, in decimal arithmetic, a rule of thumb1 for estimating the decimal logarithm of \( m \times 10^k \) (where \( 1 \leq m < 10 \)) was to replace it by \( k + m/10 \). The maximum absolute error was less than 0.204: this is not big accuracy, but much enough for estimating the pH of an acid solution in mental math.

From a computational point of view, an essential difference between the elementary functions and the arithmetic operations is that the elementary functions are nonlinear.

1 Useful in chemistry and described at https://www.studentdoctor.net/2018/12/20/quickly-calculate-logarithms-without-a-calculator-mcat-tips-and-tricks/

A consequence of that nonlinearity is that a small input error can sometimes imply a large output error. Hence a very careful error control is necessary, especially when approximations are cascaded: approximate computing cannot be quick and dirty computing. For instance, implementing \( x^y \) as \( 2^{y \log_2(x)} \) and using for that approximate radix-2 logarithm and exponential can lead to a very inaccurate result. To illustrate that, assume that we use the binary32/single precision format of the IEEE 754 Standard for Floating-Point Arithmetic [2], that the radix-2 logarithms and exponentials are computed using Mitchell’s approximate algorithm (formulas (2) and (3) below), and that the multiplication \( y \times \log_2(x) \) is correctly rounded in the binary32 format. With the floating-point inputs \( x = 1093369/2^{20} \approx 1.042718 \) and \( y = 5421709/2^{14} \approx 330.915 \), the computed result is \( 1191181/64 \approx 18612.2 \), whereas the exact value of \( x^y \) is \( 1027254.94 \cdots \) Even the order of magnitude is wrong.

There are, roughly speaking, three families of elementary function algorithms [3], and for each of these families, one can find strategies for improving speed at the cost of a (controlled!) loss in terms of accuracy:

- **shift-and-add algorithms** require a number of iterations proportional to the desired number of digits in the result. This is a rather slow convergence, but their main advantage is that the iterations are very simple, multiplication-free (they just use additions and shifts), and use a very small silicon area. The most famous algorithm in that family is CORDIC [4], [5];
- **polynomial or rational approximations** where the function to be evaluated is replaced by an approximating polynomial or rational function, preliminarily obtained using Remez’s algorithm [6] or a more sophisticated method [7];
- **table-based methods** that range from “pure tabulation” of the function when the precision is very small (we just store its value for all possible inputs) to most sophisticated algorithms that combine lookups in tables and a few arithmetic operations.

There are also in-between methods that combine two of these strategies (for example Tang’s “table driven” methods, e.g., [8], [9], that use tables to reduce the input argument to a tiny interval, and polynomials of low degree for approximating the function in that interval). In general the shift-and-add algorithms are more suited for hardware implementations, the polynomial/rational approximations can be used in hardware or software, and there are table-based methods targeted either at software [10] or hardware [11] implementation.

To these three classical classes of methods, one can add another one, specific to approximate computing: **bit-manipulation techniques** [12], [13], [14], that use specific
properties of the binary format used for representing numbers (for instance: in floating-point arithmetic, the exponent part of the representation of \( x \) encodes an approximation to \( \log_2 |x| \)).

The paper is organized as follows. In Section II, we review some classical approximate methods for rough elementary function approximation. As said above, many of them boil down to piecewise linear approximations, where the slopes are very simple (typically, powers of 2), so that multiplication by them is straightforward. Section III deals with shift-and-add manipulation techniques. Finally, we give a summary and discussion in Section VII.

II. SOME CLASSICAL TRICKS OF THE TRADE

for the radix-2 logarithm, Mitchell’s algorithm [15] is a well-known bit-manipulation technique. It consists in approximating

\[
\log_2 \left( 2^k \cdot (1 + f) \right),
\]

where \( 0 \leq f < 1 \), by

\[ k + f, \tag{2} \]

with absolute error bounded by 0.0861. Mitchell’s goal was to use an approximate radix-2 logarithm and exponential to implement approximate multiplication and division. Figure 1 shows a plot of Mitchell’s approximation: it clearly illustrates the fact that Mitchell’s algorithm is nothing but the piecewise linear interpolation of \( \log_2(x) \) at the powers of 2.

![Figure 1. Mitchell’s approximation to \( \log_2(x) \), along with the exact \( \log_2 \) function, plotted for \( 1/4 \leq x \leq 3 \).](image)

The interesting property of Mitchell’s approximation is that it comes at almost no cost: a hardware implementation of that method, assuming operands in binary fixed-point arithmetic, requires a leading zero counter for finding \( k \), and a shifter for extracting the bits of \( x \). We need no multiplication, and no table lookup. Since the approximation is always below the true radix-2 logarithm, one can diminish the absolute error at the cost of an extra addition, by adding half the maximum error of the approximation (2) to it.

The radix-2 exponential of \( x \) is, in a similar fashion, approximated by

\[
2^{\lfloor x \rfloor} \cdot (1 + \text{frac}(x)). \tag{3}
\]

Variants of Mitchell’s algorithm have been introduced, where \( \log_2 (2^k \cdot (1 + x)) \) is approximated by \( k + \ell(x) \), where \( \ell(x) \) is a piecewise linear function of \( x \) [16], [17], with very simple linear coefficients (so that a multiplication by them reduces to a few additions and shifts). Marino suggests using \( \ell(x) \) equal to \( x \) plus a piecewise order-2 correcting term, with a suitable approximation to \( x^2 \) [18].

Mitchell’s technique, possibly with variants, is still used and in the recent period authors have suggested using it for implementing logarithmic number systems [19] and neural networks [20]. Exponentials and logarithms are important in deep neural networks [21]. Approximate multipliers that extend Mitchell’s technique are presented and analyzed in [22].

Functions \( \arctan(x) \) and \( \arctan(y/x) \) are useful in signal processing and computer vision, hence several authors have suggested very simple approximations to them (a comparison of the methods known in 2011 is given in [23]). Abramowitz and Stegun [24] have suggested, for \( |x| \leq 1 \):

\[
\arctan x \approx \frac{x}{1 + 0.28x^2}. \tag{4}
\]

If \( |x| > 1 \), one can use \( \arctan(x) = \pi/2 - \arctan(1/x) \). The absolute error of the approximation (4) is less than \( 4.883 \times 10^{-3} \). Unfortunately, the constant 0.28 is not representable with a finite number of bits in binary. It must be rounded and the resulting rounding error must be taken into consideration. Lyons [25] rather suggests, still for \( |x| \leq 1 \), the approximation

\[
\arctan x \approx \frac{x}{1 + 0.28125x^2}. \tag{5}
\]

The approximation error of (5) is slightly larger (just below \( 4.911 \times 10^{-3} \)) than that of (4), but, even if it is not straightforward when it is written in decimal, the constant 0.28125 is much more friendly: it is equal to \( 9/32 = 2^{-2} + 2^{-5} \), so that multiplying by that constant boils down to performing an addition and two shifts. Variants can be explored. Using the Sollya tool presented in Section IV, one finds the following approximation to \( \arctan(x) \) in \([-1, 1]\):

\[
\arctan x \approx 0.999755839375 + 0.03125 - |x| + 0.24609375 - x^2. \tag{6}
\]

The absolute error of that approximation is \( 2.374 \times 10^{-3} \). Since \( 0.03125 = 2^{-5} \), multiplying by that coefficient reduces to performing a shift, and since \( 0.24609375 = 2^{-2} - 2^{-8} \), multiplying by that coefficient boils down to performing one addition and two shifts. The constant coefficient of the denominator, 0.999755839375, is in fact very simple: it is equal to \( 1 - 2^{-12} \).
Girones et al. [26] consider approximations of \( \arctan(y/x) \) suitable for object recognition in computer vision. For \((x, y)\) in the first quadrant, their favored approximation is of the form

\[
\arctan\left(\frac{y}{x}\right) \approx \frac{\pi}{2} \frac{kxy + y^2}{x^2 + 2kxy + y^2},
\]

with \(k \approx 0.596227\). The absolute error of (7) is bounded by 0.00283. Girones et al. give similar approximations for the other quadrants. See also [27]. Approximation (7) corresponds to an approximation to \(\arctan(z)\) (with \(z = y/x\)) valid for all real \(z\):

\[
\arctan(z) \approx \text{sign}(z) \cdot \frac{k \cdot |z| + z^2}{1 + 2k \cdot |z| + z^2}.
\]

Such “uniform” approximations have larger errors than approximations in a closed interval, but they allow one to avoid tests and range reduction techniques. The simplest one for the argument function is the following [28]:

\[
\arctan x \approx \frac{\pi}{2} \frac{x}{|x| + 1},
\]

for all \(x\), with absolute error \(\leq 0.072\).

As noticed by Markstein [29], one frequently needs the cosine and sine of the same angle \(\theta\) simultaneously (e.g., for performing rotations or computing Fourier transforms). Even in classical (i.e., nonapproximate) computing, this allows one to save delay, memory and power by sharing large parts of the calculation (range reduction, processing of “special” cases such as NaNs, even polynomial approximations) between the two functions. Below is an elegant method suggested in [30] for obtaining a (rather rough, however—there are slightly better, yet slightly less simple, other methods in [30]) approximation to these two values simultaneously. We assume \(|\theta| \leq \pi/2\). First, compute

\[
x = K \cdot \theta - \frac{1}{2},
\]

with

\[
K = \frac{81}{128} = 0.10100012.
\]

Then, compute

\[
S = -x^2 + \frac{3}{4} + x,
\]

and

\[
C = -x^2 + \frac{3}{4} - x.
\]

Note that the only difference between \(S\) and \(C\) is the last operation: most of the computation is common. Constant \(K\) is an approximation to \(2/\pi\). Multiplying by \(K\) only requires three shifts and 2 additions, since its binary representation contains only 3 ones. We have

\[
|S - \sin(\theta)| < 0.054,
\]

and

\[
|C - \cos(\theta)| \leq 0.063.
\]

Fig. 2 gives a plot of \(C\) and \(S\), compared with \(\sin(\theta)\) and \(\cos(\theta)\).

Fig. 2. The two approximations \(S\) and \(C\) to \(\sin(\theta)\) and \(\cos(\theta)\) given by (12) and (13) [30].

III. SHIFT-AND-ADD ALGORITHMS

Shift-and-Add algorithms can be traced back to one of the first methods (the “radix method”) designed by Henry Briggs (1561–1631) for building the first tables of logarithms [31]. In its first and simplest version, due to Volder [4], the CORDIC algorithm is based upon the following iteration,

\[
\begin{align*}
x_{n+1} &= x_n - d_n y_n 2^{-n} \\
y_{n+1} &= y_n + d_n x_n 2^{-n} \\
z_{n+1} &= z_n - d_n \arctan 2^{-n},
\end{align*}
\]

where the terms \(\arctan 2^{-n}\) are precomputed and stored, and \(d_n = \pm 1\). Hence the only “multiplications” that appear in (16) are by \(\pm 1\) and by powers of 2. They are straightforwardly implemented in hardware (especially if \(n\) is small, which is the case if we aim at low accuracy). Detailed descriptions of CORDIC can be found in [32], [33], [3].

In the rotation mode of CORDIC, we choose \(d_n = \text{sign}(z_n)\). If

\[
|z_0| \leq \sum_{k=0}^{\infty} \arctan 2^{-k} = 1.74328662047234\ldots,
\]

then \((x_n, y_n, z_n)\) converges to

\[
K \times \begin{pmatrix} x_0 \cos z_0 - y_0 \sin z_0 \\ x_0 \sin z_0 + y_0 \cos z_0 \\ 0 \end{pmatrix},
\]

where

\[
K = \prod_{n=0}^{\infty} \sqrt{1 + 2^{-2n}} = 1.646760258121\ldots.
\]

For instance, the sine and cosine of \(z_0\) can be computed by choosing \(x_0 = 1/K\) and \(y_0 = 0\). Fig. 3 presents the approximation to the cosine function obtained with 5 CORDIC iterations.
In the vectoring mode, we choose \( d_n = -\text{sign}(y_n) \), and we obtain
\[
z_n \rightarrow z_0 + \arctan \left( \frac{y_n}{x_n} \right). \tag{19}\]

Slight modifications to (16) make it possible to evaluate several other functions with CORDIC: \( \sqrt{x}, \cosh(x), \sinh(x), \arcsin(x), \arccos(x), e^x, \ln(x) \), etc.

A more sophisticated algorithm, for evaluating exponentials and logarithms, is the following (it is a variant of an algorithm introduced by Takagi in [34]). We perform the iteration
\[
\begin{align*}
L_{n+1} &= L_n - \ln (1 + d_n 2^{-n}) \\
E_{n+1} &= E_n + d_n 2^{-n},
\end{align*} \tag{20}
\]
with \( L_n \) and \( E_n \) represented in signed-digit arithmetic (i.e., radix 2 and digits \(-1, 0 \) and \(1)) to allow fully parallel, carry-free additions (a very similar strategy is possible with carry-save arithmetic), with the constants \( \ln(1 \pm 2^{-n}) \) pre-calculated and stored, and where \( d_n \) is chosen as follows:
- for computing exponentials: if \( L_n^* \) is \( 2^n L_n \) truncated after the first fractional digit, we choose
  \[
d_n = \begin{cases} 
-1 & \text{if } L_n^* \leq -1 \\
0 & \text{if } -1/2 \leq L_n^* \leq 0 \\
+1 & \text{if } L_n^* \geq 1/2.
\end{cases} \tag{21}
\]
  This choice will ensure \( E_n \rightarrow E_1 e^{L_1} \), provided that
  \[
L_1 \in \left[ \sum_{i=1}^{\infty} \ln \left(1 - 2^{-i}\right), \sum_{i=1}^{\infty} \ln \left(1 + 2^{-i}\right) \right] \approx [-1.24206, 0.868876].
\]
- for computing logarithms: if \( \lambda_n \) is \( 2^n (E_n - 1) \) truncated after the first fractional digit, we choose
  \[
d_n = \begin{cases} 
+1 & \text{if } \lambda_n \leq -1/2 \\
0 & \text{if } \lambda_n = 0 \text{ or } 1/2 \\
-1 & \text{if } \lambda_n \geq 1.
\end{cases} \tag{23}
\]
  This choice will ensure \( L_n \rightarrow L_1 + \ln(E_1) \), provided that
  \[
E_1 \in \left[ \prod_{i=1}^{\infty} (1 - 2^{-i}), \prod_{i=1}^{\infty} (1 + 2^{-i}) \right] \approx [0.28879, 2.38423].
\]

For details, proofs, similar algorithms, and how the choices (21) and (23) can be implemented just by examining a window of 4 digits, see [3].

A detailed ad hoc error analysis that takes into account the chosen algorithm, the input domain and the precision of the intermediate operands is necessary, but roughly speaking, to obtain \( n \) bits of accuracy in the result with these algorithms, we need to perform slightly more than \( n \) iterations.

Hence, to obtain fast approximations with these algorithms, a first solution is just to stop the iterations as soon as we have enough accuracy for the target application. This allows for a fine tuning of the tradeoff between speed and accuracy. This is what Mikaitis et al. do for implementing the exponential function on a neuromorphic chip [35], using iteration (20).

This is a clear advantage of shift-and-add algorithms: with the other classes of algorithms (polynomials, tables), the implementation is designed for a specific target accuracy, whereas the same implementation of CORDIC, for instance, can be used for 4-bit or for 64-bit approximations, it suffices to stop the iterations at the desired step. However, the intrinsically linear convergence of these algorithms (number of bits of accuracy proportional to the number of iterations) makes them less interesting than polynomial approximations beyond single precision.

![CORDIC approximation to \( \cos(x) \) with 5 iterations only, plotted with the real function \( \cos(x) \). The number of scales doubles each time we perform one more iteration.](image)

A more subtle way of simplifying the calculations at the cost of a small loss in accuracy is to notice that the constants \( \arctan(2^{-n}) \) and \( \ln(1 \pm 2^{-n}) \) that appear in (16) and (20) satisfy
\[
\begin{align*}
|\arctan(2^{-n}) - 2^{-3n}| &\approx \frac{2^{-3n}}{3}, \tag{25} \\
|\ln(1 + 2^{-n}) - 2^{-n}| &\approx \frac{2^{-2n}}{2}, \tag{26}
\end{align*}
\]
and
\[
|\ln(1 - 2^{-n}) + 2^{-n}| \approx \frac{2^{-2n}}{2}. \tag{27}
\]

Hence, if \( 2^{-t} \) is the target accuracy, as soon as \( n > t/3 \), \( \arctan(2^{-n}) \) can be replaced by \( 2^{-n} \) in (16), and as soon as \( n > t/2 \), \( \ln(1 + d_n 2^{-n}) \) can be replaced by \( d_n 2^{-n} \) in (20). Beyond the obvious gain in terms of silicon area, this can be exploited in several ways: Ahmed [36] uses that property for replacing the last \( t/2 \) iterations of CORDIC by one multiplication (by remarking that when \( \arctan(2^{-n}) \) is replaced by \( 2^{-n} \) starting from step \( n_0 \), iteration (16) is nothing but a multiplication by \( z_{n_0} \)). Baker [37] uses that property for avoiding the comparisons required for choosing \( d_n \). In a similar fashion, Juang et al. [38] use that property for generating the terms \( d_n \) in (16) in parallel in two phases in a
dedicated architecture, and Chen et al. [39], [40] modify their architecture to avoid the need for two phases for generating the terms $d_m$, at the cost of being nonexact: their algorithm is an intrinsically approximate CORDIC algorithm.

Another way of accelerating shift-and-add algorithms is to consider high radix variants [41], that require less iterations at the cost of significantly more complex iterations. To our knowledge, this has never been done for doing approximate computing.

IV. POLYNOMIAL AND RATIONAL APPROXIMATIONS

Polynomial approximations are the most widely used method for designing elementary function software. They can be used for any accuracy target (a few bits to hundreds of bits). If $P_n$ is the set of the polynomials of degree less than or equal to $n$, the minimax degree-$n$ polynomial for function $f$ in $[a, b]$ is the polynomial $p^*$ that satisfies

$$
\max_{x \in [a, b]} |f(x) - p^*(x)| = \min_{q \in P_n} \left( \max_{x \in [a, b]} |f(x) - q(x)| \right).
$$

(28)

An algorithm due to Remez [6], [42] computes $p^*$. The approximation error decreases with $n$, but the speed with which it decreases depends much on the function (see [3, Table 3.3 and Fig. 3.9]).

A straightforward way of saving delay, silicon area (for hardware implementations) and energy using polynomial approximations is to lower the degree of the approximating polynomial. However, one can replace that solution or combine it with a more involved trick: one can force some of the polynomial coefficients to be very simple (say, they fit into $k$ bits). If $P_n$ is for computing $e^x$ in $[0, 1]$ with maximum error $3.671 \times 10^{-2}$; we have lost much accuracy by rounding the coefficients of $P_1$. However, there is no reason for $P_2$ to be the best approximating polynomial to $e^x$ among the degree-2 polynomials with 4-bits coefficients.

We obtain a best or nearly best approximating polynomial to $e^x$ among the degree-2 polynomials with 4-bits coefficients using the Sollya command line

$$
P_3 = \text{ffminimax}(\exp(x), 2, [1\ldots1], [0; 1], \text{absolute});
$$

The obtained polynomial is

$$
P_3(x) = 1 + \frac{15}{16} x + \frac{3}{4} x^2,
$$

(31)

and the approximation error is less than $3.0782 \times 10^{-2}$, which is significantly better than the one of $P_2$. Sollya returns a certified approximation error (we can ask it to output a proof), obtained using techniques presented in [46]. The only “real” multiplication required when evaluating $P_3$ is for computing $x^2$: the multiplications by $15/16$ and $3/4$ are straightforwardly replaced by one shift and one subtraction. Fig. 4 plots the difference between $P_3(x)$ and $e^x$, and the difference between $P_2(x)$ and $e^x$.

With polynomial approximations, chance plays a role: depending on the function, the domain, and the requested accuracy, we may have very low degree and very simple coefficients (such as powers of 2) which will make these approximations very attractive, or not.

To obtain the overall error when using a polynomial approximation $p$ to some function $f$, we must add to the “approximation error” (i.e., the maximum of $|f - p|$ in the considered interval) the error committed when evaluating $p$. Errors on evaluating a polynomial can be computed using Melquiond’s Gappa tool [47], [48], [49].

$$
P_1(x) = 1.0087560221136893228 \cdots + 0.854742573430620925 \cdots \times x \quad (29)
$$

+ $0.8460272107986049719 \cdots \times x^2$.

Such a polynomial can be generated by the Sollya Remez command. The error of that approximation can be obtained using the Sollya command

$$
\text{supnorm}(P_1, \exp(x), [0; 1], \text{absolute}, 2^{-40});
$$

That command generates an interval, of length bounded by around $2^{-40}$ that is guaranteed to contain the approximation error. Here, the obtained error is $8.7561 \times 10^{-3}$. Unfortunately, the polynomial $P_1$ does not satisfy our requirements: its coefficients do not fit in 4 bits. In general, the coefficients of the minimax polynomial to a nontrivial function do not fit exactly in a finite number of bits. The first idea that springs in mind is to round each of the coefficients of $P_1$ to 4 bits. This gives a polynomial $P_2$ equal to

$$
P_2(x) = 1 + \frac{7}{8} x + \frac{7}{8} x^2.
$$

(30)

And of course it can be an approximate multiplication: there is no need for it to be much more accurate than the final approximation to the function.
Some authors have attempted to generate function approximations automatically [50], [51]. This allows one to explore a large design space (one can try many different solutions), and to compute “just right”: the approximations are especially suited to the exact needs of the considered application. “Computing just right” is the motto of the Flopoco tool\(^4\). That tool was built by De Dinechin and his students [52], [53]. It mainly (but not solely) targets FPGA implementation of arithmetic operators and functions. An example of the use of Flopoco for computing reasonably low precision (12 or 16 bits) \(\arctan(y/x)\) is given in [54].

Polynomials approximations are valid in a bounded interval \(I\) only. One needs to use ad hoc (i.e., dependent on algebraic properties of the function being approximated) techniques to reduce the initial input argument to some element of \(I\). Some choices may seem obvious at first glance, but one needs to be cautious. For instance, Goldberg [55] shows that for the \(\log_2\) function, the counterintuitive choice \(I = [0.75, 1.5]\) is far better than the straightforward choice \(I = [1, 2]\).

Division is a significantly slower arithmetic operation than multiplication. As a consequence, when very fast approximations are at stake, rational approximations to functions are seldom advisable. However, there are exceptions to that rule:

- some functions have a behavior (such as poles, or finite limits at \(\pm\infty\)) that is “highly nonpolynomial”. Correctly approximating these functions by polynomials would require large degrees and/or dividing the input domain into many subdomains, with a different approximation for each subdomain (and, at run time, many tests necessary for finding in which subdomain the input variable lies);
- in some cases, one may want to obtain uniform approximations to a given function in the whole real line (or in a half line), to avoid having to perform a preliminary range reduction. This will, in general, be impossible to do with polynomials: they have only one kind of behavior at \(\pm\infty\).

An illustration of these exceptions is the approximation (9) to the arctangent, valid for all real inputs. Incidentally, one can improve (9) slightly. For instance, one can obtain

\[
\arctan(x) \approx \frac{x}{85/128 + 157/2048 \cdot |x|},
\]

for all real \(x\), with absolute error less than \(6.24 \times 10^{-2}\), or

\[
\arctan(x) \approx \frac{x + x^2}{31/32 + 91/64 \cdot x + 655/1024 \cdot x^2},
\]

for all positive real \(x\), with error less than \(7.44 \times 10^{-3}\).

Winitzki [28] gives the approximation (9). He also gives the following uniform (valid in \([0, +\infty)\) approximation to \(\text{erf}(x)\):

\[
\text{erf}(x) = 1 - \frac{e^{-x^2}}{x \sqrt{\pi}} \cdot g(x),
\]

with

\[
g(x) \approx \frac{x \sqrt{\pi} + (\pi - 2)x^2}{1 + x \sqrt{\pi} + (\pi - 2)x^2}.
\]

Note in (35) the similarity between the numerator and denominator: almost all the computation necessary for their evaluation is shared. Winitzki claims that it provides a uniform approximation to \(\text{erf}\) with an error less than 0.02. He also gives uniform approximations to Bessel functions, the Airy function, and Lambert’s \(W\) function. His approximations somehow generalize Padé-Hermite approximants [56]: he builds rational functions whose first terms of the series expansions at 0 and \(\infty\) coincide with those of the function.

V. TABLE-BASED METHODS

A. Simple tabulation of the function

When we need less than around 8 to 12 bits of accuracy, it is tempting to simply tabulate the function in a table addressed by the most significant bits of the input operand. Let \(f\) be the function, let \(x = 0.x_1 x_2 x_3 \cdots x_p\) be the input operand, represented in binary fixed point arithmetic (assuming \(0 \leq x < 1\) to simplify the presentation), and assume that we build a table with \(p\) address bits (i.e., \(2^p\) elements). Let \(T_{x_1 x_2 x_3 \cdots x_p}\) be the value stored in the table at the location addressed by the first \(p\) bits of \(x\). For all numbers in the interval

\[
I_{x_1 x_2 x_3 \cdots x_p} = \left[0.x_1 x_2 x_3 \cdots x_p, 0.x_1 x_2 x_3 \cdots x_p + 2^{-p}\right),
\]

the same result will be returned. What is the best value to store? The first idea that springs in mind is to choose

\[
T_{x_1 x_2 x_3 \cdots x_p} = f(0.x_1 x_2 x_3 \cdots x_p).
\]

In general (36) is not the best idea: in most cases, \(f\) is monotonic in the interval \(I_{x_1 x_2 x_3 \cdots x_p}\), so that in that interval, \(f(x)\) will either be always larger or always less than \(f(0.x_1 x_2 x_3 \cdots x_p)\). The value that minimizes the absolute error is

\[
T_{x_1 x_2 \cdots x_p} = \frac{1}{2} \min_{I_{x_1 x_2 \cdots x_p}} f(x) + \max_{I_{x_1 x_2 \cdots x_p}} f(x).
\]
Since in general \( f \) is monotonic in \( I_{x_1, x_2, \ldots, x_p} \), the “min” and the “max” in (37) are almost always attained at the two extremal points \( 0.x_1x_2\cdots x_p \) and \( 0.x_1x_2\cdots x_p + 2^{-p} \). Interestingly enough, if the value being tabulated serves as a seed value for a few Newton-Raphson iterations, storing the value (37) that minimizes the initial error (i.e., the distance between the seed value and the value of the function) is not necessarily the best choice: one can store in the table a value that minimizes the final error (i.e., the distance between the result obtained after the iterations and the value of the function). This is investigated in [57].

### B. Bipartite and multipartite table methods

Since the size of a table increases exponentially with the number of address bits, simple tabulation of a function (as described in the previous section) becomes impossible if accurate results are at stake. The bipartite and multipartite table methods make it possible to extend the domain of applicability of table methods to around 20 bits of accuracy. Sunderland et al. [58], have suggested a way of computing an approximation to the sine of a \( \pi/2 \). Using small tables. Their method consists in splitting the binary representation of \( x \) into three 4-bit words \( A, B, \) and \( C \), with \( A < \pi/2, B < \pi/32 \) and \( C < \pi/512 \), so that \( x = A + B + C \), and to use

\[
\sin(A + B + C) \approx \sin(A + B) + \cos(A) \sin(C). \tag{38}
\]

**Formula (38) is easily deduced from**

\[
\sin(A + B + C) = \sin(A + B) \cos(C) + \cos(A + B) \sin(C), \tag{39}
\]

and the fact that, since \( C \) is small, \( \cos(C) \) is very close to 1 and \( \sin(C) \) is small enough so that approximating \( \cos(A + B) \) by \( \cos(A) \) in (39) has little influence on the final result.

By using (38), instead of one table with 12 address bits (i.e., with \( 2^{12} \) elements), one needs two tables—one for \( \sin(A + B) \) and one for \( \cos(A) \sin(C) \)—each of them with 8 address bits only. This results in a total table size 8 times smaller. The largest absolute error committed by using (38) is \( 8.765 \times 10^{-4} = 2^{-10.16} \).

This was the first use of what is now called the bipartite table method. That method was re-discovered (in a totally different context) and named bipartite by DasSarma and Matula [59], who wanted to generate seed values for computing reciprocals using the Newton–Raphson iteration. The bipartite method was later on generalized to arbitrary functions by Schulte and Stine [60], [61], [62].

Assume we wish to approximate \( f(x) \), where \( x \) is a \( p \)-bit fixed-point number in \([0, 1]\). Define \( k = \lfloor p/3 \rfloor \). We split \( x \) into three \( k \)-bit numbers \( x_0, x_1, \) and \( x_2 \), so that

\[
x = x_0 + 2^{-k}x_1 + 2^{-2k}x_2,
\]

where \( x_1 \) is a multiple of \( 2^{-k} \) and \( 0 \leq x_1 < 1 \). The bipartite method consists in approximating \( f(x) \) by

\[
A(x_0, x_1) + B(x_0, x_2)
\]

where

\[
\begin{align*}
A(x_0, x_1) &= f(x_0 + 2^{-k}x_1), \\
B(x_0, x_2) &= 2^{-2k}x_2 \cdot f'(x_0).
\end{align*}
\]

This is illustrated by Figure 5.

How does it work? First, the order-1 Taylor-Lagrange formula for \( f \) at point \( x_0 + 2^{-k}x_1 \) gives

\[
f(x_0 + 2^{-k}x_1 + 2^{-2k}x_2) = f(x_0 + 2^{-k}x_1) + 2^{-2k}x_2 \cdot f'(x_0 + 2^{-k}x_1) + \epsilon_1,
\]

with

\[
|\epsilon_1| \leq \frac{1}{2} \cdot (2^{-2k}x_2)^2 \max_{[0,1]} |f''| \leq 2^{-4k-1} \max_{[0,1]} |f''|.
\]

Then, we can replace the term \( f'(x_0 + 2^{-k}x_1) \) in (42) by \( f'(x_0) \), using the order-0 Taylor-Lagrange formula for \( f' \):

\[
f'(x_0 + 2^{-k}x_1) = f'(x_0) + \epsilon_2,
\]

with

\[
|\epsilon_2| \leq 2^{-k} \cdot |x_1| \cdot \max_{[0,1]} |f'''| \leq 2^{-k} \max_{[0,1]} |f'''|.
\]

Combining (42), (43), (44), and (45), we obtain

\[
f(x_0 + 2^{-k}x_1 + 2^{-2k}x_2) = A(x_0, x_1) + B(x_0, x_2) + \epsilon,
\]

with

\[
|\epsilon| = |\epsilon_1 + 2^{-2k}x_2\epsilon_2| \leq (2^{-4k-1} + 2^{-3k}) \cdot \max_{[0,1]} |f'''|.
\]

If the values of \( A(x_0, x_1) \) and \( B(x_0, x_2) \) stored in the tables are rounded to the nearest \( p \)-bit number, then the total error of the approximation is bounded by

\[
2^{-p} + (2^{-4k-1} + 2^{-3k}) \max_{[0,1]} |f'''|.
\]

Hence, if \( |f'''| \) has the same order of magnitude as \( |f| \) (otherwise the method needs to be slightly modified), we obtain an error only slightly larger than the one we would get by fully tabulating \( f \), with 2 tables of \( 2p/3 \) address bits instead of one with \( p \) address bits, which is a very significant improvement.

Figure 6 gives a plot of the bipartite approximation to \( \ln(x) \) in \([1/4, 1]\), assuming \( k = 2 \) (this is a toy example, since in this case a \( 3k \)-address-bit table would be very cheap: with a larger \( k \), the approximation would not be discernable from the function on the plot). In Fig. 6, the approximation is always larger than the logarithm. A variant of the bipartite method, called symmetric bipartite tables method [60], [61], [62] makes it possible to use that phenomenon to lower the error.

Figure 7 compares the error of the bipartite approximation to \( \ln(x) \) in \([1/2, 1]\) for \( k = 5 \) with the error resulting from reading the logarithm in a 15-address-bit table. This corresponds to a rather cheap implementation: we just need to add two values read in tables with \( 2^{10} = 1024 \) elements, instead of reading one value in a table with \( 2^{15} = 32768 \) elements. The price to pay is a significant loss in accuracy: maximum error around \( 1.2 \times 10^{-4} \) instead of \( 6.1 \times 10^{-5} \).

The bipartite method is not the only method that decomposes a function into a sum of simpler-to-tabulate functions.
Fig. 5. The bipartite method. The $3k$-bit input $x$ is split into three $k$-bit numbers $x_0$, $x_1$, and $x_2$. Instead of using one $3k$-address-bit table for storing the values $f(x)$, we use two $2k$-address-bit tables: one stores the values $A(x_0, x_1) = f(x_0 + 2^{-k}x_1)$, and the other one stores the values $B(x_0, x_2) = 2^{-2k}x_2 \cdot f(x_0)$. The number $f(x)$ is approximated by $A(x_0, x_1) + B(x_0, x_2)$.

Fig. 6. Bipartite approximation of $\ln(x)$ in $[1/4, 1]$ with $k = 2$, along with the exact $\ln$ function.

Hassler and Takagi have presented such a method, based on the representation of the function by partial product arrays [63].

To improve the bipartite method, instead of using two tables, one can try to use several, even smaller, tables. This leads to the idea of multipartite table methods, introduced by Schulte and Stine [62]. Later on, De Dinechin and Tisserand improved these multipartite methods [64] and made them very attractive. A recent analysis of that class of algorithms and a new variant called hierarchical multipartite methods are presented by Hsiao et al. in [65].

VI. BIT-MANIPULATION TECHNIQUES

So far, we have adapted to the context of approximate computing techniques that are used in classical computing. Let us now examine methods that are specific to approximate computing. These methods are very fast, but do not allow one to obtain more than a few (say, 5-6) bits of precision. Several algorithms use the fact that the exponent part of the floating-point representation of a number $x$ encodes $\lfloor \log_2|\!x|\rfloor$. Using shifts and integer operations, one can modify the exponent, or move it to the fraction part. For instance, dividing by two the exponent gives a rough approximation to $\sqrt{x}$ (we will give a somehow better approximation below). That division by 2 cannot be implemented just by a right-shift, because in IEEE-754, the exponents are represented with a bias [2]: if $x$ is not a subnormal number and $e_x = \lfloor \log_2|\!x|\rfloor$, the number stored in the exponent part is $e_x + b$, where $b$ is equal to 15 in the binary16 format, 127 in binary32/single precision, and 1023 in binary64/double precision. Hence in practice, one performs a right-bit shift, and adds (with an integer addition, not a floating-point one) a “magic constant” to compensate for the bias (the magic constant can be tuned to minimize the maximum absolute or relative error). This gives rise to fast methods, used in computer graphics, for computing square roots or inverse square roots [13], [14] (frequently, the initial estimate is improved by performing one or two steps of the Newton-Raphson iteration). Let us now give a few examples.

Consider the IEEE-754 binary32 (a.k.a. single precision) representation of a floating-point number $x$, depicted Fig. 8. It is made-up with a 1-bit sign $S_x$, a 8-bit biased exponent
to Float $\approx x = (1 + f_x) \cdot 2^{e_x} = 2^{E_x - 127} \times (1 + 2^{-23} \cdot F_x).$ \hfill (49)

Alternatively, the same bit-chain, if interpreted as $2$’s complement integer, represents the number

$$I_x = (1 - 2S_x) \cdot 2^{31} + (2^{23} \cdot E_x + F_x).$$ \hfill (50)

<table>
<thead>
<tr>
<th>$S_x$</th>
<th>$E_x$</th>
<th>$F_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>30</td>
<td>23</td>
</tr>
</tbody>
</table>

Fig. 8. The IEEE-754 binary32 (a.k.a. single precision) representation of a floating-point number $x$. The floating-point exponent $e_x$ of $x$ is $E_x - 127$, the significand $m_x$ of $x$ is $1 + 2^{-23} \cdot F_x$, so that $x = (-1)^S \times 2^{E_x - 127} \times (1 + 2^{-23} \cdot F_x).$

Let us assume that a fast conversion from integer to floating-point is available. Call $\text{Float}(I)$ the floating-point number mathematically equal to $I$. Beware, if $y = \text{Float}(J)$, and $I_x = J$, $x$ is not equal to $y$: we have mathematical equality of the integer $J$ and the real $y$, and equality of the binary representations of $J$ and $x$.

Assume $x$ is a nonnegative FP number:

$$x = (1 + f_x) \cdot 2^{e_x} = 2^{E_x - 127} \times (1 + 2^{-23} \cdot F_x).$$ \hfill (51)

From (50) and $I_1 = 127 \times 2^{23}$, one easily deduces

$$2^{-23} (I_x - I_1) = (E_x - 127) + 2^{-23} \cdot F_x = e_x + f_x = 1 + 2^{-23} = 2^{f_x} \approx \log_2(x).$$ \hfill (52)

Blinn [13] suggests to use (52), i.e., to approximate $\log_2(x)$ by $2^{-23} \cdot \text{Float}(I_x - I_1)$. One easily notices that this is the same approximation (hence, with the same maximum absolute error bound 0.0861) as Mitchell’s approximation (2).

The square root approximation suggested by Blinn is slightly more complex. Still consider a floating-point number $x$ as in (51).

- If $e_x$ is even (i.e., $E_x$ is odd, since the bias is odd), we use the approximation

  $$\sqrt{(1 + f_x) \cdot 2^{e_x}} \approx \left(1 + \frac{f_x}{2}\right) \cdot 2^{\frac{e_x}{2}},$$ \hfill (53)

  i.e., we use the Taylor series for $\sqrt{1 + f}$ at $f = 0$;

- if $e_x$ is odd (i.e., $E_x$ is even), we use the approximation

  $$\sqrt{(1 + f_x) \cdot 2^{e_x}} = \sqrt{(2 + 2f_x) \cdot 2^{e_x - 1}}$$
  $$= \sqrt{4 + 4f_x} \cdot 2^{\frac{e_x - 1}{2}}$$
  $$\approx \left(2 + \frac{f_x}{2}\right) \cdot 2^{\frac{e_x - 1}{2}},$$ \hfill (54)

  i.e., we use the Taylor series for $\sqrt{4 + f}$ at $f_x = 0$, with $e_x = 2f_x - 2$.

In both cases, this consists in approximating $x$ by $y$, such that

$$I_y = \left\lfloor \frac{I_x}{2} \right\rfloor + 127 \cdot 2^{22}.$$ \hfill (55)

That approximation is very fast: one just performs a one-position right shift and an integer addition. However, as one can see on Fig. 9, it is a rather rough approximation. The largest relative error, obtained by exhaustive testing (sub-normal numbers excluded) is 0.0607. As one can notice, the approximation is always larger then the exact square-root. Hence it is possible to obtain a better approximation by replacing the constant $127 \cdot 2^{22}$ by $532676608$ in (55) by a slightly smaller number. Figure 10 shows the relative difference between the approximation and the square root if we replace the constant by $532369100$. With that constant, the largest relative error becomes 0.03476.

Fig. 9. Relative difference between Blinn’s approximation to $\sqrt{x}$ and the actual $\sqrt{x}$ in $[1, 4]$ (function $\text{Asqrt}$ in [13]).

Fig. 10. Relative difference between Approximation (55) to $\sqrt{x}$ with the constant $127 \cdot 2^{22}$ replaced by $532369100$ and the actual $\sqrt{x}$ in $[1, 4]$. Very similarly, the inverse square root of $x$ is approximated
by \( y \) such that [13]
\[
I_y = - \left\lfloor \frac{I_x}{2} \right\rfloor + \mathcal{M}, \tag{56}
\]
with
\[
\mathcal{M} = 127 \cdot (2^{23} + 2^{22}). \tag{57}
\]

Again, this is a very fast (one shift and one integer addition) yet rather crude approximation, as shown in Fig. 12. The maximum relative error (obtained through exhaustive testing) is 0.0887. As we can notice from Fig. 12, the approximation is always larger than \( 1/\sqrt{x} \). One can therefore get a significantly better approximation by replacing in (56) the constant given in Eq. (57) by a slightly different value:
\[
\mathcal{M} = 1597463007. \tag{58}
\]

That “magic constant” (probably better known by its hexadecimal floating-point representation \( 0x5F3759DF \)) has an interesting history [66]. It has been used in a famous video game. The largest relative error (obtained through exhaustive testing) using that constant is 0.0344. The magic constant (58) is not optimal: Moroz et al. [14] give a slightly better constant, \( \mathcal{M} = 1597465647 \), for which the largest relative error is 0.03422.

This approximation can be very significantly improved by performing one or two steps of the Newton-Raphson iteration for \( 1/\sqrt{x} \):
\[
y_{n+1} = y_n \cdot \left( \frac{3}{2} - \frac{1}{2} \cdot x \cdot y_n^2 \right). \tag{59}
\]

Iteration (59) converges to \( 1/\sqrt{x} \) as soon as \( y_0 \in (0, \sqrt{3}/\sqrt{x}) \). Convergence is very fast (quadratic) if \( y_0 \) is close to \( 1/\sqrt{x} \). That iteration is frequently used [67] for implementing the inverse square root and the square root (\( \sqrt{x} \) is obtained as \( x \times (1/\sqrt{x}) \)). See [68] for more details.

The coefficients \( 3/2 \) and \( 1/2 \) in (59) are the best ones only asymptotically (as the number of iterations goes to infinity or, equivalently, as \( y_n \) goes to \( 1/\sqrt{x} \)). However, as noticed by Blinn [13], if one performs just one or two iterations with the first term \( y_0 \) deduced from (56), one can get a better accuracy with slightly different coefficients. Blinn suggests
\[
y_1 = y_n \cdot \left( 1.47 - 0.47 \cdot y_n^2 \right). \tag{60}
\]

Figure 13 plots the relative error of these various approximations.
A careful error analysis of this class of methods for approximating the inverse square root, along with a derivation of the optimal values of the “magic constant” $M$ in (36) is given by Moroz et al. [14]. In particular, the best choice for the constant slightly depends on whether we directly use the estimate (36) as an approximation to $1/\sqrt{x}$ or we perform one or two Newton-Raphson iterations to get a better approximation. In a recent paper [69] based on a similar analysis, Walczyk et al. also suggest modified Newton-Raphson iterations that give a better result.

VII. DISCUSSION

It is difficult to compare the methods presented in this paper, since they differ in terms of versatility (which functions can be implemented with the method?), accuracy and scalability (does the considered method still work if we need better accuracy?). However, let us summarize their main properties.

- for software implementations, if rather rough approximations suffice (typically, relative error of a few percents), bit-manipulations techniques are hard to beat. Typically, a logarithm or a square root are approximated with one addition and a shift. These approximations can also be used as “seed values” for obtaining better approximations using Newton-Raphson iterations. However, these methods are limited to a small set of functions (radix-2 exponentials and logarithms, small powers);

- for hardware implementations, shift-and-add algorithms have the great advantage of allowing fine tuning of the speed- vs- accuracy compromise. Obtaining $n$ bits of accuracy with these methods requires to perform a number of shifts and additions proportional to $n$ (and we need to store around $n$ $n$-bit constants). These methods scale up quite well (even if for large $n$—which is not the topic of this paper—they become less interesting that polynomial approximations), but they are interesting for moderate precision (for instance, De Dinechin et al. [54] find that when low-precision FPGA implementation of the arctan function, CORDIC is a good candidate). These methods cannot be used for all functions (they are all based on an algebraic property of the function being computed, such as $e^{x+y} = e^x e^y$), but the set of implementable functions is rather large: it includes exponentials, logarithms, trigonometric functions, square roots;

- table-based methods are in-between, they have been used in hardware and software implementations. They make it possible to get higher accuracies than bit-manipulation techniques and are faster than shift-and-add algorithms, but they don’t scale up well: even if bipartite and multipartite methods are very helpful for reducing the table size, that size remains an exponential function of the number of input bits. They are very versatile (any continuous function can be tabulated);

- polynomial approximations have been used either in software and hardware. They are very versatile and scale up well: any continuous function can be approximated within any desired accuracy by a polynomial. However, the necessary degree (for a given input interval and a given accuracy target) depends much on the function. Depending on the function, it may be possible to find approximations with simple coefficients.

VIII. CONCLUSION

We have reviewed the main methods that can be used for getting fast approximations to the elementary functions. No general advice can be given on which method is to be preferred: this depends much on the function being approximated the requested accuracy, the underlying technology, and possible constraints on table size.
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