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#### Abstract

Complexity, as investigated in biology, chemistry, mathematics, physics and the humanities requires new modes of thinking, beyond the mechanistic and reductionist standards. We investigate it mostly from a philosophical point of view, tracing back some of the relevant questions to Greek philosophers. Examples are taken from probability, economics and finance to feature typical phenomena. We detail in particular the one of defined benefit pension funds that points out at various important issues in contemporary finance and economics.
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## Introduction

The notion of complexity, and the related one of complex systems, have a wide acception and many fields of application: to quote only a few, living beings in their globality in biology, energy levels and other properties of large molecules in chemistry, chaotic dynamical systems in mathematics and physics, various forms of social networks in social sciences, and so on. Whereas it is difficult to encompass all these forms of complex systems under a single generic pattern or set of axioms, it is generally agreed that one of their main common features is that they cannot be treated with a reductionist approach: that is, splitting the system into elementary components whose deterministic interactions would allow to explain its global behaviour ${ }^{1}$.

This insight paves the way to various philosophical and epistemological theories. In many respects, one can argue that complex systems could and even have to produce their own epistemology. For instance, the idea of chaos in dynamical systems born with the work of Poincaré has led to numerous reflections on causality, determinacy and more generally on the meaning that has to be given to deterministic mathematical models so sensitive to initial conditions that the unavoidable uncertainty on them makes the evolution of the system unpredictable (at least in the usual sense of the word).

This process of interactions between science and philosophy, where the unforeseeable progress of science guides the development of philosophy, which in turn provides tools to understand conceptually the scientific revolutions, is typical of what is often refered to as historical epistemology. The theory was born with G. Bachelard ${ }^{2}$ in the first part of the 20th century and is currently revived by Ian Hacking ${ }^{3}$, Lorraine Daston ${ }^{4}$, Hans-Jörg Rheinberger ${ }^{5}$ and many others.

Using this method in the context of complex systems makes sense. In the present work we will however follow another approach ${ }^{6}$. Building on the insight that considering complexity

[^0]requires a rethinking of the very foundations of science, we will argue that another approach is possible, namely by adressing directly the question of the interplay between complexity and simplicity. Here, by simplicity we mean the hope of science and theoretical knowledge to reconduct science to simple, fixed, permanent elements, a hope that cannot be accounted for only by the idea of reductionism. The interplay between simplicity and complexity is evolving fast, however some of its features remain constant and various problems raised by the Greek thinkers at the very beginning of philosophy are still meaningful today. This will be the subject of the first section, with, as a modern illustration of the philosophical problems discussed, an example taken from 20th century mathematics -a convergence phenomena for Markov chains, due originally to Poincaré but revisited recently.

The second section will deal with the ideas of model and causality. Feynman diagrams are a classical example in modern physics of entities whose ontological status in uncertain. Are they simple computational tools, or do they reflect actual physical phenomena? To address this kind of questions, epistemological tools are lacking in contemporary philosophy of science. As in the first section, we appeal to Greek philosophy, ot so much to find solutions and answers, but other ways of thinking. Concretely, we survey Aristotle's physics and more specifically his theory of causes -only one of which fits modern, post-galilean science: formal causes. The section concludes with two examples of applications of Aristotle's ideas: quantum field theory and the Black-Scholes paradigm in mathematical finance.

The third section treats various forms of atomism. Russell and Wittgenstein's logical atomism is historically one of the most interesting, in spite of well identified drawbacks. We advocate the meaningfulness of the notion of mathematical atomism to account for various phenomena, some of them internal to mathematics and related to the notion of axiomatic systems, others related to applications of mathematics. We develop from this point of view the example of Asset Backed Securities (ABS). The section concludes with a plea for considering mathematics as a whole as a dynamical system. We also argue that historical epistemology and philosophy of concepts in Cavaillès' sense support these views.

The fourth and last section deals with one of the key problems of contemporary economics: the funding of pensions ad the ageing of populations. We focus on a specific issue and present a toy model for the quantitative appraisal of some of the risks embedded in defined benefit pension funds (DBPF). From the epistemological point of view, the lesson to be learned from the model is that mathematical atomism (the decomposition of a problem into a family of "atomic models" of its elementary components) tends structurally to overlook the effects of interactions between these components. This is particularly obvious for DBPF for which the risks due to the correlation between the sponsor's firm value and the fund assets seems to have been for long overlooked.
that we raised appear to be timely again (see the references in Section 4). On another hand, in spite of its quantitative shortcomings (structural models are difficult to implement quantitatively), we also believe that, as it is, it illustrates nicely various risk and complexity related phenomena.

## 1. Presocratic philosophy Revisited

Heraclitus and the philosophy of nature. Presocratic philosophy is classically divided into various schools:

- Thalès (c. 625 BC, c. 546 BC ), the "first philosopher", and the ionian school with Anaximander, Anaximenes and Heraclitus (c. 535 BC, c. 475 BC), that started to develop the theoretical analysis of nature,
- the school of Pythagoras (c. 570 BC, c. 495 BC),
- Parmenides (end of 6th century, beginning of 5 th) and the eleatic school with Zeno, maybe Empedocles.
Whereas pythagoreanism stands apart due to its stance on the role of numbers and arithmetic, the ionian and eleatic schools correspond to two radically different ways of thinking about the world, about nature.

The ionian school features movement, interaction between elementary components (fire, earth, water,...). The most interesting of its members, at least in the context of this article, is Heraclitus, the so-called "obscure philosopher". He relates the idea of movement and changes to the question of the very possibility of theoretical knowledge. The world is in a permanent flux and the stability of what surrounds us is misleading. Of his writings only few fragments remain ${ }^{7}$, most of which are classical, such as:

We step and do not step into the same river,
or,
You cannot step twice into the same river.
The conclusion drawn from these fragments, due also to Heraclitus, is that:
All the objects of the senses are in a perpetual flux and cannot be the subject
matter of science.
What is still meaningful in Heraclitus is this idea that dynamics, time evolution of phenomena can be intrinsically an obstacle to the building of theoretical knowledge.

In modern terms, what is at stake is the key ontological difference between objects conceived as stable, permanent, sometimes eternal beings, and the moving reality of real beings such as Heraclitus' river.

Parmenides and the modern idea of science. Following a tradition in the history of philosophy that has its roots in Plato, Parmenides is the great opponent to Heraclitus. Whereas changes, flux, movement are keywords for Heraclitus' philosophy, the One, the unit, unity are the central ones in Parmenides ${ }^{\prime 8}$. The world undergoes a perpetual movement, a constant evolution, but the use of concepts allows us to grasp a unity behind the flow. Heraclitus' river is again a good example: it is constant as a conceptual reference, but in

[^1]perpetual evolution as an object of the senses. Unity is therefore the ultimate principle of science because it is the key to the constitution of units of signification. To think of an object, a thing, and to name it, means to gather together, in a unit, in a totality, the diversity of its positions in space and time, its possible changes of form.

With Parmenides, the idea that there is an opposition between the logical thinking and the empirical one, between science and doxa, science and opinion emerges. This opposition is important because it excludes from the realm of science any discourse that would not fit the constraints of logic -whatever is meant by logic. It is also clear that living systems, for example, hardly fit in this conception of science, whereas mathematics or (Greek) astronomy that study fixed, eternal entities, would be paradigmatic examples of sciences in this framework. By many respects, consciously or not, our conception of science remains largely dependent on these early views.

Today, when we face the problems raised by Heraclitus and Parmenides, several answers are possible. One one hand, we know that very often the dynamics of phenomena is driven by permanent laws (think of gravity, electromagnetism, quantum mechanics...). As such, the corresponding changes are intelligible and can be the subject matter of science. Classical physics relies on this ground. Quantum mechanics raises already several issues: as far as its basic laws and principles are concerned, they are fixed and therefore plainly "scientific". However, the uncertainty intrinsic to the very notion of quantum states and measurements is already more problematic to address, and there are still lively debates on the interpretations of quantum mechanics -De Broglie-Bohm versus Copenhagen for example.

Of a very different nature is the question whether or not there is a science of facts that do not obey fixed laws or that obey laws that obey we cannot expect to discover in the present state of knowledge. Economics and finance belong to these: equilibrium theory, risk neutral pricing and other similar key notions and principles are, structurally, only an approximation of the "real" behaviour of markets. Biology, ecology and living organisms raise still other problems of the same kind ${ }^{9}$.

Science is a difficult notion to define and, depending on the given meaning, many theories can or cannot be considered as sciences, from mathematics to the humanities. In this context, Heraclitus' questioning is still meaningful: discussing on the very possibility of theoretical knowledge in relation to dynamics, changes, transformations, allows to avoid restricting the debates to the eleatic view, implicitly dominant whenever science is discussed.

Democritus and atomism. The opposition between eleatic and ionian philosophers is a very deep and structuring one. On one side, we have logical requirements, paving the way to mathematical ones. On the other side, we would also like to have global views on nature, being able to understand global structures, dynamical variations and changes. Whereas classical mathematics and physics are largely eleatic, the mathematical and natural

[^2]phenomena studied in the context of complex systems (in the broadest sense of the term) suggest a synthesis of the two approaches.

From this point of view, Democritus (c. 460 BC, c. 370 BC ) is an interesting philosopher, and it would be tempting to suggest that philosophical investigations on complexity and emergence first started when his philosophy was discussed and challenged. He is sometimes considered as a presocratic, although younger than Socrates. His philosophy, atomism, could have started as a reflexion on Parmenides', but leading to very different conclusions:

The metaphysical problem [faced by Democritus] is the same that arose for Anaxagoras and Empedocles, following the eleatic criticism of change. How to reconcile the immutability and the eternity of being with the reality of movement and change, the "way of truth" with that of "opinion" "?
For Parmenides, there is nothing excepted pure being, eternal, perfectly homogeneous, finite and perfect, excluding movement and transformation. Democritus' idea was that these features make sense for the ultimate components of matter, the atoms. However, from the existence of a plurality of atoms follows also the possibility of motions, interactions, movement and evolution. The main problem that emerges from atomism is ultimately how to account for the phenomena starting from atoms?

Without being augmented with a principle of internal stability (such as, for example, the stoicists' pneuma ), [Democritus' theory of atoms] does not seem able to account for the cohesion of bodies. Leibniz would say that it is lacking a vinculum substantiale holding the atoms together. The difficulty is characteristic of any theory that explains the "complexes" by mere aggregation of the "simples" -be it Greek atomism, the monadic composite or (in the 20th century) the logico-atomistic constructions of the world ${ }^{11}$.

There is indeed a huge gap between the idea of elementary components of matter and large scale phenomena as we observe them. In modern science, this phenomenon can sometimes become a well-identified problem: for example, decoherence, the disappearance of quantum effects showing up in large quantum systems, is still only very partially understood. This raises considerable tecnhological problems when trying to build quantum computers with a large number of qbits, one of the current technological challenges.

Markov chains. The problem of emergence of patterns out of elementary "blocks" and their interactions is manifold: there is a wide variety of situations where such phenomena occur. An interesting cognitive fact is that we are used to such phenomena, and we know some implicit rules of their emergence out of experience, although without being able most often to explain the underlying reasons. In that sense, we have a prescientific understanding of these phenomena. For example, we are not surprised by the group flight of tens or hundreds of birds creating a moving cloud.

[^3]Limit theorems in probability theory are an important source of examples of patterns emerging out of elementary schemes. It occurs often that we are aware of the existence of these patterns and of their concrete meaning and practical consequences. A striking illustration dates back from the beginning of the 20th century. It is not an example of complex system: it is infinitely much simpler than the behaviour of interacting systems such as birds' clouds. However, in spite of its simplicity, it is underlying the long term behaviour of many dynamical systems and is also showing on a very concrete example that we have a fairly deep spontaneous intuition of relatively complex phenomena that most of us would fail to explain if they were asked to.

The example dates back to Poincaré's treatise on probabilities ${ }^{12}$ and originated one of the main research lines in probability and statistics: the evolution of random processes (timedependent random variables) and random chains (sequences of random variables). The problem is the following: start with a deck of cards. We know intuitively and by experience that if we mix the deck randomly enough, by repeated shufflings, no information will be available after the mixing, and no one will be able to take advantage of the ordering of the cards in the deck. Mathematically, this means that iterated random shufflings of the deck create a random distribution that is close to the uniform one (the distribution where all orderings have the same probability).

Poincaré's analysis of the problem is essentially ${ }^{13}$ as follows. To mix a deck, one splits it randomly into two decks and then mix the two decks by shuffling the cards. This latter operation amounts to selecting randomly a card in one of the two decks, put it on a new deck, and repeat this operation till the mixing is complete. Let us detail the simplest possible case which is already not completely trivial: a deck of two cards. The general case can be treated exactly along the same lines with some knowledge of elementary linear algebra ${ }^{14}$.

Starting from a deck of two cards 1,2 with 1 on the top (we write the configuration 12), splitting and shuffling gives the following four possibilities denoted by arrow diagrams ${ }^{15}$ :

$$
\begin{aligned}
& 12 \longmapsto(12, \varnothing) \longmapsto 12 \\
& 12 \longmapsto(1,2) \longmapsto 12,21 \\
& 12 \longmapsto(\varnothing, 12) \longmapsto 12 .
\end{aligned}
$$

Assuming that all mixing paths are equally likely, we get that the outcome of a random shuffle starting from the deck 12 is 12 with probability $3 / 4$ and 21 with probability $1 / 4$.

[^4]It is convenient to encode this process by a transition (or Markov) matrix:

$$
M=\left(\begin{array}{ll}
3 / 4 & 1 / 4 \\
1 / 4 & 3 / 4
\end{array}\right)
$$

so that, starting with a probability distribution: $P(12)=p, P(21)=1-p$, we get after a perfect shuffle the new distribution $Q(12)=1 / 2 p+1 / 4, Q(21)=3 / 4-1 / 2 p$ since:

$$
M\binom{p}{1-p}=\left(\begin{array}{ll}
3 / 4 & 1 / 4 \\
1 / 4 & 3 / 4
\end{array}\right)\binom{p}{1-p}=\binom{1 / 2 p+1 / 4}{3 / 4-1 / 2 p}
$$

The key idea of Poincaré is that the time evolution of probability distributions is governed by the spectral anaysis of the matrix $M$, which has a first eigenvalue 1 , corresponding to the uniform distribution $U(12)=1 / 2, U(21)=1 / 2$ (that is, the uniform distribution is stable under perfect shuffles: it is called the equilibrium distribution). The second eigenvalue is $1 / 2$ with eigenvector

$$
\binom{1 / 2}{-1 / 2} .
$$

In general, for a deck of $N$ cards, one can show that the spectrum of the Markov matrix describing perfect shuffles is $1,1 / 2, \ldots, 1 / 2^{N-1}$ with the uniform distribution spanning the eigenspace associated to the top eigenvalue 1. A group theoretical method to obtain this result is indicated below.

Coming back to the situation where one starts from the deck 12 and applies $k$ perfect shuffles, the resulting distribution $Q_{k}$ is obtained by computing

$$
M^{k}\binom{1}{0}=\left(\begin{array}{ll}
3 / 4 & 1 / 4 \\
1 / 4 & 3 / 4
\end{array}\right)\binom{1}{0}=\binom{1 / 2}{1 / 2}+1 / 2^{k}\binom{1 / 2}{-1 / 2}
$$

so that, $Q_{k}(12)=1 / 2+1 / 2^{k+1}$ and $Q_{k}(21)=1 / 2-1 / 2^{k+1}$, which converges exponentially fast to the uniform distribution $U$.

This phenomenon is called convergence to equilibrium of Markov chains and applies in a wide variety of situations. The case of perfect shuffles that we just described has actually two mathematical interpretations in the literature, with two different epistemological implications. We sketch only the mathematical ideas and refer the interested reader to the literature.

The first one is essentially the one due to Poincaré. Assume that the random evolution of a discrete system is described by a Markov matrix such as $M$. Then, under relatively mild "mixing" conditions, this matrix has an isolated eigenvalue 1 whose eigenspace is associated to an invariant equilibrium distribution $P$. The modules of the other eigenvalues are then stricly less than 1 , from what one deduces the exponential convergence of the system to the equilibrium distribution. This property can be used for example to devise Monte Carlo methods (probabilistic methods to approximate numerically random distributions).

The second interpretation is more recent and in the spirit of mathematical structuralism: treating the problem by appealing to general properties of algebraic structures. It applies to a small class of random systems but is grounded on another large class of (group-theoretical)
phenomena. The process of splitting a deck of cards into two subdecks and shuffling the resulting two decks is typical of a general combinatorial principle: in many situations in combinatorics (cards, words, but also partially ordered sets, finite topological spaces...), such a splitting is encoded by a coalgebra structure (the structure dual to the one of algebra) formally defined by

$$
\Delta\left(x_{1} \ldots x_{n}\right)=\sum_{i=0}^{n} x_{1} \ldots x_{i} \otimes x_{i+1} \ldots x_{n}
$$

(where $x_{1} \ldots x_{n}$ stands for a deck of cards labelled $x_{1}, \ldots, x_{n}$ ) whereas the mixing is encoded by a product defined recursively by

$$
x_{1} \ldots x_{n} \times y_{1} \ldots y_{m}=x_{1}\left(x_{2} \ldots x_{n} \times y_{1} \ldots y_{m}\right)+y_{1}\left(x_{1} \ldots x_{n} \times y_{2} \ldots y_{m}\right)
$$

With two cards, we recover our ealier computations in algebraic form: $\Delta(12)=12 \otimes \varnothing+1 \otimes$ $2+\varnothing \otimes 12$, whereas $12 \times \varnothing=12=\varnothing \times 12$ and $1 \times 2=12+21$, so that $\times \circ \Delta(12)=3 \cdot 12+21$ (three times the configuration 12, one time 21). The splitting and the mixing define together a bialgebra or Hopf algebra structure ${ }^{16}$. These ideas were first emphasized by Rota and coauthors ${ }^{17}$, giving rise to the use of Hopf algebra techniques in combinatorics, a very active approach in the field for at least 20 years.

Commutative Hopf algebras such as the one that we just defined abstracting the definition of perfect shuffles are naturally associated to groups. Groups and commutative Hopf algebras are "dual" notions: commutative Hopf algebras can be though of as algebras of functions on groups. The spectral analysis of Markov transitions associated to perfect shuffles appear then as a special case of spectral phenomena occuring when studying, at the level of functions, power maps $x \longmapsto x^{k}$ on groups ${ }^{18}$.

In the end, what we would like to emphasize with these examples (discrete random dynamical systems, group theory, iterations and power maps, exponential convergence to equilibrium...) is that we have a pre-theoretical and intuitive understanding of many phenomena. Certain are based on our daily experience of the world, others are more complex: the convergence to the uniform distribution of cards by iterated shufflings grounds implicitely the way we play card games and the idea of how to play "fairly", but the underlying intuition is most likely not based only on experience, but also on prescientific views on probability and randomness.

[^5]The two general mathematical explanations we have presented of the convergence to equilibrium phenomenon for deck of cards under iterated shufflings point out at two different orders of phenomena, both deeply grounded in our pre-mathematical understanding of the world. The convergence of Markov chains can be related to the very idea of randomness. For example, we know that if we move in a forest alternating random forward moves and random turns, we will be lost pretty fast, although explaining this basic fact through a theoretical model is certainly not straightfoward -one would now use models such as Lévy flights ${ }^{19}$ Group and other composition laws, power maps, are still another family of basic intuitions with different epistemological and phenomenological roots. Following Dedekind's approach for example ${ }^{20}$, power maps of functions could be the intuition grounding the construction of natural numbers. These ideas are still discussed in the Philosophy of Mathematics literature, among others in relation to structuralism and the so-called Benacerraf dilemna ${ }^{21}$.

Philosophically, these insights ressort largely to Husserl's views as exposed in his book on the epistemological crisis in modern science ${ }^{22}$ : even the more sophisticated scientific constructs would rely in the end on our fundamental intuitions and experiences of the world. According to his views, disentangling science from its intuitive roots would be a dangerous and counterproductive attempt.

## 2. Models and causes

The atomistic and other reductionist approaches are bottom up: we start from elementary components, a dynamics or interaction rules, and try to grasp what happens at higher levels. This approach is typical, for example, of modern mathematical finance. Here, in the paradigmatic approach, mark-to-market valuation and risk neutral probabilities, the elementary components are all the available market data: stock prices, interest rate curves, prices on futures on commodities, swaps and swaption prices... From these data, that are assumed to account for all the available knowledge on financial and economic entities, one should be able to account also for the long term behaviour of complex assets. The example of how this strategy applied to residential mortgage based securities (RMBS) and other asset backed securities (ABS) resulted in the 2007-2008 financial crisis is relatively well-known -we will come back to these questions later.

Here, we will consider the other possible approach: starting from the phenomena as we observe them and trying to understand their structure, their behaviour. Modern, post galilean,

[^6]physics has taught us how to proceed: namely by expressing everything in mathematical language. There is no reason to depart from this programmatic idea -however another question should still be addressed: what is intended and expected exactly by a mathematical modeling? For example, should the model account for the quantitative and dynamical properties of phenomena (in the sense that one could read in the model the underlying "reasons" for its happening), or should it simply describe them and give rise to the best possible predictions?

The example of Feynman diagrams. These seemingly innocuous questions are not so easy to answer, even in very abstract and theoretical frameworks. A classical example is provided by Feynman diagrams in perturbative quantum field theory (QFT). QFT is one among if not the most surprising scientific achievements ever. The so-called standard model, describing the elementary particles and their interactions, is predicting phenomena at an amazing level of precision. The underlying calculations are based on Feynman diagrams ${ }^{23}$ such as


Figure 1. The shape of a given Feynman diagram in $\phi^{3}$ theory
For those not familiar with them, they can be thought of by analogy with Taylor series expansions of functions (or, better, with the solutions of differential equations obtained by Picard iterations, but we stick here to the more familiar example of Taylor expansions)

$$
f(x)+f^{\prime}(x)(y-x)+\frac{f^{\prime \prime}(x)}{2!}(y-x)^{2}+\frac{f^{(3)}(x)}{3!}(y-x)^{3}+\ldots .
$$

Whereas the components of a Taylor series aim at approximating a function using its successive derivatives, Feynman diagrams expansions aim at expressing the quantities relevant in the analysis of particle physics in terms of the fundamental interactions between these particles (the diagrams parametrize the terms of the perturbative expansion). The diagrams are built out of vertices with incoming and outgoing edges representing these interactions (for example 3 edges pro vertex in $\phi^{3}$ theory as in the Figure above).

Feynman diagrams are now iconic. Like pictures of the Bohr atom, everyone knows they have something important to do with physics. Those who work in quantum field theory, string theory, and other esoteric fields of physics use them extensively. In spite of this, it is far from clear what they are or how they work. Are they mere calculating tools? Are they somehow pictures of physical reality? Are they models in any interesting sense? Or do they play some other kind of role ${ }^{24}$ ?

[^7]In the same article, J. R. Brown notices that whereas they clearly are efficient calculation tools, going beyond this general statement is difficult:

If you ask me how to get from Toronto to Montreal, I could respond in two ways: (1) I could tell you to drive north until you reach the main highway, then turn right and continue on for about five hours, or (2) I could give you a map and tell you where you presently are on it. Both ways provide the information to get you successfully to Montreal. The map in the second method is clearly a model; the instruction in the first method is clearly not.
He argues then that Feynman diagrams "are a lot like (1) in spite of appearing a lot like (2). In other words, they are not pictures or descriptions of reality, nor are they models in any reasonable sense". Other physicists would probably disagree with his views -arguing, for example, that one should not look for more than efficient computation tools: these would be the ultimate "models" and there would be no reason to look for an explanation beyond them.

To restate these ideas, even very classical physical models such as the standard model of particle physics raise ontological problems. Feynman diagrams are just a particularly meaningful example: it is not clear whether they are mere computational tools or correspond, at least partially, to actual physical phenomena and therefore exist as models of actual physical processes.

Aristotle on causality. To go on with the program of the first section, we would like to analyse these questions by going back, again, to Greek philosophy instead of appealing to the current debates in science and epistemology. The underlying idea is to broaden the spectrum of point of views that can be used when trying to understand contemporary science, some problems raised by ancient philosophers keeping some relevance in spite of the context in which they were stated.

Modern philosophy, as we know it, was really born with Plato and Aristotle. Conciously or not, we are still much more dependent on the way they thought about what science is and should be than many would believe. Modernity has kept and developed certain of their ideas, but lost contact with other ones.

Plato, as far as theoretical knowledge is concerned, followed largely Parmenides. Aristotle instead had quite different views, and the ones he had on Physics, although often sharply criticized since Galileo, could still have some meaningful features. The classical post-galilean views on Aristotle are not without a ground: he featured a clear cut distinction between cosmology -the sky and the stars having perfect mathematical movements of which there can be a science- and the sublunar world that would be understandable only qualitatively. There would be therefore no room for modern physics and modern science in a philosophy of science filled with qualities and substances and void of quantitative and experimental methods.

Although largely true, this understanding misses many interesting ideas. As Galileo himself observed, one should not indeed confuse Aristotle's general approach of science and
epistemology and the applications he made of them to physics and natural sciences as they existed five centuries B.C.

What Aristotle wanted to understand, as a philosopher, is once again related to presocratic philosophies: the fact that there is a contradiction between the constant changes that physical beings are enduring and the permanence of knowledge. However, according to him, we cannot exclude from the field of theoretical knowledge movement and changes, contrary to what Parmenides and Plato had suggested. His Physics is therefore in the end mainly concerned with the essence of movement, of becoming -in opposition to the eleatic study of the essence of beings, of permanence, of the underlying substance.

Aristotle's physics is not "physics" in modern sense. Or, it is not the main sense of physics in his work. It is enough to think of the fact that its object is what, in a programmatic sense, modern physics avoids to consider a theme of inquiry. The subject matter of Aristotle's text is the $\varphi \dot{v} \sigma \iota \zeta$ [nature] and the things that belong to it. And, as the latter is characterized as having in itself the principle of movement, the meaning and the structural conditions of movement form the content of the aristotelician tradition ${ }^{25}$.
Moreover, and this point is also essential, movement for Aristotle does not only mean mechanical movement, but all the transformations that we can observe:

What we indicate with the term "movement" translates the two notions that Aristotle uses often indifferently and as synomymous, that is $\kappa \dot{\nu} \eta \sigma \iota \sigma$ and $\mu \varepsilon \tau \alpha \beta o \lambda \dot{\eta}$, contains in itself the various forms of movement: generation and corruption, alteration, increase and decrease, translation; that is, using the categories as a reference scheme, movement according to substance, quantity, quality and position ${ }^{26}$.
Understood in that way, Aristotle's physics is another attempt, quite different from atomism but equally meaningful, to go beyond the presocratic apory and the opposition between ionian and eleatic philosophies. One of the problems that Aristotle faced was to understand general notions such as the infinite; space; the vacuum; time; the continuum. All these questions have been central to the 20th century mathematics and science; they all have an intrinsically ontological and metaphysical dimension that one shouldn't ever forget. Here, we will emphasize another side of his physics, namely his theory of causality.

Aristotle distinguishes four types of causalities ${ }^{27}$ : material, formal, efficient and final and, "since there are four causes, the physicist has to study all of them and, considering all of them together, has to search, as a physicist, for the "reasons", that is, matter, form, movement, finality ${ }^{28}$. The distinction between material and formal goes back to a key distinction in his work, namely the distinction between matter and form. He always insists that the subject

[^8]matter of physics in neither matter nor form, but the interplay between the two. Form abstracted from matter is instead the subject matter of mathematics.

Formal causality refers therefore to ideas, structures, platonism, mathematics. Material causality would instead be typical of ionian philosophy, the phenomenological understanding of matter (fire, water, earth...). Efficient causality relates to the movement and likely also to earlier philosophers like Anaxagoras. Final causality refers at last to finality -the kind of causality that would be typical of early attempts to understand, for example, living systems.

Aristotle's causes in modern science. Excepted for formal causality, these ideas seem very far away from modern science. Aristotle's work hints at the fact that we should maybe have broader views on science, its philosophy and its goals. This point of view has been defended recently by Francis Bailly ad Giuseppe Longo in their book, Mathématiques et sciences de la nature. They refer explicitly to Aristotle and his theory of causality, some of their analysis echoing our previous developments:

Physics and biology, in contrast to very abstract paradigms still dominating in the foundations of mathematics, are constituted respectively around the concepts of matter and life, seemingly so concrete although they cannot be defined internally in these disciplines. They also present the difficulty of appealing all the time and essentially to the requirements of rational coherence, largely mathematized in physics ${ }^{29}$.
They discuss then explicitely how some of Aristotle's causalities could translate in the framework of classical quantum mechanics.

We prefer to consider here the more fundamental framework of QFT. A striking but seemingly unnoticed fact is indeed that many textbooks of QFT follow spontaneously a pattern that fits largely an aristotelician-type analysis of foundations (although most likely without any intention of the authors to follow such a pattern).

Formal causality relates to the mathematical consequences of fundamental principles of invariance (or symmetry), which translate into physical principles and physical quantities ${ }^{30}$. Time translation invariance of the theory leads to the conservation of energy. Space translation invariance leads to conservation of the cinetic momentum. Rotational invariance to the conservation of angular momentum.

Material causality is embodied instead in the definition of concrete theories and quantum fields. This amounts to specify the underlying "matter" and its properties. For example, photons, electrons and their interaction rules, in quantum electrodynamics together with the choice of the physical constant giving the strength of the interaction.

Efficient causality deals with movement and dynamics. The quantization of the evolution equations of classical theories leads to the Schrödinger equation and other equations that

[^9]allow in the end to describe the free motion and the interaction of particles. The Feynman diagrams we discussed in the first section appear when expanding perturbatively their solutions.

These three moments of the construction of theories of quantum fields are of course intimately related and cannot be disentangled: it is actually classical in physics to use conservation laws to derive equations of motion. They do however correspond to three different moments of the analysis: symmetry principles; the definition of "objects" (particles as quantum fields); the study of transformations and motion.

It is an interesting exercise to analyze other fields through this filter of causality. In mathematical finance, the other field that we have chosen to illustrate epistemological problems related to complexity, the foundational model is Black-Scholes'. Once again, looking at the model different moments emerge in its constitution.

Formal causes arise from the mathematical translation of assumptions on the behaviour of financial markets, in particular the absence of riskless profits (no arbitrage opportunity principle or "no free lunch" under the hypothesis of efficient markets and perfect information).

Material causes include the existence of stocks, risk free assets, but also transaction rules (possibility of short selling), markets behaviour (liquidity of assets, transaction costs...). In a subtler way, they also include the financial analog of physical constants in QFT: for instance implied volatility for vanilla call and put options.

Efficient causality would refer instead to the dynamics of assets. The basic assumption here is the lognormal behaviour of stock prices, which is usually grounded theoretically on the central limit theorem and the idealized view of many independent agents cooperating to asset price formation.

## 3. Mathematical atomism

Epicure's philosophy had already raised the problem of emergence of global patterns out of local interactions. This problem, central to atomists' philosophy, admits many variations, in various contexts.

Logical and mathematical atoms. Logical atomism is one of the best known. In many respects it is based on the same assumptions as classical atomism: the idea that there are elementary components (of thought, of sensation...) from which our knowledge of the world would be assembled. Logical atomism was conceived in the early 20th century by Russell ${ }^{31}$

[^10]and Wittgenstein ${ }^{32}$ and was very influential inside the Vienna Circle and for the edification of analytic philosophy. The opposition that developed among philosophers of science such as Cavaillès or Lautman against the Vienna circle was largely rooted in their anti-reductionist stance against this conception of science and knowledge ${ }^{33}$.

In philosophy, logical atomism stricto sensu was abandonned relatively rapidly, partially because of the criticisms of Wittgenstein himself who realized that language and therefore thinking is not the mere atomistic description of the structure of the world and that the formation of meaning obeys to much more complex rules. However, the first Wittgenstein is an heraldic figure and his initial views remain influential and underly a deep trend in logic and philosophy of language.

Another form of atomism is more relevant to discussions around reductionism, complex systems and mathematical practice, namely mathematical atomism. We use this name to denote the widespread temptation to think that the scientific description of phenomena using mathematical models can always be obtained as the sum or conjonction of atomic models, each taking in charge a particular feature of the problem. The problem of mathematical atomism is not so much the fact that the atomic models can be wrong, than the fact that the emergence of patterns out of their interactions often requires new ideas, new methods.

The 2007-2008 financial crisis ${ }^{34}$ provides an illustration of the drawbacks of mathematical reductionism, entangled with other modelling and practical problems stemming from financial markets and finance.

The crisis made evident that complex financial products such as RMBS were much more difficult to price than expected. Practitioners did then value them using a standard approach as far as interest rates, inflation and similar financial quantities were involved, and MonteCarlo simulations for the long-term behaviour of the other parameters. This approach was mixed to a mark-to-market one, parameters implied from the existing prices of contracts being used to derive the value of the newly issued ones.

After the crisis, it became clear that the financial industry, whose behaviour had been driven by various reductionist paradigms, had overlooked the key ingredients of mortgage valuation. One key issue was the intrinsic contradiction between the short term views of mark-to-market methods (suited for traders whose aim is to optimize the value of their

[^11]portfolios at high reporting frequencies) and the very long term behaviour of the underlying contracts (typically 20 years, or more). Concretely, the financial techniques used were based on a double transposition. First, the methods in use to create and manage vanilla derivatives on stocks (call, puts...) had been extended to the management of credit risk (bonds, corporate or sovereign loans...). This first step raised already serious problems as default risk (that is, the risk encoding defaults on the repayment of interests or notional on bonds, bankruptcies...) is of a quite different nature from the one of the risks embedded in the random evolution of stock prices ${ }^{35}$. Then, the same methods were extended further to pools of products with embedded credit risk such as mortgages, student loans, and so on. Still another layer of abstraction was under development (CDO squared, based on pools of pools of contracts) when the industry collapsed with the crisis.

The conflict we alluded to (between short term and long term views) was reflected in the discrepancy between two financial communities with different cultures, backgrounds and paradigms: say, derivative issuers and traders on one side; mortgage issuers and retail bankers on another. What the short term views failed to understand was:

- The key role of the housing market. As far as prices raised, borrowers in difficulty could resell their houses with a benefit and repay their mortgages. When the market fell, prices collapsed and liquidity dried.
- The difficulty of modelling the evolution of interest rates and inflation on the long term. Market-implied solutions (based on the traded forward values of rates) do account only for the present views of markets and not on a serious modelling of their long term dynamics.
- Various risks were embedded implicitely in RMBS, difficult to model and take into account: evolution of the labour market, possibility for the borrowers to renegociate their loans or repay them earlier...
- Lastly, the question of the quality of the loans, that could be addressed at "low" levels (as occurs in retail banking) but not at the "macro" level of large pools of mortgages.

Although these issues may seem to have little to do with mathematical reductionism, they do indeed. Most of the ingredients used in the overall pricing method were based on relatively sound and robust principles. For example, it is sound to link the interest rate served on a loan to the risk that the borrower will not be able to repay it and will default on the scheduled paiements. Using long term forward rates on sovereign bonds and other information available on bond markets makes sense for an insurance company managing dynamically a portfolio of pension funds.

On a behavioural side, the key mistake was to use these practices and models outside of the domain where they were born and had been conceived. There is certainly a tendency in

[^12]human beings to use their existing knowledge as a proxy for knowledge still to be developed ${ }^{36}$, and to trust their beliefs outside the area where they can be considered as representing safely reality. On a purely mathematical side, the key mistake was the idea that standard stochastic models that could make sense separately for the various involved parameters would still hold when combined with each other: wrong ways risks resulted from the correlation between all the parameters. This phenomenon will be studied in detail in the last section of the article on a simple toy model.

The principle of reason. Mathematical atomism has also philosophical roots and a technical background. The starting point, in the modern area, could be a principle stated by Leibniz: the principle of reason -principium rationis, der Satz vom Grund. The German philosopher Martin Heidegger dedicated a long essay to the question ${ }^{37}$, and we will implicitely follow part of his analysis.

The principle of reason can be stated simply as "every effect has a cause". Of course, this may look like a tautology, but it is not when one looks at the true meaning of the sentence -and actually at all its possible meanings. We know from Aristotle that "cause" has several meanings, and as much can be expected from the principle of reason. For example, it can be interpreted as a cognitive principle: we should always be able to trace back a phenomenon to intelligible and rational principles and grounds. This is how the principle is often understood. One can go a step further and ask the description of causes to be mathematical -as it happens for example in physics. The problem is then that the mathematical model is often confused with the explanation of the phenomena, without a proper questioning of the limits or adequacy of the model. This phenomenon is worsened when mathematical models are used without an adequate training in mathematics, the latter helping to understand the ground of the underlying hypotheses.

The example of QFT is interesting from this point of view: we are able to describe very precisely particle physics with a complex mathematical apparatus. However, whether or not this means that we truly understand what a particle, what the world truly is is unclear: why has the theory this form? Why are the physical constants the ones we observe and not different ones? Why is the mathematical theory plagued with infinites that one has to remove through a complex process without a clear physical meaning, called renormalization, to get sensible results? On another hand nobody can claim to understand what a particle is without learning first its definition in the context of classical non relativistic quantum mechanics (where plenty of ontological problems already arise); then the definition of quantum fields, of Feynman propagators for free particles; at a higher level, the role of ghost fields, and so on. There is no proper understanding without mathematical models, but these models should

[^13]not terminate the quest for a proper understanding. In other words, formal, mathematical "causes" cannot be easily disentangled from the other ones -this is one of the interesting sides of the philosophy of complexity. Complexity, complex systems, are particularly interesting from this point of view since, by their very nature, they raise the problem of relating effects with causes, explanations, models, in situations where these relations are all but evident.

Mathematics as a dynamical system. Turning back to mathematics, Heidegger observed that the latine word "principium" and the German "Grund-Satz" do not say exactly the same thing and that the corresponding Greek word would be "axiom", with still another meaning. For Aristotle and till recently, axioms were essentially propositions that hold true because expressing an obvious content. Another important idea of Aristotle, put in action in Euclide's treatise, the Elements, was that mathematics (arithmetics and geometry at the time) can be obtained by looking at elementary objects (planes, lines, points...), construction rules, and their interactions governed by a small set of fundamental axioms and principles. This is probably the first example of highly sophisticated intellectual construction built on elementary components. The Euclidean model would lead to Hilbert's views on axiomatics and later to the Vienna circle, and Russell's and Wittgenstein's theses on logical atomism, with the consequences that we have briefly described on 20th century philosophy of science.

Euclide's Elements, due maybe to their beauty and deepness, have created indeed the illusion that mathematics can be generated from basic sets of axioms, whereas the underlying generation process is highly complex and can certainly not be accounted for by a mere invocation of axioms and logical principles. The structure of groups, with all its theoretical ramifications and applications, has for example little to do with the axioms of set theory on which it is supposed to be founded. Another way to state these ideas is that it is true that modern mathematics can be presented as meaningless symbols interacting through a limited number of rules -the axioms of set theory for example. But this presentation will never be able to account for the way they progress, for their meaning, and why they have so many applications. The view that axiomatics would be the right way to account for all the structure and meaning of mathematics has however been for long popular as, in biology, the idea that DNA would contain all the information on living, biological systems. The idea is still popular in some circles of mathematical philosophy, although loosing momentum in view of its scarse implications when it comes to analyse actual mathematics.

Here we suggest mathematics as a whole should be understood, at least metaphorically, as a very sophisticated dynamical system. Its growth, its evolution are governed by a mix of internal constraints; internal goals that emerge spontaneously from its progress; external motivations, like the ones coming from physics, chemistry, biology, economics, and lastly by esthetical requirements and metaphysical views. In other terms, mathematics deserve to be explored from the point of view of dynamics, complexity and emergence.

We do not pretend to develop this program in the context of the present article, but we will stress its possible meaningfulness from the point of view of the development of mathematics and philosophy of mathematics during the 20th century and the beginning of the 21st.

A possible path would be to build the analysis of mathematical progress jointly on the two traditions of historical epistemology and philosophy of concepts on one side, the problematics and mathematical developments surrounding complex systems on another side. Following such a path would also go along with the current reappraisal of historical epistemology in the philosophy of sciences to which we have already alluded.

To explain why such as approach makes sense on theoretical grounds, we will largely follow here the account of the French philosophy of mathematics given by H. Benis Sinaceur ${ }^{38}$. According to an epistemological vein running from Brunschvicg and Bachelard to Cavaillès, Lautman and, more recently, Desanti, Granger or Vuillemin, mathematical concepts live and develop. The internal logic of the objects and theories governs the dynamics, but in an unpredictable way:

In mathematics, links are made across a complex network scattered with concepts connected to each other by organic links of different kinds. This 'organism' is not stable. It evolves constantly under the influence of local changes, which have repercussions on the configuration of the whole. The development of the concept is more important than the concept itself. With mathematics we are dealing with a 'conceptual progression'. The concept lives, and develops ${ }^{39}$.

To describe the logic underlying this life and development, Cavaillès and others used the hegelian term 'dialectic' ${ }^{40}$.

The dialectic is a logic, but it is not a formal logic [...]. It expresses the, so to speak, substantial link between the necessity and the unpredictability of mathematical development ${ }^{41}$.

Sinaceur's analysis is focused on the history of epistemology but still conveys implicitely a strong thesis: we have to take into account the legacy of these theories when trying to understand contemporary science. The mathematics studied by Cavaillès and Lautman -and by later philosophers of the same tradition- are different from the present ones in many respects. However, their 'organic' conception of mathematical development is still meaningful: we should just adapt it to the new phenomenology of mathematical progress, discoveries and problems. Conversely, advances in mathematics, in the study of living systems as a whole, in random growth processes, can help to revisit the ideas of organic links between concepts, of organic growth, of a network of ideas and theories or of mixing necessity and unpredictability.

[^14]
## 4. Pension schemes as complex systems

Although they are not solved, the nature of the problems raised by the valuation of ABS is now relatively well understood. The funding of pensions raises very similar difficulties that have been for long underestimated due to a poor understanding of the joint dynamics of the involved parameters ${ }^{42}$. The aim of this section is to show how simple models allow to capture some of these phenomena.

Defined benefit pension funds. Whereas in defined contributions plans the employer is only committed to serve determined contributions to the pension plans of its employees, in defined benefit plans ${ }^{43}$ it is committed to abund a fund that will serve pensions. Their amount is determined in advance, hence the terminology "defined benefit". The fund is invested in assets, typically bonds and stocks. The employer, called the sponsor of the fund, carries the investment risks but can also benefit from surpluses of the fund. An important concern with defined benefit plans is their possible underfunding and its consequences on the survival of the sponsor and the future paiement of pensions.

Whether considering defined benefit pension funds (DBPF) or defined contributions ones, there is a long list of parameters that are interacting to contribute making any modelling of the system of pensions and any analysis of its long term reliability extremely difficult. One can quote: the evolution of interest rates and inflation; the evolution of stock markets and world growth; the ageing of populations and the calculation of future mortality rates, and so on.

We focus here on a single issue: the wrong way risk created by the investment of a DBPF in stocks. Many features of the problem are now well-known. First of all, DBPF management has for long relied on accounting rules and portfolio management practices that did not take into account the very particular life insurance-like features of pension funds. The accounting rules were often based on high expected returns on the equity pension fund portfolio; this tended to give a fully inadequate picture of the level of funding.

These problems tend to be solved progressively, following the introduction of regulations, better rules of practice, modern accounting standards ${ }^{44}$ and a better education of trustees (the managers of the fund, in the UK terminology) to the concepts, tools and methods of modern quantitative finance. However, the quantitative treatment of pension liabilities still

[^15]remains a domain where the theory has not crystallized into a stable set of paradigms, as illustrated by the ongoing debates among practitioners and academics in all the domains involved: among others, accounting, corporate finance, insurance or regulation. Here, we will address a specific problem: how the asset allocation of a DBPF affects the borrowing capacities of the sponsor and its probability to go into bankruptcy. This is part of the general problem of understanding how corporate and DBPF management are entangled, and how this entanglement should be dealt with ${ }^{45}$.

We follow the line of researches inaugurated by R. Merton and his collaborators ${ }^{46}$. Merton pointed out that, knowing that the U.S. stock market incorporate shortfalls and surpluses of pension funds into its estimates of company value, the most important issue in the field is related to the risk induced by the very structure of the asset allocation of pension funds assets. Pension funds have debt-like liabilities and hold equity-like assets. However the corresponding impact of the risk profile of the firm is not taken into account as it should be, among others because of the accounting of the pension-related debt. Notice that, from the various stakeholders point of view, investing in a company with a DBPF is a leveraged bet on the equity market, most often without a clear view on the size of the leverage ${ }^{47}$.

On the technical side, our approach relies on the so-called structural methodology to assess the default risk of a company and on the corresponding credit risk tools linking the default probability of the firm and its funding costs with its capital structure ${ }^{48}$. The conclusions of our simulations may be summarized as follows: from a quantitative risk-management approach, the impact of the asset allocation of the pension fund, in particular the effect of the dependence of its assets value on the stock market is certainly much higher than what one would naively expect. It is doubtful that the risk induced for the sponsor by the fund investments into equity is correctly priced by the market. Also, corporate managers may not fully appreciate the extent of their exposure to the stock market ${ }^{49}$.

Wrong way risk. Let us start with a brief description of the problem featured, as well as of its quantitative implications, both for the sponsor (the firm) and for the beneficiaries of a given scheme. The debt $D_{t}$ of the firm decomposes into two components: the debt associated

[^16]with the DBPF accounted deficit $D f_{t}$, and another component, $D i_{t}:=D_{t}-D f_{t}$ that we call the industrial debt. The pension deficit $D f_{t}$, in turn, relies on two components: the fund assets $A_{t}$, which are invested in bonds, equity and other financial instruments to which the fund liabilities $L_{t}$ have to be subtracted, that is the discounted value at time $t$ of the future pensions cash flows: $D f_{t}=A_{t}-L_{t}$. The equity component of the pension assets is usually large and makes the funds deficit behavior share many features with the behavior of the market capitalization of a firm ${ }^{50}$.

Below, we address the effect on the risk profile of the firm of the correlation of the sponsor's corporate value with the equity component of the pension assets. The sponsor is more likely to default when the stock market and the economy behave poorly. However, in such a situation, and because of the equity allocation of the fund, the pension deficit will also deteriorate, enhancing mechanically the default probability of the sponsor. This kind of effect is usually referred to as wrong way risk; a company with pension assets highly invested into equity could be expected to have higher funding costs than a company with pension assets highly invested into bonds, everything else being equal.

A Merton model for defaults. Let us start with classical assumptions. Our research is conducted within the so-called structural approach, introduced by Merton, Black, Cox and others ${ }^{51}$. A corporate valuation interpretation of the structural model relies on the idea that a firm defaults when the value of its assets falls below the value of the debt. In this interpretation, the process $V_{t}$ introduced below would therefore stand for the corporate value at $t$ and $K$ for the expected value of the debt at a given maturity $T^{52}$.

Concretely, one introduces a lognormal process

$$
\begin{equation*}
d V_{t}=\mu V_{t} d t+\sigma V_{t} d B_{t} \tag{1}
\end{equation*}
$$

and a threshold $K$. Here $B_{t}$ is a standard Brownian motion. The firm defaults at time $T$ if and only if $V_{t} \leqslant K$, where $K$ can be computed from $p_{T}$, the default probability at time $T$ of the sponsor ${ }^{53}$ :

$$
\begin{equation*}
p_{T}:=P\left(V_{T} \leqslant K\right) \tag{2}
\end{equation*}
$$

[^17]In practice, it makes sense to assume that the threshold $K$ of the structural model should, at first order, vary in proportion to the debt. This will be one of our assumptions, so that, for example, if the pension fund deficit accounts for $60 \%$ of the firms liabilities, a $10 \%$ increase of the deficit would result into a $6 \%$ increase of the threshold value $K$. Random variations of the fund deficit related to the stock market volatility should therefore impact the default threshold $K$ and ultimately the default probability and credit spread of the firm.

Since our goal is to study the variations of the default probability of the firm when the asset allocation of the DBPS varies, we will use as a benchmark the case when the fund is fully invested in bonds and will study how the firm's default probability changes when the asset allocation varies.

We first have:

$$
\begin{equation*}
V_{T}=V_{0} \exp ^{\left(\mu-\frac{\sigma^{2}}{2}\right) T+\sigma B_{T}} \tag{3}
\end{equation*}
$$

and:

$$
\begin{aligned}
p_{T}=P\left(V_{T}\right. & \leqslant K)=P\left(B_{T} \leqslant \sigma^{-1}\left(\log \left(\frac{K}{V_{0}}\right)-\left(\mu-\frac{\sigma^{2}}{2}\right) T\right)\right) \\
& =N\left(\sigma^{-1}\left(\log \left(\frac{K}{V_{0}}\right)-\left(\mu-\frac{\sigma^{2}}{2}\right) T\right)\right),
\end{aligned}
$$

where $N$ stands for the cumulative Gaussian distribution. Solving for $K$ gives the value of the threshold corresponding to the market implied default probability $p_{T}$ :

$$
K=V_{0} \exp \left[\left(\mu-\frac{\sigma^{2}}{2}\right) T+\sigma N^{-1}\left(p_{T}\right)\right] .
$$

We assume, for simplicity, a constant risk free interest rate $r$. Since we do not want to enter into considerations that would be irrelevant for our purposes, such as the composition of the fund, the number of beneficiaries already receiving a pension, the refunding of the scheme by the sponsor, we assume that the schemes liabilities $L_{t}$ behave as a risk free asset.

We write $\alpha$ for the proportion at $t=0$ of the funds assets $A_{0}$ invested in stocks, $A_{0}^{s}=\alpha A_{0}$, and $A_{0}^{b}$ for the funds assets invested in bonds assumed to be risk free. Assuming that no rebalancing occurs we get:

$$
\begin{gathered}
L_{t}=\exp ^{r t} L_{0} \\
A_{t}^{b}=\exp ^{r t} A_{0}^{b}=(1-\alpha) \exp ^{r t} A_{0}
\end{gathered}
$$

Assuming that the equity component $A_{s}^{t}$ of the fund assets follows a lognormal process with drift $\mu^{\prime}$ and volatility $\tau$, we get:

$$
A_{t}^{s}=\alpha A_{0} \exp ^{\left(\mu^{\prime}-\frac{\tau^{2}}{2}\right) t+\tau B_{t}^{\prime}}
$$

where $B_{t}^{\prime}$ is the time $t$ value of a Brownian motion. We further assume that the two Brownian motions $B_{t}$ and $B_{t}^{\prime}$ have correlation $\rho: d B_{t} d B_{t}^{\prime}=\rho d t$. The total $T$ value of the funds assets is then given by:

$$
A_{T}=A_{0}\left(\alpha \exp ^{\left(\mu^{\prime}-\frac{\tau^{2}}{2}\right) T+\tau B_{T}^{\prime}}+(1-\alpha) \exp ^{r T}\right)
$$

When the fund assets are totally invested in bonds ( $\alpha=0$ ), we get as benchmark value of the fund deficit $D f_{T}$ :

$$
D f_{T}^{b e n c h}=A_{0} \exp ^{r T}-L_{0} \exp ^{r T}=D f_{0} \exp ^{r T}
$$

In general, $D_{T}=D f_{T}+D i_{T}$ and $D f_{T}$ depends of $\alpha$ :

$$
D f_{T}(\alpha)=A_{0}\left(\alpha \exp ^{\left(\mu^{\prime}-\frac{\tau^{2}}{2}\right) T+\tau B_{T}^{\prime}}+(1-\alpha) \exp ^{r T}\right)-L_{0} \exp ^{r T}
$$

We finally assume that no refinancing takes place and that $D i_{T}$ behaves deterministically: $D i_{T}=D i_{0} \exp ^{r t}$.

Recall that, according to our Merton-type assumptions, the threshold $K$ behaves proportionally to $D_{T}$. We get finally:

$$
K(\alpha)=K \frac{D_{T}(\alpha)}{D_{T}^{\text {bench }}}
$$

where $K$ is computed in the benchmark case $(K=K(0))$ and, for the default probability dependency on $\alpha$,

$$
p_{T}(\alpha)=P\left(V_{T} \leqslant K(\alpha)\right) .
$$

Our following numerical results are based on a Monte-Carlo solution of this equation.

## Quantitative results.

First scenario: Sponsor with strong fundamentals: $\mu=8 \%, \sigma=15 \%, \mu^{\prime}=8 \%, \tau=20 \%$, $r=3.5 \%, h^{b e n c h}=-\log \left(1-p_{T}(0)\right)=50 b p, D i_{0}=150 M \$, L_{0}=500 M \$, A_{0}=400 M \$$.

The following table expresses the dependency of the 1 Y default probability on the correlation between the sponsor and the stock market and on the proportion of the funds assets invested in bonds. The first $(0,0)$ entry is the benchmark 1 Y default probability obtained under the assumption that the fund assets are fully invested in risk free assets.

| $\alpha^{\rho}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 | 0.005 |
| 0.1 | 0.005 | 0.006 | 0.007 | 0.007 | 0.008 | 0.009 | 0.01 | 0.011 | 0.012 | 0.012 | 0.013 |
| 0.2 | 0.007 | 0.008 | 0.01 | 0.012 | 0.013 | 0.015 | 0.017 | 0.019 | 0.021 | 0.023 | 0.025 |
| 0.3 | 0.009 | 0.012 | 0.015 | 0.018 | 0.021 | 0.024 | 0.027 | 0.03 | 0.033 | 0.037 | 0.041 |
| 0.4 | 0.014 | 0.017 | 0.021 | 0.026 | 0.03 | 0.034 | 0.039 | 0.043 | 0.048 | 0.053 | 0.057 |
| 0.5 | 0.019 | 0.024 | 0.03 | 0.035 | 0.041 | 0.046 | 0.053 | 0.058 | 0.063 | 0.069 | 0.074 |
| 0.6 | 0.027 | 0.033 | 0.04 | 0.047 | 0.053 | 0.059 | 0.066 | 0.073 | 0.079 | 0.085 | 0.092 |
| 0.7 | 0.036 | 0.044 | 0.051 | 0.058 | 0.066 | 0.073 | 0.08 | 0.088 | 0.096 | 0.103 | 0.108 |
| 0.8 | 0.046 | 0.055 | 0.063 | 0.071 | 0.079 | 0.088 | 0.096 | 0.103 | 0.11 | 0.118 | 0.124 |
| 0.9 | 0.057 | 0.066 | 0.075 | 0.086 | 0.094 | 0.102 | 0.11 | 0.117 | 0.125 | 0.132 | 0.139 |
| 1 | 0.07 | 0.08 | 0.089 | 0.098 | 0.107 | 0.115 | 0.124 | 0.131 | 0.139 | 0.147 | 0.154 |

Numerical results show that the effect of the stock market volatility on the 1 Y default probability can be significant: even without taking into account the sponsor/stock market correlation, the default probability moves from 50bp in the benchmark hypothesis (fund assets fully invested into bonds) to 270bp when $60 \%$ of the fund assets are invested into equity.

Moreover, taking into account the sponsor/stock market correlation strongly enhances the default probability.

For example, under the assumption of a fund asset portfolio invested at $60 \%$ in equity, the effect of the correlation on the 1 Y default probability is of around 60 bp if $\rho=10 \%, 130 \mathrm{bp}$ if $\rho=20 \%, 200$ bp if $\rho=30 \%$, and so on.

Second scenario: Sponsor with weaker fundamentals and higher DBPS deficit under low returns and growth hypothesis: $\mu=1 \%, \sigma=25 \%, \mu^{\prime}=2 \%, \tau=20 \%, r=3.5 \%, h^{\text {bench }}=$ $500 b p, D i_{0}=250 M \$, L_{0}=500 M \$, A_{0}=300 M \$$.

| $\alpha^{\rho}{ }^{\rho}$ | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.049 | 0.049 | 0.048 | 0.049 | 0.049 | 0.049 | 0.049 | 0.048 | 0.049 | 0.049 | 0.049 |
| 0.1 | 0.05 | 0.05 | 0.052 | 0.053 | 0.054 | 0.056 | 0.056 | 0.057 | 0.058 | 0.059 | 0.06 |
| 0.2 | 0.051 | 0.053 | 0.056 | 0.058 | 0.06 | 0.061 | 0.064 | 0.066 | 0.068 | 0.07 | 0.071 |
| 0.3 | 0.053 | 0.057 | 0.059 | 0.063 | 0.066 | 0.069 | 0.072 | 0.075 | 0.078 | 0.081 | 0.083 |
| 0.4 | 0.056 | 0.061 | 0.065 | 0.069 | 0.073 | 0.076 | 0.08 | 0.084 | 0.088 | 0.091 | 0.095 |
| 0.5 | 0.06 | 0.065 | 0.07 | 0.075 | 0.08 | 0.085 | 0.089 | 0.094 | 0.099 | 0.102 | 0.106 |
| 0.6 | 0.064 | 0.069 | 0.076 | 0.081 | 0.087 | 0.093 | 0.098 | 0.103 | 0.108 | 0.112 | 0.118 |
| 0.7 | 0.067 | 0.075 | 0.082 | 0.088 | 0.095 | 0.101 | 0.107 | 0.113 | 0.119 | 0.124 | 0.129 |
| 0.8 | 0.073 | 0.081 | 0.088 | 0.095 | 0.103 | 0.109 | 0.115 | 0.122 | 0.129 | 0.0 .135 | 0.14 |
| 0.9 | 0.078 | 0.087 | 0.095 | 0.103 | 0.11 | 0.118 | 0.126 | 0.132 | 0.138 | 0.145 | 0.15 |
| 1 | 0.083 | 0.092 | 0.102 | 0.11 | 0.119 | 0.126 | 0.134 | 0.14 | 0.148 | 0.154 | 0.161 |

The results show, once again, a strong enhancement of the default probabilities. However, precisely because of the weaker fundamentals of the sponsor in the second scenario and the higher underfunding of the pension fund, its exposure to the equity component of the pension fund portfolio is lesser than the exposure of the sponsor in the first one. It follows that the wrong way risk due to the investments of the pension fund is relatively weaker in that situation.

Financial conclusions. Investing in equity is a very tempting solution for DBPS managers, in view of the long term higher expected returns that can be achieved on the stock market. However, this strategy may have devastating effects on the sponsor, enhancing its credit spreads and, under bad market and/or idiosyncratic conditions, leading the company to bankruptcy. Our computations, undertaken under conservative modeling assumptions, show that the effect of the DBPS investment strategies may be much greater than one would probably naively expect. This is particularly the case if the correlation of the sponsors corporate value to the equity market is high.

Corporate managers that want to cooperate with pension funds asset managers to achieve together determinate risk objectives (which should be in the interest of all the sponsors stakeholders and may occur e.g. when discussing the refunding of the funds deficit) may do so in two ways. The first one is reducing the exposure to the stock market by switching
from equity to bonds in the DBPS portfolio. The second is to reduce the correlation of the sponsor to the equity component of the portfolio, a result that may be achieved by switching investments, for example to stocks with a different exposure to economic cycles than the sponsor, to other classes of assets or to foreign stock markets.

Epistemological lessons. Pension funds and more generally pensions are an enlightening example of complex systems. Trying to decompose these systems into elementary components will most often fail to account for their joint dynamics on which the behaviour of the system is ultimately based. The case study we have chosen to develop, featuring the effect of correlation between a DBPF sponsor and the stock markets investments of the fund is only one among many phenomena that could be analyzed in relation to pensions. For instance, our computations indicate short term effects (1Y) of this correlation, whereas more important problems can be expected to arise on the long term, due to the structure of pensions payoffs. In practice, the problem of modelling pension schemes is not only theoretical: parameters such as correlation are extremely difficult to calibrate on existing data -even more when they are supposed to account for long term phenomena. These questions can typically not be solved by brute mathematical force and require a delicate blend of technical knowledge, experience and... cartesian good sense.

The fact that this kind of phenomena took so long to be indified seems very surprising in retrospect: the articles by Merton and collaborators on the problems raised by pension plans date from 2004-2006. Insurance companies are used to handle these questions and have been doing so for long using relatively robust accounting and actuarial methods. The shift that could be observed during the last 20 years is based on the replacement of these classical techniques by financial ones inspired by a mark-to-market philosophy backed by the use of mathematical models originating in derivatives trading and related areas. Analyzing this shift is not so easy. Some robustness has been lost by trading long term views on financial markets and economy by short term ones. Mark-to-market techniques increase the volatility of valuations and prices and enhance wrong risks effects: a bad economical environment and bearish stock market conditions will simultaneously deteriorate the valuation of a firm and increase the underfunding of its DB pension plan, leading potentially to feedback effects that can put the survival of the sponsor at risk. On another hand, another kind of robustness has been gained. For example, discounting future pensions payoffs using discretionary rates to compute their present value, as it had been done earlier, was most certainly putting the plans at risk.

At a technical level, the example we treated is based on the use of default probabilities and therefore, implicitely, credit spreads and hazard rates: notions whose mathematical theory (as we used it) has been developed relatively recently, in the context of credit derivatives. The understanding of the effects of correlation between assets has also experienced deep advances due to the problems raised by multiname credit derivatives such as ABS, CDOs, RMBS and the like. Being able to use now these techniques to analyze problems is certainly useful and leads to quantitative assesments that would be impossible otherwise.

Our conclusions are the therefore mitigated. Whereas mathematical atomism is certainly dangerous when used blindly, a good blend of it with global views may pave the way to a good modelling of the phenomena. Or, using a direct language, mathematics cannot be avoided, but cannot be relied on too much and blindly. Progress in finance and economics in domains such as the one of pensions funding has to go on two legs: creating models; criticizing them and fixing boundaries to their validity. By experience, this second leg tends to be amputated. To paraphrase Aristotle: This is ignorance not to be able to understand what a mathematical argument proves and what it does not ${ }^{54}$.
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