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Abstract—A new approximation methodology is proposed in
this paper to reduce the dynamic models of linear multivariable
dynamic systems with slow decay of Hankel spectrum. The main
problem is that for such systems, the dynamics are difficult
to evaluate using directly the classic indexes like the energy
of the state variables or the residues related to the modes
and the existing techniques may not give always satisfactory
results. For this, we propose here a mixed approach based on
the energy of the impulse response and the link between the
modes and the states to better evaluate the dynamics and finally
reduce the model. This preserves the dynamic structure of the
system and allows one to obtain acceptable results with reduced
models of much lower order than the ones obtained by the
classic approaches. Theoretical results are first presented and
a power system practical example is next treated to validate our
methodology.

I. INTRODUCTION

For large-scale dynamic systems, model approximation,
known also as model reduction, is an important step and often
necessary to make more easy some applications like numerical
simulations, behaviour studies and control design. The main
goal is to reproduce the dynamic behaviour and, especially,
the dynamics of interest of the full model with a simplified
one of much lower order. For this, different approaches were
proposed in literature (see, e.g., [1], [2], [3], [4] and [5]) and
all aim to rate the dynamics of the system in order to keep only
the most important ones in the simplified model. However, in
some situations, the direct use of the classic indexes, such
as Hankel singular values, to evaluate the dynamics is not
always appropriate. More specifically, if the values of a given
index are practically the same or decay slowly without an
important gap, one cannot evaluate correctly the importance
of a dynamic against the other ones (see [6]). This can happen,
for example, when all the oscillatory modes of the system have
practically the same corresponding magnitude in Bode gain
diagram, i.e., the system is of large frequency bandwidth. In
addition, even when a significant gap clearly exist, the link
between the major Hankel singular values and the retained
modes (i.e., phenomenon to be reproduced by the reduced
model) may not be direct and well defined.

From a practical viewpoint, these difficulties have also
an impact on some requirements like the preservation of
the dynamic structure of the system. More precisely, as the
dynamics of a physical system are related to the structural

properties of its model like, e.g., the modes (see, e.g., [7]),
it is necessary to keep a physical link between the reduced
model and the full one. The usual way to do is to keep,
into the reduced model, all the modes corresponding to the
phenomenon of interest by using the classic modal truncation
(see, e.g., [2] or [8]). However, when the system has the
properties described previously, such a technique becomes
inefficient. Especially, it leads in such cases to less interesting
reduced models since a large number of modes have to be
kept into them. This is why it is important to develop a suited
methodology to reduce the dynamic model of such systems.

Here, we propose a new methodology to approximate the
behaviour and to preserve the dynamic structure of large-scale
models having mainly the properties described previously. It
is based on a mixed approach in which the energy of the
impulse response and the link between the modes and the state
variables are both combined to find all the relevant modes of
the system. More precisely, by using the participation factors
(see, e.g., [9]), it is shown that it is possible to find all the
modes of the system which have a major impact on the energy
of its impulse response. In this way, the dynamic structure
is preserved by keeping only the important modes into the
reduced model by using the modal truncation. A quantification
index is also given in order to evaluate the accuracy of the
resulting reduced models.

II. MOTIVATION EXAMPLE

In order to introduce the class of systems for which our
approximation methodology is developed, let us consider the
power system of Fig. 1. Generally, this system is used to

Fig. 1. Power system.

study the behaviour of the load voltage (i.e., at the terminal
x = `) with respect to the impedance of the transmission line.
The corresponding dynamic model has two partial differential



equations and it is given by the following infinite dimensional
system 

∂v(x, t)

∂x
= −L∂i(x, t)

∂t
−Ri(x, t),

∂i(x, t)

∂x
= −C ∂v(x, t)

∂t
,

v (x, t) |x=0 = V0 (t)− Z0i (x, t) |x=0,

v (x, t) |x=` = ZLi (x, t) |x=`.

(1)

where v(x, t), i(x, t) are, respectively, the voltage and the
current along the line of length ` and R, L, C are positive
constant parameters which represent, respectively, the resis-
tance, the inductance and the capacitance per unit length. V0 is
the internal voltage of the generator, Z0 its internal impedance
and ZL the load impedance.

In practice, (1) is difficult to be used directly for numerical
simulations or behaviour studies and it is usually approximated
by a large-scale linear system which can be written as (see,
e.g., [10]) 

d

dt
X (t) = AX (t) + BV0 (t)

y (t) = Vout (t) = CX (t)
, (2)

in which the space variable x is discritized over a finite grid.
Based on this, one can then compute the Hankel singular
values of the system (2) in order to see which dynamics are
important in (1). By limiting the size of the grid to 1000 points,
the obtained Hankel singular values are shown in Fig. 2.

Fig. 2. Hankel singular values.

First, one has to specify that to have a one to one correspon-
dence between the Hankel singular values and the energy of
the state variables, the dynamic system (2) has to be balanced
by one of its realizations (see [11]). Obviously, this leads
generally to loss the initial and physical meaning of the state
variables of (2), but the Hankel singular values remains always
the same. Next, one can notice that the difference between each
two successive Hankel singular values of Fig. 2 is very small
even for the little gaps at states 428 and 868. This means that
if these values are used as an index to evaluate the dynamics
of the system like in the balanced truncation technique, all the
dynamics of the system are important to be kept in the reduced

model. In the case of system (2), one has to truncate after the
second gap in order to obtain good results with the balanced
truncation. Same conclusion comes out also when the classic
modal truncation is used (see [6]). This is why an alternative
approach is needed in such cases to well rate the dynamics as
explained in the next section.

III. THE PROPOSED APPROXIMATION METHODOLOGY

From the previous example, it is then clear that a direct
use of the classic approaches to evaluate the dynamics is not
enough to find the most important ones in all situations. Based
on this, our idea here is to develop a new way to find only
the relevant modes of the system by combining the concept
of energy with the one of modal truncation. In literature,
such an idea was considered but the proposed methods are
not compliant with our objectives. For instance, the algorithm
proposed in [12] aims to find an optimal reduced model
preserving the dynamic structure but the poles of the reduced
model have to be specified a priori by the user which is a
difficult task. This is why our goal is to find all the modes of
the system which have a large contribution in the energy of
its impulse response. This is justified by the link found here
between the modes of the system, its input-output behaviour
and the energy of its impulse response. All these aspects are
formalized in what follows.

A. Basic idea of the new approach

To explain the basic idea of our methodology, let us first
introduce the following expression

H (s) =

n∑
k=1

Rk

s− λk
, (3)

corresponding to a development of the transfer matrix of a
dynamic system Σ (An×n,Bn×p,Cq×n) of order n with p
inputs and q outputs where λk are the poles and Rp×q

k their
associated residues matrix. Based on (3), the objective here
is to construct the reduced model in such a way that only
the dominant fractions of (3), i.e., the ones which play an
important role in its impulse response, are retained. However,
to find these dominant fractions, our strategy is more structural
than the classic rule of choice since it comes from a detailed
analysis of the link between the modes of the system and
the energy of its impulse response. More specifically, we
have established that, in the case of modal truncation, one
has a good approximation if the energy corresponding to the
impulse response of the reduced model is close to the one
corresponding to the full model. Mathematically, this can be
explained as follows: if one considers the transfer matrix below

Hr (s) =
∑
i∈I

Ri

s− λi
(4)

as the reduced model of (3) in which only r dominant fractions
are kept where I is a subset of {1, · · · , n}, then the energy1,

1In our context, the term energy means the energy of the impulse repose
of a dynamic multivariable system or equivalently the usual H2-norm of its
corresponding transfer matrix.



given by the usual H2-norm (see, e.g., [13]), of the difference
between the full and the reduced models is given by

C = ‖H (jw)−Hr (jw) ‖22 =

∥∥∥∥∥∥
∑
j∈I

Rj

jw − λj

∥∥∥∥∥∥
2

2

(5)

with jw = s and I is such that I∪I = {1, · · · , n} and I∩I = ∅.
Thus, the main challenge in the proposed methodology is to
find among the rth order truncated representations of the full
model (3), the ones which can make the difference (5) as small
as possible. One can also show that the minimization of (5) is
equivalent to the minimization of the following energetic gap

J =
∣∣‖H (jw) ‖22 − ‖Hr (jw) ‖22

∣∣ (6)

in the sense that if J ≤ η‖H (jw) ‖22 with η ∈ [0 1], then
C ≤ η‖H (jw) ‖22. As a consequence, one has just to construct
the set I so that the energy of the resulting reduced models is
as close as possible to the one of the full model. Equivalently,
find a dominant set of modes Λ = {λi, i ∈ I}, called here
kernel as in [14], which has to be kept in the reduced model
(4) to minimize J . Basically, to do this, one has to develop
the energetic gap J in such a way that the link between the
modes of the system as well as the energies of the full and
reduced models becomes clear and explicit. This is explained
in details in what follows.

B. Development of the proposed methodology

In order to explain, in a formal way, the strategy mentioned
above to choose the modes, let us start by giving a definition
of the participation factors needed for our developments.

Definition 1. (see, e.g., [15]) For an autonomous linear time-
invariant dynamic system given by

dz (t)

dt
= Az (t) ,

where A ∈ Rn×n is assumed of distinct eigenvalues, i.e., λi 6=
λj for i 6= j, the sensitivity of a pole λ` to an element akk of
A is given by the factor pk` = v`kw

`
k ∈ C, i, j ∈ {1, · · · , n}.

Similarly, the sensitivity of a pole λ` to an element akj , k 6= j
of A is given by the factor pk`j = v`kw

`
j ∈ C, where vi,wi

are respectively ith left and right eigenvectors of A, i.e., so
that, {

Avi = λiv
i

wiA = λiw
i
, (7)

and vij ,w
i
j their respective jth components. Both pk` and

pk`j are dimensionless with the properties
∑n
`=1 pk` =∑n

k=1 pk` = 1 and
∑n
`=1 pk`j = 0. They are generally given

by percent of their module.

For dynamic system analysis, pk` and pk`j are known
as participation factors and generalized participation factors
respectively. Especially, pk` is usually used as a measure of
the activity of a mode λ` into a state variable xk (t) and vice
versa.

After giving this definition, the next step is to write the
transfer matrix Hr (s) of the reduced model in function of
the participation factors defined above. In this way, one can
evaluate the contribution of each mode λi, i ∈ I in the
minimization of J by taking into account their contributions
in the state variables of the system. For this, let

Ri = CviwiB,

be a development of each residues matrix Ri of (4), where vi

and wi are as introduced in Definition 1. Based on the latter,
one can also write Ri as

Ri =

n∑
k=1

Ck

pkibk1 +

n∑
`=1, 6̀=k

pki`b`1

 ,

, · · · ,

pkibkp +

n∑
`=1, 6̀=k

pki`b`p

 , (8)

and, consequently, the reduced model (4) as

Hr (s) =

n∑
k=1

Ck

∑
i∈I

1

s− λi

pkibk1 +

n∑
`=1, 6̀=k

pki`b`1

 ,

, · · · ,

pkibkp +

n∑
`=1, 6̀=k

pki`b`p

 ,

where Ck is the kth column of C. From the above expression
of the reduced model, it is not difficult to deduce that the sum
over k makes a reference to the state variables xk (t) , k =
1, · · · , n. Thus, if one split them into xk (t) , k ∈ Γ and
xβ (t) , β ∈ Γ̄ with Γ ∪ Γ̄ = {1, · · · , n} and Γ ∩ Γ̄ = ∅,
one obtains

Hr (s) =
∑
k∈Γ

Ck

 n∑
i=1

1

s− λi

pkibk1 +

n∑
`=1, 6̀=k

pki`b`1

 ,

· · · ,

pkibkp +

n∑
`=1, 6̀=k

pki`b`p

+ K (s) ,

where

K (s) =
∑
β∈Γ̄

Cβ

∑
i∈I

1

s− λi

pβibβ1 +

n∑
`=1, 6̀=β

pβi`b`1

 ,

· · · ,

pβibβp +

n∑
`=1, 6̀=β

pβi`b`p

−
−
∑
γ=Γ

Cγ

∑
m∈I

1

s− λm

pγmbγ1 +

n∑
`=1, 6̀=γ

pγm`b`1

 ,

· · · ,

pγmbγp +

n∑
`=1, 6̀=γ

pγm`b`p

 . (9)



The proof of this result, as well as of the others of the paper, is
not given (but will be included in forthcoming paper) because
of the lack of space but it is shown, by taking the Laplace
transform of the state variables, that the reduced model can
have the following form

Hr (s) =
∑
k∈Γ

Ck

[
X1
k (s) , · · · , Xp

k (s)
]

︸ ︷︷ ︸
HΓ

+K (s) , (10)

for which the associated energy is given by

‖Hr (jw) ‖22 = ‖HΓ (jw) ‖22 + ‖K (jw) ‖22+

+ 2< (〈K (jw) ,HΓ (jw)〉) , (11)

where < (·) is the real part of a complex number and 〈·, ·〉 the
inner product of two transfer matrices (see, e.g., [13]). Thus,
the energetic gap (6) becomes

J = |
(
‖H (jw) ‖22 − ‖HΓ (jw) ‖22

)︸ ︷︷ ︸
δ1

−

−
(
‖K (jw) ‖22 + 2< (〈K (jw) ,HΓ (jw)〉)

)︸ ︷︷ ︸
δ2

|. (12)

From (12), one can see that to minimize J , two expressions
δ1 and δ2 are to be minimized. The first one, i.e., δ1 involves
the state variables Xk, k ∈ Γ while the second one (δ2)
involves the modes λi, i ∈ I. As a consequence, one can
conclude that, in addition to the choice of modes, one has
also to choose the state variables from which the modes are
deduced. The way in which this is done is explained bellow.

1) Selection of modes: Based on the explanations of the
previous section, a suited choice of the modes λi, i ∈ I is the
one which can lead the value of δ2 to be as small as possible.
Using the Cauchy-Schwarz inequality, δ2 can be bounded as
follows

‖K (jw) ‖22 − 2‖K (jw) ‖2‖HΓ (jw) ‖2 ≤ δ2
≤ K (jw) ‖22 + 2‖K (jw) ‖2‖HΓ (jw) ‖2.

Thus, for a given HΓ (s), the condition to minimize δ2 is
to ensure that ‖K (jw) ‖22 is small enough. For this, and
based on (9), a way to do is to choose the modes of Λ
in such a way that all the numerators of (9) have small
values. Such a choice exist and corresponds to all the modes
which have large participations (given by the modulus of their
participation factors) in the state variables xγ (t) , γ ∈ Γ.
Indeed, as

∑
`∈I pk` +

∑
m∈I pkm = 1 for k ∈ Γ ∪ Γ̄ and

|pk`| ≈ 0 implies that both real and imaginary parts of pk` are
close to zero, if all the modes λi, i ∈ I participate actively
in xγ (t) , γ ∈ Γ then they will have weak participations
in xβ (t) , β ∈ Γ̄. As a consequence, the modulus of their
corresponding pβi in (9) will be close to zero. Also, the
remaining modes, i.e., λm,m ∈ I will have large participations
in xβ (t) , β ∈ Γ̄ and weak participations in xγ (t) , γ ∈ Γ,
i.e., the modulus of their corresponding pγm in (9) will be

also close to zero. This is illustrated in the diagram of Fig.
3. For the generalized participations (pγm`) and (pβi`), one
cannot make them all close to zero by a specific choice of
the modes but Proposition 1 claims that if a mode λ` has
weak participations in both xk (t) and xj (t), then pk`j is small
enough.

                  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝜆𝑖, 𝑖 ∈ 𝑰 𝜆𝑚,𝑚 ∈ �̅� 

𝑥𝛾 , 𝛾 ∈ 𝚪 𝑥𝛽 , 𝛽 ∈ �̅� 

|𝑝𝛾𝑖| ≈ 1 |𝑝𝛽𝑚| ≈ 1 

|𝑝𝛽𝑖| ≈ 0 |𝑝𝛾𝑚| ≈ 0 

Fig. 3. Cross participations

Proposition 1. If a mode λ` has participations pk`, pj` of
weak modulus in both states xk (t) and xj (t) respectively,
then, the module of the factor pk`j , which relate the two states
via the mode λ`, is necessarily weak.

After concluding that the wanted modes λi, i ∈ I are all
the ones which has large participations in the state variables
xγ (t) , γ ∈ Γ, the next step is to fix the set Γ to minimize
the value of δ1 introduced in (12).

2) Selection of state variables: For a complete minimiza-
tion of (12), the procedure explained above to choose the
modes has to be completed by finding the set Γ such that
the difference

δ2 = ‖H (jw) ‖22 − ‖HΓ (jw) ‖22 (13)

is kept as small as possible, i.e., ‖HΓ (jw) ‖22 sufficiently close
to ‖H (jw) ‖22. This is based on the link between ‖HΓ (jw) ‖22
and the energy EH = ‖H (jw) ‖22 of the full model. More
precisely, as the energy EH can be written as

EH = ‖HΓ (jw) ‖22+‖HΓ̄ (jw) ‖22+2< (〈HΓ (jw) ,HΓ̄ (jw)〉) ,
(14)

the goal is to get the indexes of all the state variables which
can lead ‖HΓ (jw) ‖22 to be dominant in (14), i.e., so that
‖HΓ (jw) ‖22 �

(
‖HΓ̄ (jw) ‖22 + 2< (〈HΓ (jw) ,HΓ̄ (jw)〉)

)
.

As one can see, (14) involves the energies ‖HΓ (jw) ‖22
and ‖HΓ̄ (jw) ‖22 related to xk (t) , k ∈ Γ and xβ (t) , β ∈
Γ̄ respectively, but also the energy, given by the term
2< (〈HΓ (jw) ,HΓ̄ (jw)〉), of the interactions between these
two sets of state variables . Thus, as

−2‖HΓ (jw) ‖2‖HΓ̄ (jw) ‖2 ≤ 2< (〈HΓ (jw) ,HΓ̄ (jw)〉) ≤
≤ 2‖HΓ (jw) ‖2‖HΓ̄ (jw) ‖2, (15)

the evaluation of the dominance of ‖HΓ (jw) ‖22 in (14) is bi-
ased by the cross energies in the sense that if ‖HΓ (jw) ‖22 �
‖HΓ̄ (jw) ‖22, this not means that 2< (〈HΓ (jw) ,HΓ̄ (jw)〉)
has no importance in (14). As a consequence, if xk (t) , k ∈
Γ are selected to maximize only ‖HΓ (jw) ‖22, the energy
‖Hr (jw) ‖22 of the resulting reduced model Hr (s) might be
close to ‖HΓ (jw) ‖22 but not necessarily to ‖H (jw) ‖22, i.e.,



there is no grantee that the energetic gap defined in (6) is
minimized.

To overcome this difficulty, our solution is to find a particu-
lar realization Σb

(
A,B,C

)
of Σ in which the state variables

are energetically decoupled, i.e., there are no interaction terms.
Such a realization exist and is called balanced realization (see
[11]). Indeed, when the system is put under this realization we
can show that one has the following properties :

i)
p∑
i=1

〈
x̄ik (t) , x̄ij (t)

〉
= 0 for k 6= j.

ii)
p∑
i=1

‖x̄ik (t) ‖22 = σk.

iii) EH =

n∑
k=1

αkσk with αk =

(
q∑
d=1

c̄2dk

)
.

iv)
〈
HΓb

(jw) ,HΓ̄b
(jw)

〉
= 0,

where x̄k (t) , k = 1, · · · , n are the state variables of Σb, σk
the Hankel singular values of Σb (the same with the ones of
Σ) and c̄dk, d = 1, · · · , q, the entries of the kth column of
C. Notice just that all the notations Γ, Γ̄, K (s), HΓ (s) and
HΓ̄ (s), used previously for Σ, are indexed by b for Σb.

Now, as the properties (ii) and (iii) show that each term
αkσk of EH is related to a state variable x̄k (t), one can write

EH =
∑
γ∈Γb

αγσγ︸ ︷︷ ︸
EΓb

+
∑
β∈Γ̄b

αβσβ︸ ︷︷ ︸
EΓ̄b

. (16)

where EΓb
= ‖HΓb

(jw) ‖22 and EΓ̄b
= ‖HΓ̄b

(jw) ‖22.
As a consequence, it becomes more easy to find the set
of the state variables which can minimize the difference(
‖H (jw) ‖22 − ‖HΓb

(jw) ‖22
)

and from which the important
modes have to be retrieved. Indeed, all the (αkσk)k=1,··· ,n
are positive numbers and one has just to organize them in an
increasing order and construct Γb so that EΓb

� EΓ̄b
. In other

words, retrieve all the indexes k corresponding to the largest
terms αkσk, k ∈ {1, · · · , n} of (16). Doing so, the energetic
gap (6) can be bounded as follows∣∣∣EΓ̄b

− ‖Kb (jw) ‖22 − 2‖Kb (jw) ‖2‖H (jw) ‖2
(√

1− δ
)∣∣∣ ≤

J ≤∣∣∣EΓ̄b
− ‖Kb (jw) ‖22 + 2‖Kb (jw) ‖2‖H (jw) ‖2

(√
1− δ

)∣∣∣ ,
with δ =

EΓ̄b

‖H (jw) ‖22
≤ 1.

All these results, allows then to conclude that the conditions
to minimize the energetic gap (6) is to find Γb in such a way
that EΓb

� EΓ̄b
and to select the modes (from Kb (jw)) of

Λ, i.e., λi, i ∈ I as explained before, i.e., all the modes which
participate actively in the state variables x̄γ (t) , γ ∈ Γb.

Remark 1. As Σ and Σb represent the same system, the
important modes (those of Λ) found based on Σb are also
the important ones of Σ and for all other equivalent represen-
tations of the system. However, one cannot obtain the same

modes from (9) by replacing directly Γ and Γ̄ by Γb and
Γ̄b respectively, since the latter are appropriate only for the
balanced realization and not for any representation.

3) Induced truncation error: After explaining the main
steps of our approximation methodology, we present now a
way to evaluate the adequacy of the resulting reduced model
to approximate the behaviour of the full one. For this, let us
first recall that the order r (given by the cardinal of I) of the
reduced model (10) results from the analysis of the system
and does not need to be fixed a priori by empiric or external
knowledge like it is done in several existing approaches. Next,
to obtain an indication on the approximation error, one can use
the index C , given by (5), corresponding to the energy of the
removed modes, i.e., λj , j ∈ I. Indeed, one can show that, if
the kernel Λ is fixed, the relative error Cr = C

‖H(jw)‖22
of the

truncation can be bounded as follows

Cr ≤
∑
k∈I

‖Rk‖F
2|<(λk)| +

∑
i∈I
∑
j∈I,j 6=i

|tr(RiR
∗
j )|

|<(λi)+<(λj)|

‖H (jω) ‖22
.

where ‖ · ‖F is the Frobenius norm and tr (·) the trace of a
matrix. Also, if

∣∣‖H (jw) ‖22 − ‖Hr (jw) ‖22
∣∣ = µ‖H (jw) ‖22

for a given µ ∈ [0 1], it follows immediately from Section
III-A that the relative error Cr can satisfy

Cr =
‖H (jw)−Hr (jw) ‖22

‖H (jw) ‖22
≤ µ. (17)

In this way, and after constructing the reduced model Hr (s),
µ can be computed to check a priori if the resulting reduced
model is able to well approximate the impulse response of
the full one. Notice just that if one wants to diminish again
the value of µ, one can do it by increasing the order r of the
reduced model. For this, one can either increase the number
of state variables x̄γ (t) , γ ∈ Γb to increase again the value
of EΓb

or diminish the limit value from which the modes are
considered of weak participations in the state variables, e.g.,
set 0.08 (i.e., 8%) instead of 0.1 (i.e., 10%).

C. Construction of the reduced model: practical algorithm

In this section, the implementation of the new proposed
methodology is summarized in the following algorithm:
Step 1. Compute the balanced realization Σb of the model Σ.
Step 2. Find the set Γb and the corresponding state variables

x̄γ (t) , γ ∈ Γb as explained in Section III-B2.
Step 3. Compute the participation factors of the modes into

the state variables selected at step 2.
Step 4. Find the kernel Λ by selecting the modes of high

participations in the state variables found at step 2
(see Section III-B1).

Step 5. Keep the modes of Λ found at step 4 into a reduced
model by using the modal approximation.

IV. VALIDATION TEST

To validate our methodology, the test is done considering
the power system of Fig. 1 for which none of the usual
techniques mentioned previously can give satisfactory results



with a reduced model of low order (see [6]). As shown by
the numerical simulations presented bellow, our methodology
give, however, acceptable results for both order and accuracy
of the reduced model.

A. Model approximation

In our case, and based on the steps of the algorithm pre-
sented in Section III-C, a kernel Λ of 171 modes is found for
the discretized model (2) of order 1000. All are not necessarily
the ones corresponding to the largest Hankel singular values.
This shows that, in this case, the evaluation of the dynamics
based on the contribution of the modes in the energy EH is
better than the classic one based only on the Hankel singular
values.

Fig. 4. Bode diagram comparison between the original and the new reduced
model of order 171.

B. Reduced model validation

Fig. 5. Comparison between step responses of the new reduced and the
original models.

Fig. 5, shows a comparison between the step responses
of the full model and the reduced one obtained by the new
technique which is of order 171 as mentioned above. As one
can see, it reproduces correctly the behaviour of the full model
with only some acceptable differences. Moreover, this result
is much better that the one obtained by the classic modal
truncation restricted at order 172 which provides inappropriate
behaviour (see [16]). In frequency domain, the result of the
approximation is also quite satisfactory since, as shown in Fig.
4, the new reduced model reproduce the frequency behaviour
of the full over a large frequency bandwidth (up to 105 rad/s).

This means that even the phenomenon of high frequency are
captured by the resulting reduced model.

V. CONCLUSION

In this paper, a new approximation methodology is de-
veloped to approximate linear multivariable dynamic systems
with slow decay of Hankel spectrum. It is based on a mixed
approach by which all the important modes of the system
are found based on their contribution in the energy of the
impulse response of the system. In this way, the structure
of the system is preserved and all the physical phenomenon
like electromechanical oscillations keep their physical meaning
in the reduced model. A numerical validation test is done
and, compared to the classic methods like balanced or modal
truncations, better results are obtained for both order and
accuracy of the reduced model particularly in the case where
the Hankel spectrum decays slowly. Forthcoming publications
will give full proofs of the theoretical results presented here
and applications of this methodology in modelling and analysis
of power transmission systems.

REFERENCES

[1] A. C. Antoulas, Approximation of Large-Scale Dynamical Systems.
Philadelphia, USA: SIAM, 2005.

[2] W. H. A. Schilders, H. A. van der Vorst, and J. Rommes, Model
Order Reduction: Theory, Research Aspects and Applications. Berlin,
Germany: Springer-Verlag Berlin Heidelberg, 2008.

[3] R. E. Skelton, “Component cost analysis of large scale systems,”
International Journal of Control, vol. 37, no. 2, pp. 285–304, 1983.

[4] S. Gugercin, “An iterative SVD-Krylov based method for model reduc-
tion of large-scale dynamical systems,” Linear Algebra Appl, no. 428,
pp. 1964–1986, 2008.

[5] P. V. Dooren, K. Gallivan, and P. Absil, “H2-optimal model reduction
of mimo systems,” Applied Mathematics Letters, vol. 21, no. 12, pp.
1267–1273, 2008.

[6] M. Belhocine and B. Marinescu, “A mix balanced-modal truncations
for power systems model reduction,” in Proc. of the European Control
Conference (ECC). IEEE, 2014, pp. 2721–2726.

[7] G. Rogers, Power System Oscillations. Boston, USA: Kluwer Academic
Publishers, 2000.

[8] J. Rommes, “Methods for eigenvalue problems with applications in
model order reduction,” Ph.D. dissertation, Utrecht University, 2007.

[9] G. C. Verghese, I. J. Perez-Arriaga, and F. C. Schweppe, “Selective
modal analysis with application to electric power systems, part i:
Heuristic introduction, part ii: The dynamic stability problem,” IEEE
Transactions, vol. PAS-101, no. 9, pp. 3117–3134, September 1982.

[10] F. Cellier and E. Kofman, Continuous System Simulation. USA:
Springer, 2006.

[11] B. C. Moore, “Principal component analysis in linear systems: Con-
trollability, observability, and model reduction,” IEEE Transactions on
Automatic Control, vol. 26, no. 1, pp. 17–32, February 1981.

[12] C. Poussot-Vassal and P. Vuillemin, “An iterative eigenvector tangential
interpolation algorithm for large-scale lti and a class of lpv model
approximation,” in Proceedings of the European Control Conference,
2013, pp. 4490–4495.

[13] K. Zhou and J. C. Doyle, Essentials of robust control. Prentice hall
Upper Saddle River, NJ, 1998, vol. 180.

[14] G. N. Ramaswamy, G. C. Verghese, L. Rouco, C. Vialas, and C. L.
Demarco, “Synchrony, aggregation and multi-area eigenanalysis,” IEEE
Trans. Power Syst., vol. 10, no. 4, pp. 1986–1993, Nov. 1995.

[15] F. Garofalo, L. Iannelli, and F. Vesca, “Participation factors and their
connection to residues and relative gain array,” in Proc. of the 15th IFAC
Triennial World Congress, 2002.

[16] M. Belhocine, “Modélisation et analyse structurelle du fonctionnement
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