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CONVERGENCE ANALYSIS OF ASYMPTOTIC PRESERVING SCHEMES
FOR STRONGLY MAGNETIZED PLASMAS

FRANCIS FILBET, L. MIGUEL RODRIGUES, AND HAMED ZAKERZADEH

ABSTRACT. The present paper is devoted to the convergence analysis of a class of asymptotic
preserving particle schemes [Filbet & Rodrigues, SIAM J. Numer. Anal., 54(2) (2016):1120-1146]
for the Vlasov equation with a strong external magnetic field. In this regime, classical Particle-In-
Cell (PIC) methods are subject to quite restrictive stability constraints on the time and space steps,
due to the small Larmor radius and plasma frequency. The asymptotic preserving discretization
that we are going to study removes such a constraint while capturing the large-scale dynamics, even
when the discretization (in time and space) is too coarse to capture fastest scales. Our error bounds
are explicit regarding the discretization, stiffness parameter, initial data and time.
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1. INTRODUCTION

1.1. Strongly magnetized plasmas. Magnetized plasmas are encountered in a wide variety of
astrophysical situations, but also in magnetic fusion devices such as tokamaks, where a large external
magnetic field needs to be applied in order to keep the plasma particles on desired tracks. In
numerical simulations of such devices, this large external magnetic field should be taken into account
for pushing the particles, in particle methods [1]. However, due to the magnitude of the concerned
field, this often adds a new time scale to the simulation, thus possibly a stringent restriction on
the time step. In order to handle this additional timescale, one may wish to use numerical schemes
whose stability is independent of the restrictive time step, and that compute approximate solutions

Date: March 17, 2020.

FF is supported by the EUROfusion Consortium and has received funding from the Euratom research and training
programme 2014-2018 under the grant agreement No 633053. The views and opinions expressed herein do not
necessarily reflect those of the European Commission.

Research of LMR has received funding from the city of Rennes.

HZ was supported by LabEx CIMI Toulouse and, partially, by Institut Universitaire de France.
1



retaining the large-scale behavior implied by the external field, even when time steps are too coarse
to capture fast oscillations.

To get some first intuition, one can consider the simplest possible situation and follow the trajec-
tory of a single particle in a constant magnetic field B subject to no electric field. This trajectory
turns out to be a helicoid along the magnetic field lines with a radius proportional to the inverse of
the magnitude of B. Hence, when this field becomes very large, the particle gets trapped along the
magnetic field lines. A slightly more precise description of the dynamics is that particles spin around
a point on the magnetic field line, the “guiding center”, whose velocity is smaller than the particle
velocities. When electric field effects are taken into account and the magnetic field is not constant,
the situation is more complicated, but still, the apparent particle velocity is smaller than the actual
one and in many situations the link between the real and the apparent velocity is well-known in
terms of electromagnetic fields B and E; see [3, 11, 14, 29, 32, 35] for instance.

The behavior of a plasma, constituted of a large number of charged particles, is even more compli-
cated and may be described by the Vlasov equation coupled with the Maxwell or Poisson equations
to compute the self-consistent fields. The Vlasov equation models, in essence, the evolution of
a system of charged particles under the effects of external and self-consistent fields by describing
the time-evolution of the unknown f(¢,x,v), depending on the time ¢, the position x, and the
velocity v, which represents the distribution of particles in the phase space for each species with
(x,v) € R%= x R¥% (dg,d, = 1,2,3), as

?){ + divg(vf) + div,(Ff) = 0,
(1.1)
f0,-,9) = fo.,

where the force field F(t, , v), which is coupled with the distribution function f, makes the equation
nonlinear. For instance, for the single-species Vlasov—Poisson model, the force field stems from the
electric field E(t, ), i.e., it reads

(1:2) F(t,e,0) = Blhe),  Bltha)=-Veo(t,a), —Dad=1,

where (m, q) are the elementary mass and charge (of one particle), ¢(t, x) is the electric potential, ¢
is the electric constant, and the charge density p(¢, ) is given in terms of the distribution function
as

p(t,x) :==q f(t,z,v)dv.
Rdv

When, in addition, we take into account a magnetic field B(¢, ), the Lorentz force applies, i.e.,
F(t,z,v) = 4 (E(t,z) + v AB(t,x)).
m

Although the framework of our investigation can be adapted easily to the multi-species case, we
shall only consider the single-species case, for the sake of simplicity, and scale parameters to (m, q) =
(1,1).

As we are principally interested in the analysis of numerical schemes, we shall limit our focus to
the quite simple case, with an external uniform magnetic field (in direction and magnitude), so to
illustrate the bottom-line of the analysis with more ease. Note that, making such an assumption,
we deprive ourselves of investigating phenomena such as curvature effects while we will be able to
decouple dynamics in parallel and normal directions (with respect to the magnetic field), hence, we
may concentrate on the particle motion in the perpendicular plane. More explicitly, in the present
paper, we set

B(t,z) =

[en}

e\



and follow only the evolution of the first two components of the Cartesian space, = (1, 22) € R2.
The parameter € is related to the ratio between the reciprocal Larmor frequency and the advection
timescale; see [11, 23] and references therein for more details on such a scaling. We are particularly
interested in the regime where 0 < ¢ < 1 as it implies that the magnetic field is very strong, which
is required to confine the plasma, practically speaking.

Under these assumptions, the “long-time coherent behavior” arising in plasmas submitted to a
strong external and uniform magnetic field will be obtained by the following Vlasov equation:

afa : € : 1 1y pe _

Y + divg(vf©) + divy (E—g'v )f¢)] =0,
(1.3)

fa(o,'v') = an
where the orthogonal velocity v := (—vg2,v1) can be seen as the rotation of the original velocity
with the rotation matrix J:

1 10 -1

(1.4) v =Ju, J'_[l 0}.

At the continuous level, considerable efforts have been made on the rigorous derivation of reduced
models from kinetic transport equations like (1.3), i.e., in the so-called oscillatory limit ¢ — 0 in
which, there are very fast temporal oscillations in the plasma, of time scale O(¢?), in the orthogonal
direction to the magnetic field; see [22, 31, 24, 25, 14] for relatively recent panoramas on the question.
In fact, one can obtain this limit system either using the formal Hilbert or Poincaré expansion (as
in [12, 13]) or by a rigorous approach (only when the magnetic field is homogeneous in space), cf.
[19, 20, 34] or more recently using the characteristic curves [33]. Nonetheless, the most remarkable
mathematical result is restricted to the two-dimensional setting with a constant magnetic field and
with interactions described through the Poisson equation, and yet validates only half of the slow
dynamics; see [34], which is built on [20] and recently revisited in [33]. In fact, the reduced limit
system for the weak limit f¢ — f writes [19]

0 1
(1.5) a—‘:—EL-me—§A¢vL~va:O, (x,v) € R,
while the limit of charge density converges to a solution of the following [34]:
0
(1.6) 8—5 —Vm-(,oEL) =0, x € R%.

For the three dimensional linear Vlasov equation with an applied and smooth electromagnetic field,
we refer to [14] for a recent study

From the discrete point of view, we are seeking methods which are able to capture this singularly
oscillatory limit, so that the numerical method provides a consistent discretization of the limit
system as € — 0, a concept known as asymptotic consistency, with the numerical parameters to be
independent of the singular scaling parameter €. This concept has been widely studied for dissipative
systems, since the pioneering works of [26, 28], in the framework of asymptotic preserving (AP)
schemes; see also the review paper [27]. In the design of well-adapted numerical schemes to capture
the slow part of the dynamics with a rather coarse discretization (compared to the fast scales), one
could mention the two-scale convergence method [18, 19], the micro-macro decomposition in [6],
lifting with multiple time variables [8, 9, 10, 4], exponential integrators [16, 17|, frequency filtering
[21], and implicit-explicit time discretizations [12, 13, 36]. The reader is also referred to [5, 7] for
some numerical comparisons, including comparisons with more standard methods.

In the present work, we investigate the strategy of a series of work [12, 13, 15], which live
in the context of particle methods [30], and hinge upon investigating the characteristics of the
system, instead of using directly the PDE. Our goal, indeed, is to provide a complete convergence
analysis of the Particle-In-Cell (PIC) methods introduced in [12], solving for the following system
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of characteristics:

(1.7) evl(t) = E(t,z.(t)) — "’i(t),
x.(s) = x?, ve(s) = vZ,

for t > 0 and for any regime of the scaling parameter . So far, and in [12], some well-adapted
schemes have been designed and analyzed in the regime where €2 is much smaller than the time
step of the numerical scheme. Here, we shall perform a complete convergence and asymptotic error
analysis for any values of the asymptotic parameter € and of the time step, denoted At in the sequel.

In order to performing such an analysis, we start with estimates for the continuous model in
§2, followed by the discrete estimates for two versions of first-order numerical schemes in §3 and
§4. Then, we establish the convergence analysis for a second-order L-stable method in §5, and we
provide some numerical illustrations in §6.

To carry out a complete and rigorous analysis, details of the system and the schemes obviously
come into play but some enlightening insights on the final outcomes may be obtained by considering
an abstract system. We conclude by providing the reader with such abstract considerations in
Appendix A.

Notational convention 1.1. Hereinafter, and for the sake of brevity, we use

o < A to denote < cgA for some universal constant cg, and
e < A to denote < co(a)A for some constant ¢y depending on «. introduced in [12], for the

two-dimensional system with a homogeneous external magnetic field.

Notational convention 1.2. Our estimates shall be expressed in terms of
Ko = |E|lp~, Ki = |0E|;e, Ki = ||[deElr>, Kpo = [[d2E| >,

In particular, we assume global bounds on the electric field and its derivatives. We expect that a
counterpart could be obtained when fields are only locally bounded but the initial density is compactly
supported. We omit, however, to state and prove this variant of our results as required adaptations
are expected to be quite technical but rather classical.

Remark 1.3. Part of our motivation to make explicit the dependence on E in our estimates comes
from the will to reduce the gap in extrapolating our results to a more nonlinear context where field
equations couple fields to densities. In this respect, it is crucial to note that each time derivative of
E leads to an extra e-factor, since in a nonlinear context one expects to prove uniform L°°-bounds
only on (sﬁt)ade and not on Bf‘de itself.

2. OSCILLATORY LIMIT OF THE CONTINUOUS MODEL

In this section, we consider the characteristic system (1.7) of the Vlasov equation (1.3) in the
oscillatory limit, which corresponds to the limit system (1.6). It is worth mentioning that our
presentation of the asymptotic analysis at the continuous level is close to [14, §3], though with a
different scaling for the time. Despite this similarity, we prefer to expound this continuous analysis
mainly because, later on, and at the discrete level, we have to go along similar lines for the numerical
method.

We aim to compare the characteristic system (1.7) with the limit system as ¢ — 0, that is, the
guiding-center approrimation, obtained as the solution of the following equation:

x'(t) = —Et(t,z(t)), Vt>0,
(2.1)
x(s) =x°.



In particular, in this section, we prove & = 1irr(1) . when (x.,v.) solves (1.7) and « solves (2.1), and
E—

we quantify the corresponding error estimate.
To work with a quantity that is slower than x., we introduce y. defined as

(2.2) Ye(t) = x(t) — 5vé(t) ,

where the couple (z., v.) is the solution to the characteristic curves (1.7) of the kinetic model (1.3).
Note that, hereinafter and for later use, we denote by

(Xe(t, 5,22, 02), Vet 5,22, 07)) = (@(1), ve(1))

the value of the solution to (1.7), at any time ¢, and accordingly Y. (¢, s, zZ, v?) := y(t). Likewise,
when @ solves (2.1), we denote X(¢, s, x®) := x(t).

As a preliminary remark, we note that solutions to (1.7) are global in time as soon as E € L*.
Also, we fix classical notation W¥? for the Sobolev space with derivatives up to order k, measured in
the LP norm. We shall use, hereinafter, canonical Euclidean ¢>-norms on vectors and corresponding
operator norms on linear operators and matrices. Then, we have the following result:

Theorem 2.1. (i) Assume that E € W1°. Then, for any ¢ > 0, for the difference between flows
of (1.7) and (2.1), we have

X (2,0, 22, v)) = X(¢,0,22)|| § eef (14 2) ([02] +¢) .
(ii) Assume that E € W2, Then, for any ¢ > 0, we have

IYe(t,0,22, vd) = X(1, 0,2 — () D) S € (L +t1) e Mt (142 + [[02)) .

£

o]

Remark 2.2. The reader may rightfully remark that the foregoing estimates do not scale sharply
when t — 0 ort — oco. For instance, as the left-hand side vanishes at time t = 0, one could expect
that the right-hand vanishes as well. Indeed, one may simply resolve such an issue by changing the
O(e) bound (for the first case) into O(min(e,t/e)), by taking into account direct bounds on time
derivatives. However, we have chosen to disregard this refinement as this provides an improvement
only whent = O(?). Also, in the reverse direction t — oo, we have chosen not to optimize constants
or power of times. Typically, for the sake of simplicity, we have chosen to use bounds such as

Kzt_l

t e
eK’”t/ e Kesds = ————
0

telet,
K,

IN

Before detailing the proof of Theorem 2.1, we would like to highlight that, in essence, there are
two steps in the proof :

(i) The first step is to prove the boundedness of the solutions of the characteristic system (1.7)
with respect to €, sometimes referred to as e-boundedness below. We will discuss this kind of
e-uniform estimates in §2.1. Note that rough direct bounds would predict blow up in terms of
g, not because of the skew-symmetric e~2 term but due to existing e ! terms.

(ii) In the second step, one derives, from system (1.7), that the function to be compared with,
either . or y., satisfies an equation, which is asymptotically close to the expected limiting
equation (2.1), the guiding center equation. This step is algebraic in nature and is carried out
in §2.2. It builds upon the fact that the velocity equation in the characteristic system (1.7)
yields that, formally speaking, v. is the sum of a quantity of size ¢ and the time derivative of
size €2. Note that the first step precisely ensures that this formal reasoning is valid.

The conclusion is then obtained, also in §2.2, by combining the two steps with a stability estimate
on the expected limiting equation.
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2.1. Uniform estimates on characteristics. In order to establish uniform estimates with respect
to e, we, firstly, define a new variable called z., as !

(2.3) z.(t) == v.(t) + eEL(t,x(t), t>0,

whose temporal dynamics is more purely oscillatory than the one of v, in the sense that the influence
of non-oscillatory terms is less significant, namely here 2. + e 22 = O(1) whereas v + e 2v} =

O(e71). This can be seen explicitly, since the time evolution of z. (cf. [12, eq. (5)]) obeys

1 1L d 1
Zé(t) = _?za (t) + EaE (t7 w€(t))7
1

(2.4)
= 5 2 (0) + OB (L) + doE (2. (1)) (ze(t) _ gEi(t,xE(t))) ,

by using € . (t) = v.(t) from (1.7). We should emphasize that the motivation for introducing z. and
looking for a dynamics as purely oscillatory as possible is that the oscillatory part of the evolution
preserves the Fuclidean norm, hence one obtains readily a good estimate by using z., as in the
following lemma.

Lemma 2.3. Let us assume that E € WY and consider the system corresponding to the charac-
teristic curves of the Viasov equation (1.7). Then, the auziliary variable z. introduced in (2.4) and
the velocity v are bounded as

lz= @) < et ([lvg]| + e Ko) +ete’" (K + K, Ko) |

loe (@O < llze()]] + Koe.

Proof. By taking the scalar product of (2.4) with z.(¢), which cancels out the singular term
—z2X(t) /€%, we obtain

1d

g =01 = e z(t) - OB (¢ 2-(1))

+ z.(t) - de B (t, 2o (1) 2:(t) — € 2:(t) - (AxETED)(t, (1))
< e K|zl + Ko llz=(6)? + ¢ Kz Ko |z(t)] -

Denoting by to the supremum of times in [0,t] where z. vanishes?, one may simplify by | z.|| on
(to,t) to derive for any s € (to,t)

qlZl(s) < Ko llze(s)]l + e (Bt + Ka Ko)

which, by integration, it yields

Iz < " zo(to) || + & (¢ — to) ™= 710 (K + K, Ko)
eBel|| 2 (0)|| + et et (K; + K, Kp) .

IN

The second estimate, on v.(t), follows readily from v.(t) = 2-(t) — eE* (¢, z-(1)). O

So, one concludes that provided that the electric field is regular enough, e.g., E € W5, the
norms ||z|| and ||ve|| are bounded locally in time, uniformly with respect to e.

INote that the definition of z. differs from the one in [12] only by a scaling of ¢.
2By definition to = 0 if z. does not vanish.
6



2.2. Proof of Theorem 2.1. Now, we derive from the second equation of (1.7)

Fwh (1) — B aa() = D

which, combined with the first equation of (1.7), yields
(2.5) (xe —ev)'(t) = ~E-(t, (1))

This shows that @, satisfies an equation seemingly close to the guiding center equation (2.1).
Then, in order to prove the first estimate of Theorem 2.1, we subtract (2.5) from the limit system
in (2.1), integrate over [0, ¢], and use the Lipschitz bound on E as well as Lemma 2.3, to obtain

lae= (£) = X(¢,0,2) || < e(|v2]| + [[v=(®)]]) + Kx/o = (s) — X(s,0,22)] ds

(2’6) < Kx/o wa(s) B X(37 0, .’Bg)H ds

+el|v?|| +e (Koe + "= ([|02]| + € Ko) + et ™! (K, + K, Kp)) .
At this stage, we are ready to apply Gréonwall’s lemma (in the integral form): Let A, a, and K

be non-negative constants such that

(2.72) A(t) < a(t) + K /0 "A(s)ds, W0,
Then, it holds

(2.7b) Alt) <a(t)+ K /0 t eKt=9)g(s)ds,  Vt>0.

For applying this lemma to the bound of ||z (t)—X(¢, 0, 2)|| in (2.6), we make use of crude estimates
for simplicity:

t t
/ €K(t—s)sa €Ks ds < eKt ta-i—l, / €K(t—s)sa ds < eKt ta—i-l’
0 0
Thus, one gets
lo-(t) = X(t,0.20)]| § e’ (1 + ) (Jlo?| + Ko+t (K + K, Ko) ) -

This concludes the proof of the first part of Theorem 2.1 (using that ¢ < (1 + t2)).
Now, in terms of the new variable y. := x. — ¢ v, defined in (2.2), equation (2.5) writes

Ye(t) = —BEL(Lye(t) +eva (1), V=0,
(2.8)

y=(0) = Ilﬁg - E(US)J—'
By Taylor expansion (with integral remainder) we obtain
(29) y;; = _EL(ta yE) — € deEL(t yE) ’UEL + 62 ®€(t7 Ye, ,UE) 9

where the remainder function ©, is bounded as
1
1©c(t, ye, ve)|| < B Koo H'U€H2 .

Recalling that we would like to obtain an evolution equation for y. that would be an O(e?)-
perturbation of the guiding center equation in (2.1), the issue, now, is to replace the variable
ve on the right hand side of (2.9). For this purpose, we use, once again, the second equation of

(1.7) written as v: = —e2v. + ¢E(t,z.), and conclude that

y{{: = _El(tv'ya) — & d:cEL(uya) E(t7$a) + @e(tayavva)} + & d:cEJ_(tvya) vé.
7



The last term of the foregoing equation will be written with the help of a complete time derivative,
1.€.,

/
dwEL (t, ya) ’vé = <dwEl (tv ya) 'Ua) - <8td:cEL (t, ya) + diEL(ta ya) y:;) Ve .
Then, using (2.5), we obtain

’
(ys - 53dwEl (t7 ya)”a) = -E' (t’ ya) —¢? [deL (t, ya)E(ta 935) + ea(ty Ye, 'Ua)}
" (0daE (o) — 2B (1Y) B (1, 2.)) 0.

which is an equation O(g?)-close to the equation in (2.1).
Finally, and similarly as for the first estimate, we subtract the foregoing equation from the

equation in (2.1) for a solution emanated from ¥ — (v2)* at s = 0, integrate over [0,1], and use

the Lipschitz bound on E as well as Lemma 2.3, to get
lye(t) — X(t,0,2 — e(v0))]| < K. / lye(s) — X(s,0,22 — (o)) ds

t
+¥?Ammeﬂ%+%%%“mws

+ e Ky (2] + o)) + e* Ko Ko t.

In the same line of argument as for the first estimate, that is, using Lemma 2.3 and the Gronwall
lemma, one obtains after some manipulations

ly=(t) — X (¢, 0,22 — e(v)7)|
Selteft (14 Kpt) [P Koul|0?)? + Ky Ko
+e? et (14 Kot) (|02 + e Ko) [te =" Ko Kup + t (Kpp + Kio Ko) + Ko
+ette et (1+ Kpt) (K + Ky Ko) [Kpo t2 €™ (K + Ky Ko) + t (Kpp + Koo Ko) + Ko
which concludes the desired estimate by employing Young inequalities, typically, in the form

etllvgll S et + |2

2.3. From characteristics to PDE’s: estimates on the density. As we will explain in this
section, thanks to L*°-bounds on the characteristics system (see Lemma 2.3) and its asymptotic
evolution (see Theorem 2.1), it is straightforward to derive bounds on particle distributions, that
is, on the densities, in the W 5! topology. We recall that in the dual space W11 := (W1 OO)* the
canonical seminorm is defined by

/ edp| ,

for 4 € W11, Incidentally, note that the seminorm on W =11 defines a distance, equivalent to the
1-Wasserstein distance, on probability measures with a finite first moment.

Let us also recall the classical link between characteristics and solutions to continuity equations.
In fact, the solution of an abstract continuity equation

AG + dive(X G) = 0

with initial datum Gy, writes G(t,-) = A(t,0,-)«(Go), where A is the flow associated with the
differential equation a’ = X(t,a), and A,(u) denotes the push-forward of p by A, which is defined
by

lallyp1a == sup
Vellpoe <1

<.A*(,LL), @) = <:U'v ¥ o A> )

for all test-functions . Note that the backbone of particle methods is the fact that the push-forward
of a Dirac mass is given by A.(day) = 0 4(ay)- Note also that when &’ is divergence-free, the formula
8



matches the one solving the associated transport equation, namely G(¢,-) = Gg o A(0,t,-), where o
stands for function composition, but differs otherwise.
In particular, solutions to (1.3) are obtained as

fE(t7 ) = (X87 Va)(ta 0, )*(f0)7

and, consequently, the corresponding charge density reads

p5<t, ) - st(t?O? )*(fO) :

Having these, one can readily derive the following estimate on the density.

Corollary 2.4. Assume that the electric field is Lipschitz E € WY and that fo is a probability
with finite first moment. Then, for any e > 0, the following estimate holds

16°( ) — oty Vgprn S ecet(1 4 82) / (e + Ioll) dfole,v),
E R2 xR2

where p° is the charge density computed from f¢ solution to (1.3) whereas p solves to (1.6) with the
same initial datum as p°.

Proof. For any test function ¢ € W°°(R?), one gets from the formula recalled above
G o)) = [ (pKelt0.2.0) - ¢ (X(10.2%)) dfo(a0).
so that
6"t = ot < IVl [

and the proof is concluded by applying the first part of Theorem 2.1. O

IX(t.0.20) = X(1,0.2) | d oz v),

X

3. FIRST-ORDER SCHEME ON THE ORIGINAL SPATIAL VARIABLE

In the present section, we first complete the analysis of the first-order IMEX method introduced
n [12]. For a chosen constant time discretization step At, we define a discrete time evolution, for
n > 0, by

zt —an !
At N ’
(3.1) 1 c -
sv?+ —’U? — E(t .CL'”) o (,U::H_ )
At e e

where t, = n At. Note that the scheme (3.1) is semi-implicit but the implicit part (the velocity
update) is linear. It only requires solving the 2 x 2 linear system

e St = o+ 2B, )
This highlights the role played by the matrix Id + A J, with A := At/e? > 0 and J as in (1.4); see
Lemma 3.6 for further discussion on this matrix.

As we will see later on, in Theorem 3.1, the scheme (3.1) has a unique solution, which means that
it allows defining the sequence (zZ,v”),>0, which is expected to approximate the solution (z.,v.)
of (1.7) at times (t,)n>0. The foregoing scheme is designed to capture the evolution of the space
variable . even when At > €2, i.e., the asymptotic regime in which the traditional schemes are
doomed to fail due to instability. We aim to show that this asymptotic convergence is sufficient
for obtaining an e-uniform error estimate, i.e., to ensure that the convergence of the scheme for
the numerical error ||z.(t,) — | will be locally uniform with respect to ¢, € RT and ¢ € RT.
Moreover, we will reveal that the convergence rate can be improved on the guiding center variable y.
compared to x. itself, when ¢ < 1. Indeed, this variable, introduced in (2.2), may be thought as a
slower version of x., hence it is expectedly more advantageous to be used in the strongly oscillatory

9
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regime. To state comparisons for the discrete dynamics, we introduce the discrete counterpart of
y:(t) in (2.2), that is,

yr =al —e(vl)T,
for which, using the scheme (3.1), one gets the update

n

+1
g — Y _ _wl n ny.L
(3.2) S = “E(ty, ¥l +e(v)7).

At

By taking formally the limit ¢ — 0, we would anticipate that, at the discrete level, the reduced
asymptotic model for the limit of = is the explicit Euler scheme, that is

mn—&—l —x"
At

Now, we can state our main theorem on the scheme (3.1).

(3.3) = —Et(ty,z"), forn>0.

Theorem 3.1. The first-order scheme (3.1) possesses a unique solution. Moreover
(i) when E € W1, the space variable x. satisfies for alln >0, At >0 and & > 0,

a2 — 2 (t)] S

~
E

At
(1+2) 2Bt (1 4 [|[v2]| + &) x min <3(1 +e?), At + 5),
€

(ii) when E € W2 the guiding center variable y. satisfies for alln >0, At >0 and & > 0,

E

. [ At
ly2 = ye(ta)ll S (L+t5) ot (1 + 02| + %) x min (53 (1+e),At+ 52> -

Corollary 3.2. Theorem 3.1 implies that, for different regimes of At and ¢,

%(1+52), if At <et,
(3.4) |27 —z(tn)| < (1+e)q & if e*SAtZe,
(tn B, |02 At, if <At
and
1 +e), if At<ed,
(3.5) Iyl —ye(t)ll < (1+£%) &2, if & SAtSER,
(tnE, 02 At if €2 < At.

Remark 3.3. The estimates of Corollary 3.2 shows that for a fired At, when € is either sufficiently
small or sufficiently large, both estimates boil down to a uniform O(At) estimate. Nonetheless, the
worst-€ scenarios yield the following uniform rates :

el —z(ta)| S (A4, ly? —ylta)l S (AP,
(tn B, [|02]]) (tn, B, 021

obtained, respectively, when At ~ e* and when At ~ &5,

Based on the foregoing estimates, it will be painless to obtain an error estimate at the particle
density level. Note, however, that the full PIC error estimates would involve errors not due to the
time discretizations and, hence, not taken into account here. To state the corresponding corollary,
we denote the discrete flow (X2, V2Y)(t,,,ts, %, v°) as the solution to (3.1) starting from (x*, v*)
at index s. Note in particular that n > s > 0 and t¢,, = nAt, t; = sAt. For later use, we also set

Y?t(tn,ts, x®,v°) = (X?t — E(V?t)L)(tn,ts, x® v°).

10



Corollary 3.4. Assume that the electric field is E € Wb and that fq is a probability with finite
first moment. Then, for any € > 0, the following uniform error estimate holds

E R2x

. [ At
et ) = Pt =1 S min <53<1+s2>7m+e> (i) [ (et fol) diev).

where p° is the charge density computed from f¢ solution to (1.3) whereas p3, is defined at times
(tn)nEN = (nAt)nEN by
peAt(tTH ) = XeAt(tna 0, )*(fO) :

As suggested by the presence of the min function in claimed estimates, the proof of Theorem 3.1,
provided in subsequent subsections, combines two kinds of estimates: the At/e® part which arises
from a detailed version of classical convergence estimates (Proposition 3.7 below), and e-uniform part
which stems from combining three estimates through the triangle inequality, namely, asymptotic
estimates at continuous (Theorem 2.1) and discrete (Proposition 3.11 below) levels, and a classical
convergence estimate for the non-stiff reduced asymptotic model (e-independent), which will be
discussed in Proposition 3.9 below. Thus, eventually, it leads to an error estimate which is O(e+At),
i.e.,

[@e(tn) — 22|l < llze(tn) — 2] + l2(tn) — 2| + [l" 22| < e+ At+e,

(tn B, 021D

with x(t,) solving (2.1) and (x™),>0 solving (3.3).

3.1. Direct convergence estimates. In this section, we discuss direct convergence estimates, i.e.,
we estimate the difference of the numerical solution and the exact one, for the e-dependent system
(in Proposition 3.7) and the asymptotic model (in Proposition 3.9). The former estimate is called,
hereinafter, the direct estimate and gives rise to the At/e® part in Theorem 3.1.

3.1.1. e-dependent direct estimate. We begin with the direct estimate for which it would be more
convenient to carry out the analysis in variables (y.,v.) rather than (x.,v.). The first step is the
direct consistency analysis; we introduce consistency errors, using the y.-update and (3.3), as

Ye (tn+1) — Ye (tn)

no.__ 1 1
(3.6&) ’Ty = At + E (tnaya(tn) + Eve (tn))v
(3.6b) o Ve(tny1) — ve(tn) B E(tn, ye(tn) + e v (tn)) n v (tny1)
. v o At c 52 N

These local truncation errors can be bounded as in the following lemma.

Lemma 3.5. For every € > 0 and At > 0, the truncation errors (T,

)n>0 a”d (7 )n>() deﬁned m
Yy = v =
(36&)*(36&) are bounded as

At
Iyl s — et (HUSH +e(l+ tn+1)) :
E

At
Imoll S —p et (14 %) (uvgu +e(1+tn+1)).
E

Proof. The truncation error 7,/ can be written as

n _ Yeltng1) — Ye(tn) o

Thus, for any n > 0, |[7y]| < 3At maxp, ;1 [|y?|l, where the second derivative reads

y(0) = —OF (1, 2.(0)) — 2B (4 (0).(0),
11



which, thanks to Lemma 2.3, yields the first bound:
At K
[yl < > ((Kt + Ky Ko) (14 Kty e tnt) 4 ?xeKI It (02| + 5K0)> ,
At
S Rttt (Jlo2] + e (1+ tnt1)) -
E

Likewise, for the second estimate, one has

o 'Ua(tn—I—l) - 'Ue(tn) . 1)/( ) + vé(tn—kl) — 'Ué_(tn)
v At = g2 ’
which implies the estimate
At At
Iyl < = max ||| + = max [
2 ['va n+1] € [n: n+1

Moreover, the second order derivative reads

7 1 1 1
W(t) = LOB(20) + S ()) - (Bl 2(0) ~ e,

which concludes the proof combined with Lemma 2.3, i.e.,

At 1 v? 1
s et (6 o) [t (16 ) ]+ (30 20 [ 2])

At
S St (14 (vau —|—€(1+tn+1)>.
E

O

In order to obtain the At/e® bounds, the missing piece is the stability analysis. So, we aim to
investigate the stability of the implicit part, with the corresponding matrix Id + A J to be inverted.
The following stability result is based on the fact that J is skew-symmetric and J? = —Id.

Lemma 3.6. Let J be as in (1.4). Then, for any A > 0, Id + \J is invertible and

Id+AJ)~" = Id—A\J
(4 AT = 15 (d=AT),
whose norm is bounded like
1 1
3.7 AL :=[[Id+2J)7 Y| = —— < min (1) .
(3.7) A I ) VI+ N2 A
Proof. The formula for the inverse is readily deduced from J? = —Id. To compute its norm, note
that, for any vector a, a and Ja are orthogonal and ||Ja|| = ||a||. From this, follows ||[Id — AJ| =
V14 A2, hence the formula for A}'. The final estimate stems from 1+ A2 > max(1, \?). O

Gathering consistency estimates from Lemma 3.5 and stability information from Lemma 3.6, we
now provide direct error bounds in Proposition 3.7, corresponding to the At/e® part of estimates
in Theorem 3.1.

Proposition 3.7. Assume that E € W, Then, the error of the unique solution of the scheme
(3.1) denoted by (xl,v2, Yy )n>0, in the convergence to (x:(tn),ve(tn), y=(tn)) as the exact solution
of the system (1.7), is bounded as

(3:8) oz = ()l < g2 = ge(ta) | + £l0? = ve(ta)]
At
S Tt 1) (o2 +e (14 1)

Remark 3.8. As implicit in the foregoing statement, due to the fact that nmonlinear terms only
depend on (y,v) through = y + ev', it is expedient to use the norm || - |- defined by

(3.9) Iy, V)l == llyll +&llv]l -
12



Proof. For the sake of conciseness, we denote numerical errors by

ey =Y. — Y:(tn), ey =v! —v(tn) .

By reformulating the velocity update in (3.1) as

it = (Id + =

-1
29) (o + Bl + <0,

and using the stability of the implicit operator in Lemma 3.6, we obtain the following bounds for
lep (| and [len*!| for all n > O:

ley ™Il < llegll + Kadt (€. €5)e + Aty

At
D emlle + Atwn) ,

e < a3* lebl + Ko S

which, thanks to Lemma 3.6, yields,
ey es™le < (14 2K.A0)| (e, ep)lle + At [[(ry, 7)), n>0.

Note that ||(eg, €9)|le = 0. Thus, by iteration, we deduce that for any n > 0,

n—1
(e ep)lle < D (14 2K A0 (g, 7l At
(=0
n—1
< Zewx (tn—te+1)||(7-5,75)”5 At.
/=0

The proof is, then, concluded by applying the consistency result in Lemma 3.5. O

3.1.2. e-independent classical estimate for the asymptotic model. Here, we discuss the classical con-
vergence analysis of the asymptotic numerical model (3.3) to the guiding center equation (2.1).

Proposition 3.9. Assume that E € W1, Then, it holds

At
(3.10) 2" = (tn)]| < - tn efotn (K + K, Ko) |

when (£™)nen and x(t,) solve respectively (3.3) and (2.1), with the same initial data.

Proof. The proof is omitted as, thanks to the e-independence of the asymptotic model, it boils
down to a simpler version of the proof of Proposition 3.7, indeed, the quite classical error analysis
of forward Euler integration. U

3.2. Asymptotic estimates. To obtain a bound on the asymptotic error || ™ —x”||, thus a discrete
counterpart of Theorem 2.1, we refine below the analysis of [12, Section 4.1].

The first step is to obtain e-uniform, local-in-time estimates, thus a discrete counterpart of
Lemma 2.3. To do so, it is convenient to introduce (zZ),>1 as the discrete analogue of the auxiliary
variable z., i.e.,

(3.11) 20 = v 4 e B (t, g, 2", n > 1.

3
Then, from (3.1), it follows

zn-i—l _ N 1 EL(t mn) _ EL(t 1 mn—l)
12 € e _ _ — (ntlLl ny Fe n—1, e
(3.12) = S + e N ,

Thus, the following lemma provides the required estimates.
13
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Lemma 3.10. Assume that E € W and consider (3.1). Then, the variable (21),>1 defined in
(3.11) and the velocity computed by the scheme are bounded, for n > 1, as

1221 < et (lofll + 2¢ Ko) + et e (K + Ky Ko)

[oZll < [lz2]] + Koe-

Proof. First, we observe that for any n > 1,

[B (0, 22) — B (11,2270

IN

n
(16 + 1220 o

<Kt+Kx (”z;”JrKo))At,

which, combined with the z.-update (3.12) and Lemma 3.6, yields
207 < (1 4+ K, At) |27 + e At (K + K. Ky) for n > 1.

IN

Iterating on the foregoing estimate implies
(3.13) 20| < eXeto=t) 12| + & (t, — t1)e"=t) (K, + K, Ky) , forn>1,

which gives the final estimate, since ||z} < ||v}||+¢& Ko and »! is bounded from (3.1) and Lemma 3.6
as

lo2ll < [[02]] + ¢ Ko.

With e-uniform bounds in hands, we are in a position to prove asymptotic estimates.

Proposition 3.11. (i) Assume E € W, The difference between flows of (3.1) and (3.3)
satisfies, for any e > 0,

IXE(tn, 0,22, 02) — X2 (8, 0, &) S e (14 £7) (|02 +¢) -
E

grve

(ii) Assume E € W2, Then, for any e > 0,
Y2 (t0, 0,22, v2) — X (0, 0,02 — e(w) )| S 0 (L447) (e At flog] +2 (1 + [loz]* + %))

grve

Proof. To obtain the first estimate, we subtract (3.3) from (3.2) and make a summation from 0 to
(n—1) to get

n—1
yt—ax" =yl — 20 — At Z(EL(Q, zt) — EL(ty, %)), for n >0,
=0
with (mn)nzo = (XAt(tn,O,:IZg))nZ(). Thus,
n—1
lz2 — 2| < e (ol +[2]]) + KoAt Y flal —af|,  forn>0.
=0

Now we use the discrete Gronwall lemma, in the form that

n—1
(3.14a) A, <a,+ KAt Z Ay, for n >0,
(=0
(A, a and K being non-negative) implies
n—1 n—1
(3.14b) A, <a, + KAt Z(l + KAt)”_(g‘H)ag <a,+ KAtZ K tn—ter1) g, for n > 0.
(=0 =0
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Following similar steps as of the continuous case, this leads to the estimate
ol — a”(| < eefetn (1+ Ky tn) (\vg\l + max (6_Km“\|vfll)) , n>0,
0</<n

which proves the first inequality, thanks to the velocity estimate in Lemma 3.10.
As in continuous case, the proof of the second estimate requires significantly more algebraic
manipulations. One starts with the Taylor expansion of the right hand side of (3.2), that is,

yo -
At

with the remainder term ©, such that ||©.(¢,y,v)|| < 3Kz ||v||%. So as to rewrite the linear term
vl in (3.15) using again (3.1), we observe that, for n > 1,

n

£ = EL(tn,y?) — ,sfngEL(tn,y?)('v?)L + 528€(tn, yr,vl), n>0,

€

(3.15) Y

n nyL 2 n U? — ,Ug_l 1 n—1
dCEE(tnays )(’UE) = —¢ dIE(tnvys) At - EE(tn*bwa ) 3
2
e _ _ _
= - At (dscE(tn;yg)U? — d E(th_1,y 1)”? 1) +edeE(tn, yo') E(tn—1, 7 1)
2

+ o (@Bt y?) = Bl y2 ™) o
whose last term can be bounded, using (3.2), as
|deE(tn, y?) — deE(t, 1,y Y| < At (K + Kuz Ko) | for n > 1.
Then, for all n > 0, we denote y™ := X2¢(t,,,0, 2 — (v?)1), and subtract (3.15) from the equation

)

satisfied by (y")n>0, given by (3.3). Inserting the latter reformulation in (3.15) and summing give

n—1
ly? =y < llyl — 'l +rn + KoAE > Iyl —9f)l,  forn>1,
/=1

with r,, defined as

r = e K (o2 + o) + Ko Ko (" — 1)
n—1 K n—1
0— Y4
+ e At (Kiz + Kuz Ko) /;—1 loe™ | + At - ;—1 [ocl®.

So, the discrete Gronwall lemma yields

o2 = 9 < R (1t K (= ) (2= 0+ 2 o (e )z 1,

Moreover, the y.-update (3.2) implies that, for the first step,
ly: —y'll < KzAtel|l?].

The proof is, then, concluded by combining this estimate with the bound for the velocity in
Lemma 3.10. g

3.3. Proofs of Theorem 3.1 and Corollary 3.4. Lemma 3.6 confirms the unique solvability of
the scheme, i.e., the matrix Id + AJ is invertible, so the implicit part provides a unique velocity
update. As mentioned hereinbefore, the error estimates in Theorem 3.1 is obtained by taking the
minimum of the estimates from Proposition 3.7 and the sum of estimates in Theorem 2.1 and
Propositions 3.9 and 3.11. Indeed since e At < €2 + At? < 2 + t,At for n > 1, the presence in
Proposition 3.11 of an O(e At)-term beside the expected O(g?)-term does not deteriorate the final
error estimate.

Corollary 3.4 is then deduced from Theorem 3.1 exactly as Corollary 2.4 was concluded from
Theorem 2.1. For a more abstract version, see e.g. [14, Proposition 2.1].
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Remark 3.12. The O(e At)-term in Proposition 3.11 may be tracked down to the initial step of
the scheme (3.1). As already pointed out in [13, Remark 2.6], similar issues in the asymptotic error
rates occur, in general, for higher-order schemes and they do impact the numerical convergence
rates. Hence the need to understand how to fix this — here harmless — issue. To some extent, the
problem may be cured by modifying the initial step of the scheme, e.g., with either a small time step
or a fully-implicit treatment. An inspection of the proof of Proposition 3.11 shows that, here, setting
the initial time step of size (At)y < € would be sufficient and resolves the issue. The analysis of the
effect of an implicit treatment requires more work and is discussed in the next section.

3.4. Variant with a fully-implicit first step. In this section, we discuss the gain in the y-
estimate of Proposition 3.11 obtained by modifying the first step of the scheme (3.1) into a fully-
implicit version. We consider the scheme obtained by combining

T o v
At e’
(3.16) ) 0 ( 1)i
Ve — V¢ 1 Ve
e e _ E(t _
STAL (b, ) €

with (3.1) for n > 1. Accordingly, the expected asymptotic scheme is the combination of one implicit
Euler step followed by explicit Euler steps, that is,

Al = —El(tl, xl) ;
(3.17)
wn—i—l — "
— Q- ~Et(t,, "), form>1.

A rash inspection may lead to the deceptive conclusion that a time step At = O(e) is required
to solve (3.16) (for instance applying a Newton’s method). However, this first step (3.16) can be
equivalently written in terms of (y,v) as

(yi,v}) =F(ylvl),

where F = (Fy, F,) defined as
Fy(y.v) =yl - AE(tLy +e(v)7),

At 7 At
Fy(y,v) = <Id+ E2J> <v2 + — Bty + e(v)ﬂ) :

So, it can be seen that the map F has a Lipschitz constant which is not bigger than 2K,At
for the norm || - |- introduced in (3.9). Therefore, thanks to the contraction mapping theorem,
the unique solvability of the first step (3.16) is assured for a small enough time step, explicitly
when KAt < 1/2. For this alternate scheme, we prove the following modification of the second
asymptotic estimate of Proposition 3.11.

Proposition 3.13. Assume E € W2 and K, At < 1/2. Then,

At 0,0 At 0 0y.L o et (14 17) 02 L .2
1Y (tn, 0, 2, v7) — XZ(tn, 0,2 —e(ve) )| S &7 ————= (1 [locfI" + &),
5 1 - K, At
where Y2 := X8 (VAL and X2 and (X2, VA denote, respectively, the discrete asymptotic
flow (3.17) and the discrete flow obtained from (3.16)—(3.1).

Remark 3.14. Note that in Proposition 3.13, one could, instead, impose the constraint K,(At)y <

1/2 only on the first step.
16



Proof. As in Proposition 3.11, an e-uniform bound on the computed velocity is a prerequisite for
the asymptotic estimate. The proof of such a bound is identical to the one of Lemma 3.10 except

for the first step, where we need to re-define z! as

zli=w! + cEN(ty, ).

S
Indeed, with this modification (3.12) is unaltered and, despite the modification of the first step,
Lemma 3.6 still implies

loz || < 02l + e Ko.
so that the conclusion of Lemma 3.10 still holds for the new scheme.

Thus, as in the proof of Proposition 3.11 and with the same 7, thereof, one gets the following
estimate for all n > 1

ly2 —y"|| < Rl (14 K, (t, — 1)) <Hy§ —yt|| +¢? ;gggn(em”““l)wo :

As for the first step, with the same ©, as before,

1,0
yaTtya = —El(t,y)) — ed Bt (t, yh)(vD)t + 20, (4, yl, v))
The reformulation of d,E(t1, yl)(v})t writes
vl — ! 1
dE(t,yl)(w)t = - de(thyi)( A 5E(t1,m§))
2
€
= — &7 (B, ylw! — d E(to, y)v°) + e dzE(t1, y!) E(t1, z})
2

€
+ Kt (de(tl’ y;) - de(tO) yg)) ’Ug )
which yields the estimate

2
€
ly: —y'| < 1—KAt<6K£ (o] + |00)) + At K, Ko
T

K.
+ e At (Kyp + Kup Ko) |02 + At% \|v;||2> :
From here the proof is completed as the one in Proposition 3.11 by collecting all the foregoing
estimates. O

It is essential to emphasize that numerical schemes relying on a distinct treatment of the initial
step are not really desirable as they are not well-adapted to the case when the magnetic field is
not uniformly strong. Namely, such schemes are inefficient when effectively the scaling parameter
starts of size € ~ 1 and later gets small, ¢ < 1. For this reason, we will consider a different type of
remedy.

4. FIRST-ORDER SCHEME ON THE GUIDING CENTER VARIABLE

We propose in this section a modification of the scheme (3.1), which is simply based on the
approximation of (y.,v.) instead of (z.,v.). We define a discrete time evolution by a first-order
IMEX method for n > 0,

vt — n 1 1
S = Byl +e)h) - S

n+1 n
€ — Y

At

(4.1)
= —E* (tn, y? +c(v2)*) .

17



The aim is the improvement of the asymptotic error, y? — y" where (y"), solves (3.3), the
explicit Euler scheme for the guiding center equation (2.1), with initial datum y° = y?. Note that
the y.-update in (4.1) differs from (3.2), only by the presence of v?*! instead of v?. We will see (in
Proposition 4.4 below) that this simple difference will remove the unwanted term of Proposition 3.11.

In terms of the spatial variable &7 := y? + e(v?)*, for n > 0, the scheme (4.1) is equivalently
written as

n+l _ .n 1 1
T % _ "E(tn,al) — 5
At € g2
(42) :L.n—H —xn ,vn+1 1
St = et Bt al) — Bt e (o —02) )
g

Compared to (3.1), the modification to (xl),>1 is expected to be O(e At), hence immaterial for
asymptotic and numerical convergences of the variable ?. The following theorem provides the
main error estimate concerning the modified scheme (4.1).

Theorem 4.1. The first-order scheme (4.1) possesses a unique solution. Moreover
(i) when E € WL the space variable x. satisfies for alln >0, At >0 and & > 0,

. [ At
|22 —@e(ta)l| S (14 t5) S0 (1 4 02 + &) x min (53<1 +e%), At + s>,
E
(ii) when E € W2, the guiding center variable y. satisfies for alln >0, At >0 and & > 0,
. [ At
52 = ye(ta) | S (1+ ) @A (14 ||o]? + £%) x min (Eg (14¢), At + 52> :
E

Our strategy to prove Theorem 4.1 follows closely the one to prove Theorem 3.1 in §3.

4.1. Direct convergence estimates. To perform a direct numerical convergence analysis, we,
first, introduce corresponding consistency errors,

t - t
(43) g o= VDS Vt) g (1) 4 o ),
(44) T;L — UE(tn-l—l) B vﬁ(tn) _ E(tnvye(tn) + 5’1);‘(1571)) + 'Ué_(tn—&-l) 7
At £ g2
which can be estimated as in Lemma 3.5. Note that 7} in (4.3) is identical to (3.6b) whereas 7

differs from (3.6a) by the presence of v?*! instead of v”. The corresponding modification to the
proof of Lemma 3.5 leads to a statement essentially identical to Lemma 3.5, hence omitted here.
From this we derive the following proposition.

Proposition 4.2. Assume that E € W2, The error from the unique solution of the scheme (4.1)
to the exact solution of the system (1.7) is bounded as

(4.5) o2 = @e(ta)ll < lly? = ye(ta)] + £l[02 = ve(ta)]
< At ok, 2 0
S St 1)1+ A8 (ol +2 (1 +t).
E

Proof. As in the proof of Proposition 3.7, we consider numerical errors

ey =Y —Y:(tn), ey, =v! —v:(tn),

and use the norm || - || introduced in (3.9). By reformulating the second equation of (4.1) and using
Lemma 3.6, we obtain

ley™ I < lleyll + Kot (legll + ey ™)) + At gl

ellestll < elleyll + Kot [[(ey, ep)ll + Ate |y,
18



that may be combined to yield
ey es™)lle < (14 KoAt)?| (e, ep) |l + At (1 + KAL) [[(ry,73)]-

Iterating and applying our new version of Lemma 3.5 conclude the proof. Let us observe that when
doing so we use a slightly different form of the discrete Grénwall where (1 + K,At)? leads to the
same exponential factor as (1 + 2K,At) was, both being bounded by e?Kz4¢, g

4.2. Asymptotic estimates. To prove asymptotic estimates, we first obtain uniform bounds on
solutions to (4.1). To do so, as in §3.2, we consider a discrete analogue of the auxiliary variable z,
denoted by (z')n>0, defined exactly as in (3.11) and also satisfying (3.12).

Lemma 4.3. Assume that E € Wb and consider (4.1). Then, the variable (2%),>0 defined in
(3.11) and the velocity computed by the scheme are bounded, for n > 1, as

|22 < ef=tn (|02 + 26 Ko) + ety e (Ky + Ky Ko) |
[vZ]] < ||22] + Koe.

Proof. The proof goes along the same lines as the proof of Lemma 3.10. The only difference is that
now one has directly, for n > 1,

ZTL
|mmeﬂ>—EH%1af4ms;QQ+K;(”’N+K))A,

from the x.-update

—1 n
" —x? z 1
€ € _ *e 1 n—1 n n—1
X% ~ . E (tn_l,azg +e (vl —vl ) ) :

O

To state asymptotic estimates, we denote the discrete flow for the scheme (4.1) by (X2, V&%),
and the one for (3.3) by X2, As before we also define Y2 := X2t — g(VAH)L,

Proposition 4.4. (i) Assume E € W1, Then,
X2 (t,,0,22,00) — X2 (t,,0, )|| Seefen (14 2) (|02 +¢) -

g1 Ve

(ii) Assume E € W2, Then,
Y2 (0, 0,22, vd) — X3 (tn, 0,22 — e(v) )| S €® e (L4 8,) (14 [0l +€2) .

g ¥e ~
E

Proof. To obtain the first estimate, we subtract the y.-update in (4.1) from the limit scheme (3.3),
and make a summation from 0 to (n — 1) to obtain, for n > 0,

n—1
L
Yyt —ax" =gyl —x¥ — Atz <EL <t4, xt+ e (vﬁJrl — 'vﬁ) ) —Et(t, aze)> ,
=0

which, thanks to the Lipschitz continuity of the electric field, implies

n—1 n—1
|z = 2|l < e (o2 + [2)) + K et Y (ol + [0 ) + KaAt )y [l — 2.
£=0 =0

Applying the discrete Gronwall lemma, this leads to

la? — 2" S eeffetn (14 17) (II’UOII + max (e _Kmllvfll)> : n>0.
E 0<t<n
Finally, applying Lemma 4.3 concludes the proof of the first estimate.
The proof of the second estimate starts with a Taylor expansion of the y-.-update,

n+1

P 1)
Yo = — BN yl) — e Bty (0l + 00ty o) 20,
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with © such that [|O.(t,y,v)|| £ $Kua|[v]®. Now, so as to rewrite the linear term, we observe
that, when n > 0,

n n+1yL 2 n ,Ug—i—l — ’U? 1 n
dﬂCE(tnays)(vz—: ) = —¢ de(tnays) T - gE(tnvme)

= - (E(tns1, y2 ™ol — Ao E(tn, y2)v?) + e daE(tn, y2) E(t,, )

%

3 n n n
+ 5 (Bt v ) = B (b, yl)) 7,

whose last term is bounded as
HdwE(tn—H, y?—H) - d:cE(tnv y?)” S At (Ktx + sz KO) .

Then, with y™ := X2(t,,,0, 2 —e(v?)*) for n > 0, and arguing as in the proof of Proposition 3.11,
we deduce

Iy =yl < €Mt (1 Kt) max (7 0m) >0,

where, for n > 0,

n—1 n
_ K
rn =& Ky (2| + [02]]) + Ko Kot" + & At (Kpp + Kuo Ko) Y 0271 + At —= > IlE)
=0 (=1
The proof is concluded with Lemma 4.3. O

4.3. Proof of Theorem 4.1. The proof of Theorem 4.1 goes along the same lines as of the proof
of Theorem 3.1. It consists, on the one hand, in applying Proposition 4.2 and, on the other hand,
in combining Theorem 2.1 and Propositions 3.9 and 4.4.

5. L-STABLE SECOND-ORDER IMPLICIT-EXPLICIT SCHEME

In this section, we discuss the uniform convergence analysis of a second-order extension of the
scheme presented in §4. The analysis we are going to perform is conceptually similar to the ones in
§3 and §4 but technically much more involved.

For concision’s sake we restrict to the analysis of a single scheme, a scheme written on the guiding
center variable. However, a similar analysis could be performed on the second-order version of the
scheme of §3 (c¢f. [12]). We stress that here also the deterioration of asymptotic estimates on
the guiding variable y by an O(e At)-term has no impact on numerical convergence errors since
e At $e? + At

The semi-implicit second-order method we consider is a combination of a Runge-Kutta method
(for the explicit part) and an L-stable second-order SDIRK method (for the implicit part), with the
parameter « chosen as the smallest root of the polynomial v2 — 2y +1/2 = 0, that is, y = 1 — %;
see [2].

To shed some light on the structure of the scheme, we write the characteristic system (1.7) in the
slightly more abstract form,

yé(t) = Fy<t,y5(t),<€v5(t)),

(5.1) evl(t) = F5(t,y:(t),cve(t), e ve(t)),
y=(s) = ¥2, ve(s) = v,
with
wJ_
Fy(t» :'/J\v 15) = _EL({:? ,.ij + TBL) 9 Fi(ta g) @7 QB) = E(t7 :'/j + @L) - T 9
€
where a variable with a tilde b is used in stiff parts of the system while a hatted variables b are to
be used in non-stiff parts. The identification of stiff and non-stiff parts in (5.1) prepares duplication
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at discrete level of the velocity variable v as v and ¥ to be treated, respectively, implicitly and
explicitly. Such a duplication is essential to obtain a semi-implicit scheme that avoids nonlinear
iterations; see [2].

The first stage of the scheme is a linearly-implicit update which provides an approximation of
the velocity after a time step of size yAt,

thyl = tn + VAL,

(5'23) ~n+1 n
ot —w 1
T = Rttt e,
where 97! approximates v (t,;1), and is to be used in stiff parts.

Then, the second stage provides an explicit approximation (g?+1, o2%1) of (y.,v:)(tns1) to be
used in non stiff parts. It reads, for n > 0,

(~ At
tpy1 == tn + g:
gt -yl T
5.2b =7 = Fyltn, yZ, ;
n+1 ,vn +1
“Atjy) © Foltmvsevienit)
The last stage, which prov1des the final update, is linearly-implicit and writes
yn+1 yn 1 1
Fxr o = N Fyltn gl 0 + Pyt g e 0l ™),
(5.2¢c)
vg—i—l — v? 5 ~n+1 € n+1 n+1
A7 = (1= Fy(tn, yl vl e 0l + 4 By (g1, 907 e 0l el ™).
Since Fy(t,y,0) = —E!(t,y), taking formally the limit ¢ — 0 suggests that the above dis-

cretization tends to the discretization of the guiding center equation by a second-order fully explicit
Runge-Kutta scheme, where the first stage is

~ At
tn+1 = t + —
2y’

(533) pntl _ pn

AL o N _EJ_ t?’mwn )

At/(2) (En ")
and the second one reads
mn—l—l — "

(5.3b) N —(1 =) B (t,2") — Y B (1, 3.

On this second-order scheme (5.2), our main result is the following theorem.

Theorem 5.1. The second-order scheme (5.2) possesses a unique solution. Moreover

(i) there exists Cy such that when E € W2 the space variable x. satisfies
for allm >0, At >0 and € > 0,

(A
22 — ze(ty)|| S e (1+4,)° (1 + e + |[v2]|?) min (65 (1+&%),e+ At2> ;
E

(ii) there exists Co such that when E € W2 the guiding center variable y. satisfies
for allm >0, At >0 and € > 0,

(A2
2 = ye(ta)ll S €@t (14 )" (1427 + [[02]%) min (65 (1+6%,2 + At?) .
E

The proof of this theorem follows the same strategy as the one of Theorems 3.1 and 4.1.
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5.1. Direct convergence estimates. To carry out a direct convergence analysis, we introduce
consistency errors for each stage of the scheme. We define for the first stage (5.2a)

(5.4) ~n ._ Us(tanrl) — Ve (tn) _ E(tn, y:(t,) +5Ué_(tn)) + vg—(?wrl)
’ v ~vAt € g2

)

for the intermediate stage (5.2b)

~ € tn - Ye tn 7
iy e P B L B (0) + 2ot ).
(5.5) N -
an . Ve(tni1) — ve(tn) - E(tn, y:(tn) ‘1'5”3_(%)) + ,Ug_(thrl)
v At/(27) € g2

and for the final stage (5.2c)

Ty = ys(thrl)At_ ys(tn) + (1 — V)El(tnays(tn) + v, ( n+1))

3
|

+VEL (tns 1, Ye (b)) + evd(tnr1)),

VeTp — Velln ny Ye\ln vsL n
p oo ) v (o Blup) vent) | et

E(tn—i-l, ys(tn—l-l) +e€ (= (tn+1)) Ué‘(tn+1)

The following lemma provides bounds for these local truncation errors.

Lemma 5.2. Assume E € W2, Then, for anyn >0, € > 0 and At > 0, the consistency errors
of stages (5.2a)—(5.2b) satisfy

At 7 ~
170 S S e (@) (Il +2 0+ ).
E
At > —~
171 5= e (ol + 2 (L +Eun) -
E
n < g Kz%\n-!—l 1 2 0 1 ?
Il S e (1+€%) (lvell +& (L +tusa) )

and the consistency errors of the final stage (5.2c) satisfy

At)?
3

el 5 B ekt (o) e (1 Fgn)) (14 eRePon (o) + e (L4 E) )
E

(At)?
56

Il S "ot (Il 2 (L E) ) (L8P (o 42 (14 Far)) -

Proof. We skip the proofs of the estimates on (7}, 7,/, T,;) as almost identical to those in Lemma 3.5.
Concerning (T?SL, Tg), though the approach we adopt is also conceptually similar, it is obviously more
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technicality-laden. Firstly, from Taylor expansions stem

bng1) — Ye(t At At)?
) Ye ( n+1)At Y= (tn) — () — 7y”(tn) < (At) max Hy///H
[tnvtn+1]
At At)?
< B0 (e max o) + B max o
2
E 5 [tn7tn+1} € " n+1]
vs(thrl) — vs(tn) / At (At)Q "
- tn) — —v. (1 <
| ol (tn) = ool (1) | < ST max [l
At)? At)?
3 ( €6> (1+¢*) <€+[maxl]\|v€||> 4 53) N oell?,
nyln+ n, n+
where the bounds on y”” and v’ have been obtained from (1.7).
Likewise
~ At
(1= 2002 )+ 30u(t0) = v2l0) = SF0k0) | 5 (@02 max o2,
E nyln41
(At)? 2 ( )
< 1+¢€%) e+ max |jv :
< S0+ (o4 max o]

With a bit more manipulations, we also derive on one hand

[ Bt ye(t) + 02 () = Bt @:(t0)) — vt daBta, @ (1)) (02 (1)

3

2
582(At)2< max \UQH> +e(At)* max o]
E

tntnt1 tnytntl
2
At)? At)?
< % < max H’UEH> ( 3) (1+¢?) <5+ max ||'v€||> ,
E € [tn tn+1] € tnytn+1
on the other hand
[B et o) + e02 () — B, @) <1 7) AL, B(ty, @ () (v2) (1)
At)? A
g( 2) max ||vel| | + 1—1—5) e+ max |lv] |,
E € [tn7 n+1] [tnythrl]
since
. _ At
| 4o, 2e(Fns1)) = daBltn, 2c(t))| S = (e+ max uvgu) ,
E €& [tn tnt1]
and lastly
- _ At At ,
B2, @ i) = Bltn, @c(tn)) - 5y OBt @(1n) = 5 deBltn, (i) (1n)

2
S(AD? |1+ | max [lzZ] | + max [l2]
E tn,thrl nyln+41

2
At)? At)?
S : 52) < max |U5H) + ( 63) (1+¢€?) <€+ max ||'v5||> .
E

[tnytn+1 tnytn+1

Finally, by using the definition of v to derive the following identities
(1—7)y + 1 L) _ 0 1=y +~v= L
Y+ ) =0 Ny +7 =73,
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one may combine all the estimates with (1.7) to obtain

9 2
s B0 <1+e>(e+ s ||vs||>+(“> (@ax ||vs||> ,

e’ [tntn+1] tnstnt1]
(An? (At ’
Il S (1 +e") [e+ max fo| | + = max |lve| |
E € [tn»tn-ﬁ—l} € tn,tn-}—l}
and the proof is concluded by applying Lemma 2.3. O

As we discussed in §3.1, in addition to the consistency estimates of the foregoing lemma, one
needs a stability analysis. To investigate the stability of the implicit part, we observe that combining
velocity updates of the scheme (5.2), employing the explicit expression of F5, and manipulating the
terms, one derives

P = (Id+4AI) T Id — (1= )T @A+ AT) ol + -
with A\ = At/e2. Hence the need to investigate the stability of the matrix A defined as
Ay = (Id+7yAT) M (Id = (1=NAT (Id+~92T) 1) = Id + 7 AT) 2 (1d + (27 — 1AJ).

Lemma 5.3. Let J be as in (1.4). Then, for any A > 0, the matriz A satisfies

1
| AN = ———— < 1.

SN
VIt e

Proof. Proceeding as in the proof of Lemma 3.6 yields

V14 (27 —1)2)2
1+~2)2
Since from the equation defining v stems (2y — 1)? = 242, this achieves the proof. O

[dd+yAI)2(Id + (2y — DAI)|| =

Proposition 5.4. There exists a constant Cy > 0 such that, when E € W2, the error from the
unique solution of the scheme (5.2) to the exact solution of the system (1.7) is such that for any
At>0,n>0ande >0

[ — ()l < Ny —ye(tn)ll + ellvd — ve(tn)|l

At)
5

—~

S =t e (02 e (1)) (1% (02 2 (14 t0) ).
E

Proof. As in the proof of Proposition 3.7, we introduce numerical errors as

n

ey = ye(tn) — Y2, ey = ve(tn) — V7,

and likewise for the intermediate stages

er = v-(t,) — 07, e; = Ye(tn) — yr, er = ve(ty) — vl .
We also use the norm || - [|c from (3.9) for our estimates and set A = At/e2.

On the one hand, by applying Lemma 3.6, we obtain from the first stage (5.2a)
6HenJrl (Id + yAT) ! NH < min (1 )\> (Ko At | (ep ey, ep)lle + Ate || T

and from the intermediate stage (5.2b)

ez e5™lle < (1 + Koirt) [l(e),

ev)lle + AL[|(Ty, 75 le

| [ ~Y

€y €v

+ A+ K, At)z-:He"+1 (Id +~y\J) el .
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I(ez™, es ™l < (1+ KoAt)? [|(ey, ep)lle + At |[(7y, 73)lle + At (1+ Ko At)e ||7]].

On the other hand, by using Lemmas 3.6 again, the last stage (5.2c) yields both

eyl = lleyll S Kot (€ bl + Kot (ep™ e e + At lmg|

+ KmAtaHe%'H — (Id+yAT) el
and

elley™ — Axelll S Kol |[(e), ep)]l + KaAt] (et eg™)|l + Atellry ]|

y? 'v)
1 _
+ At <52 + Km) 6He”+1 (Id 4+ ~yAI) " te?|| .
By gathering the foregoing estimates and using Lemma 5.3 we deduce for n > 0
(e ex™lle — ey, ep)lle S Kot (L + KAL) [[(ey, €5)ll- + At || (1, 7)1
~n ~ 14 K,e?
Ko (A2 (|7, 7)1 + (At ——"—

The proof is then concluded as in the proof of Proposition 4.2, by application of the discrete Gronwall
lemma and Lemma 5.2. O

(1+ K At) e |1 |-

We, then, continue with the direct convergence analysis of (5.3a)—(5.3b) to (2.1), which is the
counterpart of Proposition 5.4 for the asymptotic model.

Proposition 5.5. There exists a constant Cy > 0 such that when E € W2, we have

lz" — @(tn)l| S (AL)® b €0t
E

when (x™)en and x solve respectively (5.3a)—(5.3b) and (2.1), with the same initial datum.

Proof. The proof is omitted as essentially a simpler version of the proof of Proposition 5.4. O

5.2. Asymptotic estimates. Regarding the asymptotic part of the convergence analysis, and to
prepare the comparisons between solutions of (5.2a)—(5.2c) and (5.3a)—(5.3b), we now examine &-
uniform boundedness of solution of the scheme (5.2a)—(5.2¢). To do so, as we have done in previous
sections, we work with auxiliary variables that are small corrections to stiff velocity variables. They
are defined as

2= + e Bl (tpo1, vt (ol YY) = IR (t1, yt e v e D), n>1,
for the correction to the (intermediate) updated velocity v, and
2= + e Bl (L, g + e(@)Y) = eIFE (b, g, e B, e 0l , n>1,

for the correction to the (final) updated velocity v?. By employing the scheme (5.2a)-(5.2c), with
A = At/e2, these definitions imply the following updates for n > 1

Z = (Id+4AT) 2l = e (Id 4+ yAT) ! (Ei(tn, Yl +e()h) - BN, gl + e(ﬁg)i))
22— Ajzl = —(1 = )AT Td +4AT) 7! (2 = (Id +9AT) 20
e (1A (B T, G2 4 (@) — B (G, G2 + ()
and the initial values
zZL — (Id +yA\I) 'l = e 1d + A T) L E (o, 90 4 e(v0))

2zl =AY = —(1 - AT (Id +~4AI) 7! (2L — Id +AT) 7 100) + £ Id + AT L E (B, G2 + e(@))1).
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Lemma 5.6. There exists a constant Co > 0 such that, when E € WL forn > 1,

2l S 15+ Koe, o2l S 122+ Koe,
g2 1 ~n 1

n : n— n—

221 % min (1,5, ) (o2 + Koe) 21 < ot + Koe

and
lz2]] 5 et (|lol]| + € Ko + e t" (K + Ko Ko)) -
Proof. Tt follows from (5.2b)—(5.2¢) that for n > 1,

. N . . At ~
lye — 92l < KoAt, 17! = g2l < KoAt, lve = w2l S — (=2l + 11Z210)

and

ot — o2 < ?; (=21l + 1Z2 1+ lIz27) < ?gt =21+ 122 + Koe) -
Thus for some ¢y > 0, for n > 1,
IZ2FH = =2 S Kot (22 + 1Z21]) + eAt(kK; + KqKo)
2274 = (=221 — co Ko AL|ZX| S KoAt[[22] + eAU(K; + Ko Ko)
that may be combined to give for n > 1,
(1227 + co Ko AL|ZZTH]) — (221 + coKzAt|[Z2]))
S KA1+ KA (|22 + co Kz AL 22]) + eAt(1 + K At) (K + K Ko) -
At this stage completing an application of the discrete Gronwall lemma with the initial bounds
1220 S 02l + Koe, |1zl S w2l + Koe

achieves the proofs of the bound on 2.
Bounds on v? and v are obvious from the definitions, bounds on 27 and v follow from (5.2a)-
(5.2b) and Lemma 3.6. O

Now, to state a comparison result we introduce notation X2t and (X?t7 VEAt) to denote discrete
flows for (5.3a)-(5.3b) and (5.2a)—(5.2c). We also set Y2 := X8t — ¢ (VAL

Proposition 5.7. (i) There erists a constant Cy > 0 such that when E € W™

X2 (tn, 0,22, 02) — X (t, 0, 2)|| S €t (1 447 (0] +¢) -
E

g e
(i) There exists a constant Co > 0 such that when E € W%

g ve

Y2 (1, 0,22, 00) — X2(1,, 0,22 — e(v?) )| S &2 @Kot (144,) (1 + [|02]* +€2).
E

Proof. Along the proof we use the notational conventions introduced in the proof of Proposition 3.11
and variations thereof.

As before, concerning the first estimate, we sum differences between respective equations and
observe that for n > 0

n—1 n

l 4 P4 P4

22 — 2" S e [lol] + [[02]] + KoAt Y |lal — 2| + KAty |lat — 2|
/=0 /=1

where for n > 1, 27 := g + ¢(v7)*. Now, from (5.2a) and (5.3a) follows for n > 1

122 — 2" < flaf ™ — 2" (1 + Ko At) + e || + [l ] + KaeAt[|[82]] + [0 ).
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Hence for n >0
n—1
e — || < Ko At (14 KAL) ) |t — 2|

€
£=0
n

e (w2l + 0211) + & Ko At (1 + Ko At) Y ([52]] + 15| + &) -
(=1
Finally, applying the discrete Gronwall lemma (3.14a)—(3.14b), combined with the velocity bound
of Lemma 5.6 concludes the proof of the first inequality.

For the second estimate, one begins with the Taylor expansion of the y.-update (5.2¢), that is
forn >0,
yrtt -yl

£ n
o+ (=B gl + VB f, 52

= —ed B e, ) (v + (1) (@)
— (1= (Bt y?) = LB 507 ) G171
+€2 ((1 _’Y>@€( ’nayg7~?+1) +76 ( n+17y?+17 ;H’l)) )

with ©, such that [|©.(t,y,v)| < 3 Kus|v||>. To see that the third line also possesses an e2-bound,
on may combine Lemma 3.6 that gives for any n > 0,

2
[wE ] S Koe + *Ilv”H

with (5.2b) that yields

Therefore, one may focus on the second line. We observe that, when n > 1,

(tnvys) d E( n+17y5 H 5 min (vaAt (Ktx +szK0)) .

4B T) (10 + (1= DED) = = (@B, 7202 — 4B 52 )
+ e doB(E, 52) (VB 87) + (1= 1)E(ti-1, 22 7))

2
At (d E( n+17:'//\g+ ) d E( nays)) ?7

with the following estimate concerning the last term

( n-l-laye ) d E( nvys)

As a consequence summing yields, for n > 0,

S At (K + Kz Ko)

~

n—1 n
ly2 — y" (| S KAt llys — o'l + KAt |lge — 3|

n
&8 B (ol + 2]) + €27 Ky Ko + 808 (i + Ko Ko) S [0
/=0

n n
e (it 31
£=0 /=1
Finally, we note that for n > 1

ol — 9" <yt —y™ | (14 K At) 4+ e2At K, Ko + 2 K, [o7 7Y
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Inserting the latter in the former leaves, for n > 0,

n—1

ly? ="l S KaAt(1+ KoA) Y 1yl — 'l +* Ko (02 + [|[02])
=0

n
+ %" Ky Ko (1+ Ko At) + At (K7 + Kip + Ko Fo) Y [|0l]|

/=0
n n
2 042 ~012
s (Sl 3
£=0 =1
The proof is again achieved by combining the discrete Gronwall lemma with Lemma 5.6. O

5.3. Proof of Theorem 5.1. The unique solvability of the scheme is again a direct consequence
of Lemma 3.6. Regarding error estimates, one gathers direct estimates in Proposition 5.4 with the
combination of Propositions 5.5 and 5.7 and Theorem 2.1 to conclude the proof.

6. NUMERICAL EXPERIMENTS

In this section, we provide an illustration of the error estimates proved in Theorems 4.1 and 5.1
on the simple example of the motion of a single particle subject to an electric field E = —V ¢
deriving from the potential

@) = 5 (lalP + - cozmm) )@= (on00).

Initial conditions are chosen as
= (1,1), v = (3,3).

Note that for this electric potential, the electric potential does not fit exactly in the framework of
our theorems since it is unbounded (though its derivatives from order one and onward are bounded).
Yet our observations fit well with our theoretical conclusions.

We observe two error indicators for the variable y.,

y(At,e) = ZAtHyE (&)ll;

gy gC At 8 = ZAt Hya tnvoaxo - g(vg)J‘)H7

where y. := x. — e(v.)’ stems from the solution (z.,v.) of the system of characteristics (1.7)
(with s = 0) and X is the flow for the guiding center equation (2.1), whereas y! is our numerical
approximation of y.(t,). So, in other words, &, and &, . measure the difference from the numerical
approximation to, respectively, the exact e-dependent and asymptotic solutions, hence quantify re-
spectively numerical convergence and asymptotic convergence. Note that £, and & 4 are averaged
errors in time so that they take into account the possibly-large errors which may originate from the
initial layer. Similarly, we define errors for the velocity variable v. as

o(At,g) = ZAtHv —v-(tn)]],

v, ge(At,€) = ZAtHs V7 — vge(tn) |,

using the guiding center velocity vg.(t) := —EL(t, x(t)) as the asymptotic velocity.
Since the exact solution of this example is not available, we perform a very accurate numerical
simulation by a fourth-order explicit Runge—Kutta scheme as the reference solution. The time step
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for this reference solution is chosen small enough, namely of order €2 when ¢ < 1, so as to capture
the very fast oscillations.

We, then, perform some numerical experiments with the first-order scheme (4.1) to illustrate the
results stated in Theorems 4.1.

In Fig. 1(A), we illustrate the computed errors for the first-order scheme (4.1), which match the
estimate of Theorem 4.1; one can identify in the figure, roughly speaking, the min function of the
estimate, cf. [27, Fig. 1]: for € ~ 1, the error grows as one decreases £ up to some turning point
in the curve after which the error decreases with € getting closer to zero. More precisely, one can
observe that, when At is much smaller than e (right part of Fig. 1(A)), the error is O(At), i.e., the
scheme is first-order accurate with respect to At, as the classical analysis may suggest. Note that in
this regime, the other error estimate in Theorem 4.1, which behaves like €2 + At, is quite large. On
the other hand, for smaller values of ¢, it is the latter bound which saturates the numerical error due
to the blow-up of the classical error estimate, so the error is dominated by O(?) as the slope of the
error curve suggests. Indeed, we see this saturation in the intermediate region for ¢ € [1073,1071].
Of course, when we refine the time step At, the intermediate region moves to the left. Finally, when
€2 is very small compared to At, the error in At dominates and the error does not decrease with e
any longer.

Moreover, in Fig. 1(B), we compare our numerical approximation with the resolved reference
solution of the guiding center model X(-,0, 2% — e(v?)*. This, in fact, confirms that when ¢ < 1,
the scheme is first-order accurate and corresponds to the left part of Fig. 1(A), as one expects that
the reference solution converges to its asymptotic limit.

We also present the numerical error on the velocity variable, in terms of &, and &, ¢.. Fig. 1(C)
confirms the point that the scheme should be first-order with respect to At¢, when € ~ 1. However,
for ¢ < 1 and a with large time step, the numerical scheme does not capture fast oscillations; so,
no convergence to the reference velocity can be observed. In this regime, the computed velocity is
only able to compute slow scale dynamics represented by the guiding center velocity v, as Fig.
1(D) suggests.

Furthermore, we perform numerical experiments with the second-order scheme (5.2) to illustrate
Theorem 5.1. The numerical results are shown in Fig. 2. We observe the same behavior of the
numerical error, but, of course, with a smaller error owing to the higher order of accuracy with
respect to At, though, again, there is an intermediate region where the dominant error term is
O(g?). These numerical tests, with a smooth solution, underline the expected but clear advantage
of the second-order scheme compared to the first-order approximation.

7. CONCLUSION AND PERSPECTIVES

In this paper, we have presented a complete convergence analysis of particle-in-cell methods for
the two-dimensional Vlasov equation, with a given electric field, submitted to an external magnetic
field, which is homogeneous in space and time and very strong, of order 1/e with ¢ < 1. In fact, we
have estimated the error for semi-implicit first- and second-order IMEX schemes, and confirmed the
stability, accuracy and convergence of these schemes, for any possible values of the time step and of
the scaling parameter €. These theoretical results have been supported by numerical experiments.

An immediate extension is to investigate, in practice and analysis, the applicability of the pre-
sented framework for more complicated cases, e.g., for the three-dimensional system or with an
inhomogeneous magnetic field. Another interesting extension could be to derive and analyze higher-
order asymptotic models, to improve the error estimate in terms of €. This would be rather involved
as higher order terms are coupled with the evolution of the energy; see [13, 15] for instance.

APPENDIX A. CONVERGENCE ANALYSIS FOR OSCILLATORY ODES

As announced in the introduction, we conclude with abstract considerations on the numerical
analysis of oscillatory ODEs. Though insufficient to prove the relevant results, these considerations

provide enlightening insights supporting correct educated guesses on the final outcomes.
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FIGURE 1. First-order scheme (4.1): (A) Error between the approximation y and (reference) solution
Ye(tn) of (1.7) denoted by &,. (B) Error between the approximation y? and the asymptotic (reference)
solution X (t,0,z% — e(v®)1) of (2.1) denoted by &y, gc. (C) Error between the approximation v? and the
(reference) solution ve(tn) of (1.7) denoted by £,. (D) Error between the approximation e~'v? and the
asymptotic (reference) velocity vgc(tn) denoted by €y, ge-

Let us discuss a system of the form

(ac +e" Gi (", ac, b)) (t) = Fo(t, ac(t)) + ™ GL(t, a=(t), b:(t)) ,
(A1) ,
bo(t) = —2Jbe(t) + Fo(t, ac(?), be(t)

(with F, F§, G7, GS uniformly smooth) and try to guess what may be expected on the numerical

computation of the slow variable a.. Expanding the first equation of the system with the second

suggests that, with such a goal in mind, a direct convergence analysis of a discretization of (A.1)

could be carried out by working with the vector (ax, Emin(”_Q’”)bE), and, arguing recursively, that its

(m + 1)th derivative is bounded by a multiple of max(g~(2m—min(re=2r2))4 o= 2(m+1)—min(re=2,r2))),
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FIGURE 2. Second-order scheme (5.2): (A) Error between the approximation y? and (reference) solution
Ye (tn) of (1.7) denoted by &,. (B) Error between the approximation y? and the asymptotic (reference)
solution X (t, 0, % — e(v®)1) of (2.1) denoted by &y, gc. (C) Error between the approximation v? and the
(reference) solution ve(tn) of (1.7) denoted by £,. (D) Error between the approximation e~'v? and the
asymptotic (reference) velocity vgc(tn) denoted by £y, ge.-

As a consequence, a direct convergence analysis of a scheme of order m that would be unconditionally
stable would result for the numerical approximation of (a., 6mm(”_2’”)b€), thus also of a., into a
bound on numerical error by a multiple of

. 1 1
(At) X max <8(2m—min(r,§—2,7~1))Jr ’ 5(2(m+1)—min(n—2,m))>

For concreteness note that when analyzing the computation of the guiding center, r, = 3 and
r, = 2 so that the bound is At™ /5(2m+1). The bound is somewhat optimal in the prediction of
the computational error for e™n("t=27)p_ With this respect note that even if by a particularly
clever method, for instance through stroboscopic averaging, one is able to improve the computation

of a fast variable at particularly well-chosen set of discrete times, this extra precision will be lost
31



when recovering by interpolation from these discrete times an approximation of b. on the whole
continuous time interval.

System (A.1) suggests that the variable a. is actually O(e™("t7=))_close as € — 0 to a solution
a of the uncoupled non-stiff equation

(A.2) a;(t) = Fg(t a(t)).

For a scheme of order m consistent with the foregoing asymptotic and unconditionally stable this
suggests a bound of the numerical error in the approximation of a. by a multiple of

gmin(rt,rx) + At

Note that to conclude to the latter bound it is sufficient to know that the a-part of the solution
of the discrete scheme for (A.1) converge as ¢ — 0 to a solution of a scheme of order m for (A.2)

min(ry,rz)—1

with rate O(e™n(rer=) ¢ At™ mintrera) ), leaving room for some depreciation of the continuous
rate O(g™in(re.rz)),
This provides a final bound of the numerical error for the variable a. by a multiple of

: 1 1
. min(re,rg) m m
min (5 + At 5 (At) X max <6(2m—min(7“t—2,rz))+ ’ 6(2(m+1)—min(rt—2,rz)) >> ’

In the present paper, we have turned the foregoing formal discussion into rigorous convergence
analysis for some of the schemes introduced in [12] and a few extensions.
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