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Abstract

Directed Energy Deposition is one of the leading additive manufacturing technologies tailored for the
repair of metallic components. The spatial and temporal pattern of the heat flux results in specific
thermal gradients and cooling rates, controlling the final microstructure and mechanical properties of the
repaired component. Simplified thermal analyses based on Rosenthal’s solution offers an interesting way
to model in short computational times the repair process of simple geometries, estimating the spatial
thermal gradients or cooling rates. This article presents a new model based on Rosenthal’s solution.
Compared to other existing analytic solutions, the present work contains material layer addition and
therefore enables the modeling of not only one layer but of the complete additive manufacturing process.
The validity domain of the model is identified using experimental measurements on 316L stainless steel.
Possible applications are also provided: determination of solidification regime (columnar or equiaxed
grains) in solidification maps or optimization of the duration of interlayer dwell time needed to keep the
part under a low annealing temperature.

Keywords: Directed Energy Deposition, slender panel repair, analytic thermal modeling.
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1. Introduction

The manufacturing process of a component defines not only its shape but also, through thermal
gradients and cooling rates, its microstructure which drives its final mechanical behavior. Additive
manufacturing, and in particular Directed Energy Deposition (DED), is a key technology offering new
opportunities to repair complex components. The thermal history endured by the part during this process
is very different from conventional processes like forge or foundry. Indeed, because of the localized energy
input, the part is submitted to pronounced spatial thermal gradient and to fast cooling rates which are
fully controlled by the various process parameters whose influence have been thoroughly studied in the
literature. Among others, let us mention the main process parameters driving those specific solidification
conditions: laser speed, laser power and powder flow rate [1-3], linear energy input (laser power divided
by laser speed) [4, 5], lasing strategy [3, 6-9] and inter-layer dwell time [10-12]. Due to the large
numbers of significant parameters, simulating the thermal field during additive manufacturing is crucial
to gain information about the solidification conditions and consequently about final microstructure and
properties.

High-fidelity Finite Element simulations enable to describe accurately the solidification phenomenon
[13] and yet, due to memory and time constraints, a compromise needs to be found between the size of
the studied domain and the amount of physics phenomenon modeled: some simulations focuses on the
melt pool scale [14, 15], others model the building of a few layers [16, 17], while other authors chose to
neglect small scale phenomenon to model the manufacturing of the whole component [11, 18, 19]. Indeed,
as highlighted by Veldman et al. in [20], several numerical challenges arise using Finite Element Analysis
for such problems: material addition, mesh refinement at the laser spot, modeling of phase changes, etc.
Consequently, high-fidelity simulations are too heavy to be used at the component level, in a development
phase, where different set of process parameters need to be investigated.

This is why, for preliminary studies on simplified geometries, it is very appealing to consider faster
models based on analytic solutions. Carslaw in 1921 [21], followed by Rosenthal in 1946 [22] developed
analytic expressions of the thermal increment caused by a local heat source. Following these works, a
large number of extensions were carried out to model welding [23-29]. With the increase of computational
capacities, analytic methods have lost ground in favor of numerical methods but recently the effort to
study additive manufacturing process with large size models has brought Rosenthal’s solution up to date
[13]. Gockel et al. proposed [30] to use such quasi-steady Rosenthal’s solution to investigate the influence
of free edges on the melt pool shape and solidification conditions for one laser path. Promoppatum et al.
[31] and Yang et al. [32] used similar analytic or semi-analytic models for Selective Laser Melting, whereas
Parkitny and Winczek developed an analytic solution modeling the impact of tilting the heat source [33].
Those solutions offer the advantage to give good estimations of thermal field in short computation times.
However, they only enables the computation of temperature during the manufacturing of one layer process
since none of them contains material addition.

The motivation of this work is to study the repair with DED of damaged slender panels (see [34, 35]
for similar geometries and [36, 37] for applications). To do so, the issue of material addition is addressed
and an extension of Rosenthal’s solution is applied to the modeling of DED repair process with several
laser paths. The major aspects of the present model are the following; first, the thermal field is derived
in the transient regime, taking into account the effect of cooling due to conduction; then, convection loss
is added to the thermal solution; finally the temperature increments caused by the printing of several
layers are summed. This final step is done using the superposition principle and can consequently only
been done for thermal linear cases. To ensure the validity of this hypothesis, additional dwell times were
then added between the printing of the layers to cool down the manufactured component. The specificity
of this model compared to other works of the literature is highlighted in Tab. 1.

The present paper starts by a presentation of the experimental set-up in Sect. 2. A description of the
model is then given in Sect. 3. Below, in Sect. 4, a comparison between experimental measurements and
model predictions is made to calibrate it and to define its validity domain. Finally, in Sect.5, discussions
on potential improvements as well as possible applications are provided.
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Table 1: Main features of existing models for thermal simulation of the additive manufacturing process:
comparison of literature with present work.

2. Material and methods

2.1. Geometry and process parameters

The configuration investigated here is similar to a repaired slender part and consists in depositing by
DED a single-track wall on top of a thin wrought plate, referred to as substrate. The coordinate system
used in all the present paper is defined as follows: the x = 0 plane correspond to the left edge of the
single-track wall and the z = 0 plane is at the interface between the substrate and the printed part. This
geometry and coordinate system is described in Fig. 1b

The substrate is a 316L stainless steel (SS316) plate. The material deposited is an industrial SS316
powder with sieve range 45 — 105 um, provided by Oerlikon [38].

The samples were manufactured with a BeAM Mobile machine (see [39] for additional details on the
manufacturer). This machine is equipped with a coaxial nozzle (10Vz nozzle) including a powder jet, a
local argon inerting and a fiber laser with wavelength 1070 nm offering a maximum power of 500 W and
a spot diameter of 0.75 mm.

The process parameters were kept identical for all samples: laser speed (2000 mm/min = 33.3mm/s),
laser power (250 W), powder mass flow (from 6.5 to 7 g/min), vertical increment between two layers
(0.2mm). The deposition strategy is a back and forth straight movement of the nozzle. Two types of
lasing conditions were applied:

(a) standard continuous deposition, without any dwell time;
(b) deposition with a 30-second dwell time between two successive layers.

The duration of the dwell time can be compared to the classical duration of one laser path. The
length of the manufactured wall is 100 mm so with a laser path of 2000 mm/min, it takes 3 seconds to
print one layer, the dwell time was then chosen to be 10 times longer than one laser path.

2.2. Thermal instrumentation

The substrates have been instrumented with two thermocouples of type K, covering a measurement
range, starting from ambient temperature to 1350°C [40]. Their acquisition frequency is 10 Hz. Due
to this low sampling rate, they cannot capture the very fast thermal evolution occurring during DED
(cooling rates 10% — 10* K/s [41]) and therefore, they cannot be used to assess peak temperatures. The
thermocouples were welded on two substrates at the positions indicated on Fig. 1b: T1 (z = 50mm, z =
0mm) and T2 (x = 50 mm, z = —5mm). These substrates were then used to manufacture two specimen,
respectively without dwell time or with a 30-second dwell time.

The manufacturing was also monitored using a thermal camera which provides the temperature di-
rectly on the additively manufactured wall. The thermal camera used in this study is a Xi/00 from
Optris [42] with the following main technical characteristics : wavelength 7.5 to 13 um ; temperature
range 150 to 900°C'; detector size 382 x 288 pixels; accuracy £2%. In the present configuration, the
pixel size was 370 um and the acquisition frequency 27 Hz. The emissivity of DED 316L in the camera
range of wavelength was calibrated experimentally up to 600 °C. It was observed that this emissivity is
almost constant with temperature and is around 30%.

As described in Fig. 2, the data acquired with the thermal camera can be used in two different ways:
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(a) Experimental set-up. (b) Dimensions of specimen.

Figure 1: Thermal measurements during the additive manufacturing process of a repaired specimen: (a)
instrumentation in the DED machine, 1) DED nozzle, 2) DED part, 3) Substrate, 4) Thermal camera,
(b) position of thermocouples welded on the substrate.

(a) maps displaying the spatial distribution of temperature can be drawn at a given moment.
The maximum temperature of the camera being only 900 °C' and the pixel size being large compared
to the melt pool size, the maximum temperature registered on those maps stands below the real
peak temperature. However, far from the melt pool, the thermal camera enables to follow the tail
following the heat source.

(b) time evolution can be derived at a certain position of the manufactured component using the values
over time of the same pixel.
Due to experimental uncertainties and low sampling rate of the camera (27 Hz) compared to the
characteristic time of temperature evolution, this representation does not capture accurately the
peak temperature. Nevertheless, the cooling rates and global tendencies above the camera minimum
temperature 150 °C' are valuable information.

3. Model description

a Initial substrate height 60 mm
Louwb Substrate length 106 mm
Geometry e Wall thickness 0.8 mm
L Laser track length 100 mm
n Number of layers 40 -
h Convection coefficient 25 W.m2.K!
v Laser speed 2000 mm.min~!
Az Height of one layer 0.2 mm
Process
A Absorptivity 0.35 -
Laser power 250 AW
Q=AP Absorbed power 87.5 W
T Melting temperature (liquidus) 1400 °C
) k Thermal conductivity 16.3 W LK™!
Material . .
c Specific heat capacity 500 Jkg L K!
p Density 8000 kg.m~3
D=1/(2)\) =k/ep Thermal diffusivity 4.07¢-06 m2s~!

Table 2: Notations and values of model parameters. The material coefficients for 316L stainless steel are
taken from [43].

The following assumptions are considered. The thickness e of the panel being negligible compared
to its height a and width Lgyp, it will be assumed that the temperature does not vary much along the

4
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(b) Temporal evolution of temperature for two pixels separated by a distance d along the laser path.

Figure 2: The data acquired with the thermal camera can be displayed in two different ways: (a) spatial
distributions at a given moment; (b) time evolution at certain position.

wall thickness (y direction) and calculations will be two-dimensional. The material parameters for 316L
stainless steel were taken from [43] and are listed in Tab. 2. It is important to notice that the material
coefficients are taken as constant and do not vary with temperature. This approximation is necessary
to derive the analytic solution proposed in this study. In particular, this strong assumption prevents us
from modeling phase change and will affect the accuracy of the model around the melt pool.

In order to explain how the model is built, the modeling of a single laser path is described first. The
solution for the semi-infinite panel is given in Sect. 3.1, then the way to take into account the panel edges
is explained in Sect. 3.2. Finally, the addition of material with the printing of the successive layers is
tackled in Sect. 3.4. Only the main equations are presented in this paragraph, additional details on the
method used to derive them can be found in the appendices, Sect. 7.1, 7.2 and 7.3.

3.1. Solution of the transient heat equation on a semi-infinite panel
In the absence of sources, the heat equation in 3D writes:
oT
— —DV?*T =0 1
5 (1)
if D =1/(2)\) = k/cp the thermal diffusivity is assumed to be independent of temperature.
The thermal increment due to a heat source located at point (z/, z’) delivering an instantaneous power
dQ /e at instant ¢’ is considered. The Appendix 7.1 details explanations about the derivation of the system
of equations, denoted P, satisfied by the two-dimensional thermal field:

82_T o0*T oT

ox? = 022 ot o t
T —— 0, r>0,
Problem P, 7 o 0, (2)
togT . d
- o kdt 2% —Q,
o Or to—0 e
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where f is a source term which depends on thermal loss in the following way. In the case of an
adiabatic panel, f = 0 and the first line of this system is simply the heat equation in 2D. However, if the

convection along the two main edges of the structure (y = 0 and y = e) is accounted for, the 3D boundary

2h
condition of convection can be transformed in a source term in 2D and f = — T'. This derivation is

ek
explicitly done in Appendix 7.1.

Rosenthal provides in [22] a solution to the previous system in adiabatic conditions when f = 0.

2
An extension of this solution is proposed when f = e T. The transient solution corresponding to the
e

infinitesimal thermal increment caused by a source delivering d@/e at point (2/,2') at instant ¢’ writes:

dT (z, z,t) = - (3)

2(t =) ecp t—t

exp l/\ (z—vt")2+(z2—2")%)  2n(t—t) dt’
2rke

From this infinitesimal thermal increment, the total elevation of temperature can easily be derived by
integrating the contributions of infinitesimal sources along the laser path.

T(x,z,t) = /t dT (z, z,t) (4)

=0
Consequently, this simple semi-analytic expression gives the transient thermal field in a semi-infinite
panel submitted to one laser path and to convection along its two main edges.

3.2. Modeling the edges of a finite panel

The previous section 3.1 exhibits the derivation of the thermal increment for a semi-infinite panel.
However, in many applications, the edges are not far enough from the laser spot to be neglected, it is
then necessary to model the edges.

In [22], Rosenthal makes the equivalence between an adiabatic edge and a plane of symmetry (in
both case, no thermal flux crosses the surface) and offers to model the edges of the structure using image
sources. The same method is used by Tan et al. in [44] and by Gockel et al. in [30] to take into account
lateral edges. In a more general way, Yang et al. described in [32] a method to integrate any edge of a
structure as soon as its surface is convex.

In the present configuration, four edges have to be modeled: the top and bottom edges z = 0 and
z = —a and the left and right edges * = 0 and x = L. Theoretically, an infinite number of sources should
be added to ensure that the edges are planes of symmetry. Nevertheless, it is possible to demonstrate that
at the first order (cf. appendix 7.3), only the closest sources plays a significant part in the thermal field.
The majority of them are then neglected and only the closest to the real structure are taken into account.
The appendix 7.3 explains in detail how those fictitious sources moves following the nozzle motion.

8.8. Spatial extension of sources

All the equations above deal with a punctual heat source in two dimensions, that is to say a linear
heat source in three dimensions. Heat sources can also be described with a spatial extension accounting
for the laser spot size. In this case, the power delivered by the source is a function of space Q(u). The
total temperature increment Eq. 29 for a punctual heat source need to be revised by integrating along u
the contributions of all infinitesimal punctual sources composing the surface source:

+oo z — vt ,u2 Z—Z’Q o ,
T(z, 2, t) /t / Q(u) du expl_/\(( '+ u)® + ( )2 2m(t—t)| dt

27 k e 2(t —t')  ecp t—t" 5)

=—00

For example, for a uniform surface heat source,

/it —l/2<u<l/2,
Qu) = { 0 otherwise; (6)
or for semi-Gaussian heat source,
2
= — th = — 7
Q)= 2 o (g3 ) with 30 g



However, since the spatial distribution of the heat source is small with respect to the panel dimension
(laser spot 0.75mm on the BeAM DED machine used in this study, cf. Sect. 2 for more details), the
thermal field is only affected by this surface modeling of the heat source in a small region around the melt
pool. Since in the model no phase change is taken into account, the prediction of temperature around
the melt pool should not be considered as accurate. Besides, modeling a surface heat source increases
computation times since a spatial integration is added the temporal integration as shown in Eq. 6 and 7.
Consequently, it has been chosen to keep a point heat source as the goal of the present model is to have
an evaluation of temperature field in the overall structure in a short computational time.

3.4. Printing successive layers

For now, the modeling of only a single laser track has been discussed. However, when component
repair is considered, several layers are deposited on top of each other to rebuild the initial geometry with
a final total height of ay = a+nAz where Az is the height of one layer and n is the number of layers. The
additive manufacturing process is by essence continuous. Nevertheless, due to the analytic formulation
of space integration, there is no choice but to discretize the material addition and to add a whole layer
at once.

The deposition of each layer will be ensured by a source S;, i € [1 ; n], located at z, = iAz and moving
along the top edge of the panel of height a; = a + 1A, at constant speed v. If the laser goes always in
the same direction x; = v(t' — ¢;) for all layers. If the laser changes direction between two successive
layers (back and forth motion), when ¢ = 2k + 1 the source moves at speed from 2’ = 0 to ' = L, ie
¥ =v(t' —t;) ; when ¢ = 2k, the source goes to speed —v from ' = L to 2’ =0, ie 2’ = L — v(t' — ¢;).

The printing of one layer takes a time L/v. An additional dwell time noted tgye1; can be added between
the printing of successive layers. Then, in total the duration of one laser path is Atpath = L/ + tawen
and the time at which the printing of layer ¢ begins is t; = (¢ — 1)Atpatn. The source S; consequently
delivers a power:

Qi) = (8)

For instance, the thermal increment caused by the manufacturing of the i*" layer is derived from Eq. 3
and 4 and writes for ¢ < ¢; :

0 otherwise.

—0 2mke 2(t—t) ecp t—t
(9)
Since the analytic model is linear, the superposition principle can be used to sum the contributions of
all the real sources S; and of all the fictitious sources attached to each S; to model the edges. To ensure
the continuity of the solution across the different layers, a diffusion mechanism is introduced when a new
layer is built. This is performed using a Gaussian filter, which is similar to heat diffusion, since it is the
solution of the heat equation in the absence of sources:

1 +oo ~2 22
503 // exp (_x 21_22 ) T(x—&,z— 2,t)did2 (10)

The thermal fields exhibited in Fig. 3 illustrates the different steps of the numerical method:

_ )2 _ 2 Y /
Ti(z,2,t) = /t dT;(z, z, t) with dT;(z, z,t) = @i(t) exp [A ((x )"+ (2= ) ) - 2hit—t) | dt
t/

Go.T (z,2,t) :=

(a) Considering that the thermal field during the printing of the i*" layer is known (Fig. 3a),

(b) Once the i*! layer is printed, the layer i + 1*® appears at room temperature on top of the previous
one (Fig. 3b);

(¢) To avoid discontinuity of the thermal field between the layers, the heat accumulated during the
printing of the first ¢ layers is diffused in the new layer using a Gaussian filter with a characteristic
distance equal to the layer thickness, 0 = Az (Fig. 3c);

Ti(z, 2,t) = Ga.. Z T (x,z,t) where T is defined according to Eq. 9 (11)
j=1

(d) The thermal increment only due to the printing of the i + 1*! layer is derived from the contribution
of source S;41:

t
Tiv1(x, z,t) = / dT;11(x, z,t) with dT;4, derived from Eq. 9 (12)
/=0
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(e) The principle of superposition is applied to derive the complete thermal field by summing the thermal
increments caused by the manufacturing of layer i + 1 with the previous ones submitted to diffusion
and the total thermal field during the printing of layer ¢ + 1 (Fig. 3e) writes:

T(x,2,t) = Tipa(z,2,8) + Go. Y _ Ty (z,2,1) (13)
j=1

3.5. Numerical implementation and computational time

The model described above was implemented in Python & using NumPy and SciPy libraries [45]. The
thermal field is evaluated on a regular two-dimensional spatial grid and numerical time integration is
performed using the integrate package of SciPy library.

In Sect. 1 the advantage of this kind of model was stated: they offer short computational times.
In particular, the computational time is proportional to the number of nodes where the temperature is
evaluated. On a 2-core processor 2.30 GH z, deriving the temporal evolution at one position during 300
seconds (5 minutes) at 10 Hz takes 28 CPU-seconds and a thermal map of 100 x 100 nodes takes 29
CPU-seconds to compute.

These performances could be further improved by optimizing the code, switching for example from
Python to C/C++ programming language.

4. Results

This section contains a confrontation between the predictions of the model (see Sect. 3) and the
experimental measurements (see Sect. 2).
The following test configurations will be considered:

e Experience (E1): 30-second dwell time, measurements on thermocouples T1 and T2;
e Experience (E2): 30-second dwell time, measurements on thermal camera;
e Experience (E3): no dwell time, measurements on thermocouples T1 and T2.

Let us remark that only experiments with dwell time respect the linearity assumption and can be
reproduced by the present model. Therefore, (E1) will serve for the identification of parameters whereas
data extracted from (E2) are dedicated to validation. (E3) will be used for comparison only, to highlight
the importance of the thermal linearity assumption and illustrates the limits of the model.

4.1. Parameter identification from thermocouples measurements

Only two of the parameters of the model listed in Table 2 are not known accurately: the convection
coefficient h and the absorptivity A.

The identification of these parameters was done on the data of (E1), i.e. on the thermal evolution
monitored by the thermocouples T1 and T2 for the specimen with a 30-second dwell time. The best fit
between experimental and predicted data was obtained for h = 25 W.m~2.K~! and A = 0.35.

These values were compared to literature data. In [11], Heigel et al. use a convection coefficient
varying from 20 to 60 W.m~2.K~!. The range of absorptivity that can be found in the literature for
SS316 is quite large depending on the wavelength of the laser. No information could be found for a fiber
laser with a 1070 nm wavelength but in [41], Debroyet al. gives an absorptivity between 0.25-0.32 for a
Nd:YAG laser with wavelength 1060 nm. Therefore, this identification appears to be consistent with the
literature.

The Fig. 4 displays the comparison of the thermocouples measurements and predicted temperature on
the specimen manufactured on (E1) after the identification of the convection coefficient h and absorptivity
A for thermocouples T1 and T2. The highly accurate fit testifies for the model quality. An important
discrepancy is however observed for the temperature peaks at the beginning of the printing, this is
certainly due to the thermocouples frequency acquisition. Indeed, the temporal derivative of temperature
is very high due to the rapid motion of the laser and the localized heat input. Therefore, the acquisition
frequency is certainly too low to capture the precise maximum temperature.

Let us further remark the two time scales of the time evolution:
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(a) Thermal field during the printing of layer i.
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(b) Apparition of layer ¢ + 1 at room temperature.
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(c) Diffusing the heat from the first ¢ layers.
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(d) Thermal increment caused by the manufacturing of layer i + 1.
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(e) Total thermal field during the printing of layer i + 1.

Figure 3: Internal steps of the algorithm developed to model the printing of successive layers: (a) printing
of the i*" layer; (b) adding the i+1*" layer at room temperature; (c) diffusing the heat of the previous layers
in the new layer to avoid discontinuity of the thermal field (Eq. 11); (d) derivation of the contribution of
source i + 1 (Eq. 12); (e) superposition of thermal increments from all sources.



(i) a short one corresponding to the passage of the laser at each layer deposition, the location (x =
L/2,z = 0) experiences a temperature rise each time the laser comes right over it, followed by a
very fast cooling;

(ii) a longer one describing the fact that the part warms up during the process until it reaches an
annealing temperature which in this case seems to be around 60°C for T1 and T2. However, for the
location of thermocouple T1, the temperature peaks decrease while the laser goes on printing the
above layers whereas for thermocouples T2 which 5mm below T1, the temperature peaks increase
first as the first layers warms the component and finally decreases as the laser gets further.

Furthermore, the results show that the optimal choice of parameters permits to reconstruct the thermal
evolution at two different locations. This indicates that the shape of semi-analytic solutions proposed
here are suitable to model the thermal evolution during DED.

Printed layers Printed layers

7001 5 10 15 20 25 30 35 40 1001 5 10 15 20 25 30 35 40

T1 —— Model —— Model

600 Experimental 8 y [ I Experimental
60 N [ ‘ ‘ AR RRRL
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(a) Thermocouple T1. (b) Thermocouple T2.

o
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Figure 4: Comparison of the thermocouples measurements and predicted temperature on the specimen
manufactured on (E1) (30-second dwell time) after the identification of the convection coefficient h and
absorptivity A.

4.2. Model validation on thermal camera data

The aim of the validation process is to compare model prediction with the temperature field measured
by the thermal camera in (E2) in terms of accuracy of: (i) spatial distribution at a certain time and (ii)
time evolution at a given position.

The comparison between the thermal fields predicted by the model and the thermal measurements
of the camera is displayed in Fig. 5, 6 and 7 at three different time instants. For each one, six figures
are displayed: the predicted (a) and experimental (c) thermal maps with a magnification around the
melt pool ((b) and (d)) which provides a qualitative comparisons; then, to enable a more quantitative
analysis, the thermal variation along two lines, (e) horizontal 1 mm below the top edge and (f) vertical
1mm behind the laser spot, is plotted for the model and the measurements.

The three moments are taken when the building of the wall is sufficiently advanced and the thermal
fields can be accurately measured. They are all extracted from the printing of the 67*" layer (arbitrary
choice), when the DED deposit is 13.4mm. At moment ¢; displayed in Fig. 5, the nozzle is leaving the
left edge; at instant ¢o (Fig. 6), the laser is in the middle of its path; at instant t3 (Fig. 7), the source is
close to the right edge. The proximity of the edges at the first and third moments will assess the ability
of the model to take them into account.

The analysis of the graphs highlights that the model predicts warmer temperature near the melt pool
than the experiments. In Sect. 3, it was stated that the material parameters was not varying with
temperature to ensure the existence of an analytic solution. Phase change is also not accounted for in
the present model which is another reason to expect a poor accuracy near the melt pool.

With the exception of the neighborhood of the melt pool, spatial distribution appears to be well
captured for all the nozzle positions. The model is then able to capture the thermal gradient generated
by a localized moving heat source even in the vicinity of adiabatic edges.

The thermal field acquired by the camera also provides the evolution of temperature of one pixel over
time which corresponds to the temporal evolution of the temperature at one location. The graphs of
Fig. 8 displays the curves temperature versus time at two different locations both for the model and the
experiments. The locations observed were chosen far from the thermocouples position, at an arbitrary
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Figure 5: Comparison of the thermal field predicted by the model and the one measured by the camera
during (E2) (30-second dwell time) at instant ¢;. Predicted, respectively experimental, general thermal
maps are displayed in (a), respectively (c) while (b) and (d) provide zoom on the melt pool region. (e)
and (f) exhibit the thermal variation along horizontal line (Imm below the top edge) and vertical line
(Imm below the laser spot).

height of 8.2mm in the DED part. One is located in the middle of the laser path (x = 50 mm) while the
other is near the right edge (x = 98 mm).

The misfit between the measured and predicted peak temperatures observed both on Fig. 8a and 8b
can be explained by the following rationale. First, the low sampling rate of the camera does not capture
the fast thermal evolution and actually misses the maximum temperature caused by one laser passage.
Second, the model is not accurate when the material is in the liquid state because no phase change is
modeled and consequently, the predicted peak temperature is uncertain.

Except from those peaks, the model fits very accurately the measured cooling rates, within the camera
acquisition range, that is to say above 150 °C. For the point located in the middle of the laser path (Fig.
8a), model and experiments perfectly match. At the point located near the edge (Fig. 8b), the model
seems less accurate. In particular, the cycles looks different for the model if the laser is going left or right
whereas this is not observed in the experimental curve. So, it seems that the model emphasizes more the
effect of bidirectional lasing strategy than the thermal measurements.

4.8. Limits of superposition principle

In this paragraph, the data collected on the specimen manufactured without dwell time during (E3)
is used to insist on the necessity of applying the model to a case where the thermal field is linear.

In the absence of dwell time, the panel does not have enough time to cool down between two laser paths.
Consequently, in this configuration, the superposition principle does not apply. The temperature evolution
of Fig. 9 show that the model predictions overestimates strongly of temperature. This comparison is of
great interest since it underlines one limit of the present semi-analytic thermal model and exhibits a case
where it should not be used.
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Figure 6: Comparison of the thermal field predicted by the model and the one measured by the camera
during (E2) (30-second dwell time) at instant t5. Predicted, respectively experimental, general thermal
maps are displayed in (a), respectively (c) while (b) and (d) provide zoom on the melt pool region. (e)
and (f) exhibit the thermal variation along horizontal line (Imm below the top edge) and vertical line
(Imm below the laser spot).

4.4. Conclusions

It is important to notice that the calibration was made on the temporal evolution of temperature at
2 points, in the middle of the structure by fixing only two parameters. The validation part carried out
with the thermal camera data has shown that the model predicts accurately both the spatial gradient at
different moments and the thermal evolution in different locations, including near the edge.

Last but not least, the necessity of working on configurations where the non-linearity of heat equation
can be neglected was demonstrated since the superposition principle is the key feature used to model the
printing of several layers in a short computation time.

5. Discussion

This last section contains a discussion on the limitations, perspectives and possible applications of
the semi-analytic model developed above.

5.1. Validity domain

In the proposed model, material parameters must be independent of temperature to ensure the analytic
resolution of Eq. 2. This assumption of linearity authorize to apply the superposition principle to model
the manufacturing of several layers. However, it has been observed in Sect. 4.3 that when no dwell time
is applied, the non-linearity cannot be neglected and that the model fails to predict the thermal evolution
measured by the thermocouples.

In [41], Debroy et al. recall polynomial expressions for 316L stainless steel material parameters:

KT) = A+ BT with A; = 11.82 and B; = 0.0106
c(T) = Ay+ BT+ CyT? + D,T3  with Ay = 330.9, By = 0.563, (14)
Cy = —4.015 x 10~* and Dy = 9.465 x 1078
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Figure 7: Comparison of the thermal field predicted by the model and the one measured by the camera
during (E2) (30-second dwell time) at instant t3. Predicted, respectively experimental, general thermal
maps are displayed in (a), respectively (c) while (b) and (d) provide zoom on the melt pool region. (e)
and (f) exhibit the thermal variation along horizontal line (Imm below the top edge) and vertical line
(Imm below the laser spot).
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Figure 8: Comparison of the thermal evolution predicted by the model and the one measured by the
thermal camera during (E2) (30-second dwell time) for two locations on the wall: (a) in the middle of
the laser path and (b) near the right edge.

with T expressed in K, k in Wom~™'. K~ and c in J.k¢g~'.K~!. The corresponding evolution of k and ¢
are displayed in Fig. 10a.
In order to know when the non-linearity is too important to be neglected, the following estimators
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Figure 9: Comparison of the thermocouples measurements and predicted temperature on the specimen
manufactured on (E3) (no dwell time) highlighting the importance of the superposition principle.

are proposed:
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where k(T) and ¢(T') are derived from Eq. 14. T is the thermal field in the component just before the
superposition principle is applied for the first time, ie at t = L/v + tgwen. The graph of Fig. 10b displays
that the non-linearity levels estimated by ey and e. for different dwell times. It appears that the two
estimators of Eq. 15 are very close to each other and that they decrease with the addition of dwell time
since the temperature in the component gets closer to the reference temperature Ty. The role played
here by dwell time in the cooling of the structure could also be conducted by thermal pumping in more
massive components.

Consequently, a rule of thumb could be deduced from the results of Fig. 10b: this model should only
be used on configurations (geometry and process parameters) where the estimator of non-linearity e is
below 5%. This threshold can be refined by conducting additional experimental measurements during
manufacturing with intermediary dwell times.
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(a) Evolution of material parameters with temperature for (b) Longer dwell time between two successive
316L stainless steel [41]. layers reduce the non-linearity estimator.

Figure 10: Non-linearity estimator: (a) the non-linearity of the thermal field comes from the variation of
material parameters with temperature; (b) the error made by applying the superposition principle can
be estimated with the non-linearity estimator of Eq. 15.

As a conclusion, the validity domain of the simplified approach presented here is the following : bi-
dimensional geometry with small non-linearity (dwell time or thermal pumping). The absence of phase
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change modeling also results in an error around the melt pool since no phase change and fluid convection
are modeled. However, it was demonstrated in Sect. 4 that it is accurate in its validity domain and it is
a useful tool which allows a fast exploration of process parameters thanks to its low computational cost.

5.2. Three-dimensional structures

The present study focuses on bi-dimensional structures since the application of interest is blade repair
on geometries similar to those displayed in [36, 37]. However, similar work could be conducted on massive
geometries using the three-dimensional Rosenthal’s equation [22]. It describes the thermal increment in
a semi-infinite solid z < 0 for a laser source moving at speed v along the x axis (z/ = vt’) and located in
the plane ¢y = 0, 2’ = 0:

A
CVBQ a2
e
v—0 432k (t —1')3/2
Similarly to what was done in two dimension, from Eq. 16, the quasi-steady state can be derived by
letting t goes to infinity, the temperature increment then becomes:

Ttg;]gnsicnt (SU, Y, 2, t) = (16)

Avr

73D (€)=~ o & (17)

quasi-steady = ks r

where (&, r) are the relative coordinates when the reference frame is centered on the heat source (§ = z—vt,

r= \/(x—vt)2+y2+22).

Edges can be modeled similarly by adding fictitious sources symmetrically to boundaries. Convection
cannot be introduced as it was done for the bi-dimensional model, however on a massive geometry, this
cooling mechanism can be neglected in front of conduction.

5.8. Determination of optimal dwell time

The experimental measurements of Fig. 4 and 9 exhibit the impact of dwell time on the annealing
temperature. Without dwell time, the annealing temperature for T1 is close to 250°C whereas it was
only 60°C with 30 seconds of dwell time. Similarly, it is 200°C without dwell time and 60°C with a
30-second dwell time for thermocouple T2. This major difference can result in different microstructures
and consequently material properties or different residual stresses distribution as already observed in
[10-12, 46].

Depending of the type of alloys used, it can be either desirable or not to maintain a high annealing
temperature in the component and many aspects need to be taken into account (distortion, hot crack-
ing, residual stress, metallurgical transformations). Foster et al. have for example shown in [46] that
introducing a dwell time reduces the residual stresses in a DED Inconel 625 component.

Nevertheless, the introduction of dwell time has industrial consequences. To maintain a steady powder
stream, the powder jet cannot be interrupted during the manufacturing by fear of generating an irregular
material flow. Then, dwell time causes a consequent waste of powder and should be reduced to its
minimum. The manufacturing process should also be kept as short as possible. Consequently, it is
important to optimize the dwell time duration depending on material considerations.

Fig. 11 displays a graph showing the thermal evolution for thermocouple T1 for different dwell
times. This enables a fast choice of the shortest dwell time that enables to reach the desired annealing
temperature.

Without a fast process simulation tool, such an estimation of the optimal dwell time can be time-
consuming whereas semi-analytic model can easily provide information taking into account the cooling
of the component due to both conduction and convection.

5.4. Spatial thermal gradient and solidification maps

Thermal gradient and cooling rates are of major importance since the solidification condition affects
the grain size and morphology so as the presence and type of dendrites forming. Solidification maps
are commonly drawn in a G-R plane where G is the thermal gradient and R is the interface solid-liquid
velocity. For example, the map shown in Fig. 13a shows a solidification map for SS 316 from [47] with
a frontier between equiaxed grains and columnar grains. In two dimensions, the thermal gradient reads
G = 2—52 + %—32. The interface velocity can be derived by dividing the cooling rate by the thermal
gradient R = %—f /G, as explained by Gockel et al. in [30]. In order to be able to locate the manufacturing
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Figure 11: Influence of dwell time on annealing temperature. The thermal evolution at the position of
thermocouple T2 is computed for three different dwell times : 15 seconds, 20 seconds and 30 seconds.

conditions in the map of Fig. 13a, G and R need to be estimated at the melt pool limit, i.e. on the
melting temperature isotherm line.

The first option is to derive the cooling rates and the spatial thermal evolution using the analytic
formulation for the quasi-steady state. Noting o = 4/ (Av)2 + %, the quasi-steady bi-dimensional Rosen-

thal’s solution of Eq. 31 writes
L

T(x,z,t) = o

e @) g, (a (x —vt)2 + 22) (18)

The following partial derivatives can be easily obtained:
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where K is the modified Bessel function of the second kind, order 1 and is worth the opposite of the
derivative of Ky, K = —K; [48]. Gockel et al. show in [30] that this simple evaluation gives promising
results in quasi-steady regime.

However, to account for the superposition of different sources and for the panel edges, the thermal
gradient around the melt pool can be derived in the transient state, using finite difference. An overview
of the typical temperature distribution and gradient is displayed in Fig. 12. Depending on the layer
considered and the dwell time used to print the sample, the thermal gradient is estimated between
10° — 10° K/m. This order of magnitude is confirmed by the work of Gockel et al. [30].

The numerical evaluation of R confirms that the melt pool follows the laser motion with a speed
close to the nozzle speed, R ~ v = 2000mm/s = 3.3e~2m/s. Once reported in the solidification map of
Fig. 13a, the values of R and G gives a zone in the columnar region. This is consistant with Electron
BackScatter Diffraction analyses conducted in the literature such as the one displayed in Fig. 13b, where
columnar grains morphologically aligned with the direction of thermal gradient in each layer can be
observed [34].

It is true that the Rosenthal’s solution does not model accurately phenomena around the melt pool
because material parameters do not depend on temperature and phase change is not modeled. However,
as this diagram is drawn in a log-log plane, the error made by the model due to its simple assumptions
will not affect drastically the position of the region drawn in the map.

Consequently, it can be assumed that despite all the approximations made by the model, it is pos-
sible to estimate the nature of the component microstructure using this simplified thermal model and
solidification maps.
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Figure 12: Spatial thermal gradient in the repaired structure during the printing of the first layer : (a)
general view and (b) zoom around the melt pool.
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Figure 13: Predicting the grain morphology with solidification maps : (a) the solidification conditions
for this study are located in the columnar region. The domain between equiaxed and columnar grains is
extracted from [47]. This is consistent with results of the literature: (b) Inverse Pole Figure (IPF) along
the building direction of a SS316 specimen manufactured with similar process parameters obtained by
Electron BackScatter Diffraction [34].

6. Conclusion

The present study proposed a fast-computational model for temperature prediction during the repair
of slender panels by DED. It is based on a semi-analytic approach and requires low computational times.
The laser path is divided into infinitesimal heat sources and the thermal increment caused by each
source is derived analytically, taking into account the convection at the surface of the wall. All those
contributions are then summed by numerical integration allowing us to model the transient state of the
process. The addition of layers is then conducted by superposing the heat sources and by diffusing of the
heat of the previous layers in the current layer.

This model offers unprecedented advantages regarding the estimation of the thermal field during the
whole additive manufacturing process in a short computation time. Indeed, the possibility to compute
the temperature at any time, independently of previous temperature fields gives a great freedom and
removes the problem of time step. Second, as the result is evaluated on a grid where the temperature at
one point is independent from the temperature of neighboring points, there is no issue of mesh refinement.
Finally, the computations are done in the transient state, enabling to take into account the influence of
dwell time, edges and convection.

The comparison between experimental measurements and model predictions has highlighted that the
accuracy of the model is good when the part cools down between the layers (long duration of one laser
path or long dwell time, strong thermal pumping). However, due to the linearity assumption and the use
of superposition principle, it strongly overestimates the temperature when the manufacturing consists of
a rapid concatenation of laser path. The validity of the domain is nevertheless not too restrictive and
this model can be used for many industrial problems focusing on quality and repeatability of laser paths.
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Within its validity domain, it allows to study both spatial thermal gradient and temporal evolution
which are of capital importance for final microstructure and mechanical properties. It enables the de-
termination of the minimum dwell time to apply between two successive layers in order to deposit each
layer on a cold component or the prediction of solidification conditions and grain morphology on the final
component.

Several perspectives can be considered for this work. First, the model could be extended to other
geometries and to three dimensions where the Rosenthal’s solutions can also be derived. Experimental
validations on other geometries or with different process parameters (particularly intermediary dwell
times) could be carried out in order to get a better knowledge of the model validity domain.
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7. Appendices

7.1. Appendiz 1: Fuast integration model of the transient heat equation

The original transient solution proposed in two dimensions by Rosenthal in [22] does not account for
thermal loss. First the way this solution is derived will be recalled. Then, a modification of the previous
solution is proposed to take into account the convection along the two main edges of the panel y = 0 and
y=e.

dqQ/e dQ/e
_e N o elz| 1l
A ) - R SCED)
: \ : r
z'[ : Mx/2) ! Z[ M(x,2)
y 1 1 y a
X ! ! X
, 1 , 1 L
(a) Semi-infinite panel. (b) Panel with edges.

Figure 14: Panels of thickness e receiving an instantaneous linear power d@/e on their top edge.

In [22], Rosenthal stated that, in adiabatic conditions, the thermal increment due to a linear heat
source located at point (a/,2’) delivering an instanteneous power d@/e at instant ¢’ should satisfy the
following system:

0T, 8T, . 0T,

e —
922 T 022 o
Problem P T, —= 0, >0, 20
roblem /g : Ta 7—00 07 ( )
to 9T, , d
_ @ o kdt Y Q’
o or to—t! e

where r = \/(x —2')? 4+ (2 — 2')? is the distance of a current point (z,z) to the heat source. This
adiabatic problem P, is composed of the heat equation in 2D and of boundary conditions. The last
boundary condition is derived from the flux balance through a half-circle centered around the source;
making this circle going to a point, the flux should give the power delivered by the source.

When the material parameters are assumed to be independent of temperature, Carslaw offered in [21]
an analytic solution to the problem P, for ¢t > ¢'. This solution is actually the heat kernel, or Green’s
function, in two dimensions which writes:

Mz —2')2+ (2= 2')?)
_ ) ] . (21)

To describe a moving heat source along the x axis, Rosenthal introduces in [22] the relative coordinates
in the reference frame centered on the heat source (§ = x — 2’,{ = z — 2’). In the case of a laser going
along the z axis at constant speed v, delivering a constant instantaneous linear power dQ = Qdt’, x' = vt’
and £ = z — vt’ so that

dQ 1
ex
2rke t —t/ P

dT,(x, z,t) =

dT,(z, z,t) =

(22)

2mke 2(t —t')

Q | e+
P t— ¢ 2rke 20t — 1) P

" Q exp[_)\((l’vt')2+(zz’)2)‘| dt’

In order to get the total time increment for one laser path in adiabatic conditions, one only needs to
sum all the infinitesimal contributions of Eq. 22

¢
To(z,z,t) = / dT,(z, z,t) (23)
=0
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For a slender panel, convection generates important thermal loss. Writing h the convection coefficient
between the material and air, the energy balance on a volume element occupying the panel thickness
submitted to a thermal increment 7" and to convection on the faces y = 0 and y = e can be derived as

T
edxdz cp (%t) +2dzdz h T =0 (24)

and the thermal loss caused by convection consequently reads

(%f) _ g (25)

. ecp

By injecting Eq. 25 in the first line of Eq. 20, a new system satisfied by the temperature field in the
presence of convection can be derived, it is denoted P..

o*T,  0°T, oT. 2h
—2) = =7,
Ox? + 022 ot o ek~ °
Problem P, : L. =2 0, 7r>0 26
roblem /. : Tc r—00 07 ( )
to
L Y =L
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This problem can also be solved analytically and its solution is:
dQ 1 Mz —a)?+(z=2)2) 2nt—t)
dT.(z, z,t) = — — 27
(2,2,1) omke t—t P [ 2(t—t) ecp 27)

Similarly to what was done for the adiabatic panel was taken into account, the solution where =’ = vt’
and d(@ = Qdt’ describes a laser path at constant speed and power:

M=ot +(z—2)%)  2nt—t)| dt
P 2(t—t') T ep |tV

dT.(z,z,t) = (28)

2rke

Finally, the total thermal increment for one laser path taking into account convection is derived by
integration of the infinitesimal contributions of Eq. 28:

t
To(2,21) = / AT, (x, 2, 1) (29)
t'=0

Radiation losses also take part in thermal losses, it can be described by a radiative surface flux:
¢r = oe(T + Tp)* (30)

where € is the material emissivity, o Stefan-Boltzmann constant and 7"+ T the absolute temperature
given in Kelvin. As the radiative flux does not depend linearly on temperature, it was not possible to
integrate it in the model as it was done for convection. Nevertheless, as this flux evolves in T, it will be
high where the temperature is high that is to say near the melt pool. It is then assumed that radiations
can be taken into account by lowering the structure absorptivity A of the laser power P, considering that
only Q = AP is actually going into the component.

One can show than when time goes to infinity, the transient solution proposed in Eq. 29 meets the
quasi-steady Rosenthal’s solution with convection (cf full demonstration in appendix 7.2):

+oo

Te(x,z,t = +00) = /

dT.(z, 2, 1) = —2— e ¢ K, )2+ 31
- (@,2,t) = —— ¢ o\ (w2 (31)

where (€, z) are the relative coordinates when the reference frame is centered on the heat source
(=2 —vt,r =& +2%) and K stands for the modified Bessel function of the second kind order 0.
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7.2. Appendiz 2: From transient to steady solution

This appendix contains the demonstration showing how the transient solution matches the steady
Rosenthal’s solution with convection given in [22] for an infinite panel. Starting from the transient
solution of Eq. 29, the steady solution corresponds to the case where the integration goes from 0 to an

infinite time.
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7.8. Appendiz 3: Position of fictitious sources
This section contains additional details about the modeling of the panel edges mentioned in Sect. 3.2.

Top and bottom edges.

Let us first start describing how the top and bottom edges are modeled by adding fictitious sources to
make the planes z = 0 and z = —a planes of symmetry. For a real source Sy located at (a/,z" = 0) at ¢/,
an infinite number of fictitious sources S, located at (2’, 2 = 2na) with n € Z* are added to the model
and the temperature increment is given by the superposition of the contributions of the real and fictitious
sources:

dT(z,z,t,2' = 0,t') = Z dT™(z, z,t, 2" = 2na,t’) (32)
neZ

One can notice that only the contributions of the sources that are near the structure will have a
first-order influence, since

ar (e na)
z—na
—et—t 33
77 = ¢ (33)
Inded, using the inequality —a < z < 0, it is possible to show that
n2a?\ nZa?\
dT° ;
for n > 0, T > et—1 > e t
n(n + 1)a?\ n(n + 1)a®\ (34)
d f <0 are > t—=t > t
and for n , g 2= > e

Consequently, to decrease computational time, it is possible, at the first order, to limit the sum of
Eq. 32 only to small values of |n|, n = —1, 0 or 1 in this study as it is shown in Fig. 15.

Left and right edges.
Similarly, the method of fictitious sources is used to model the edges x = 0 and z = L and only the
sources close to the structure will bring a thermal increment to the structure at the first order.

Indeed, one can show that, for a real source located at xf, = % and fictitious sources located at
2, =%+ mL with m € Z,
AmL
ar’  — Qz—(m+1)L)
=et—t : (35)
darm
Since 0 <z < L,
m(m + 1)L?\
€z ar > t (36)
nES g = :
For large m, the thermal increment is negligible and only contributions of sources m = —1, 0 or 1

will be considered in this study. The relative coordinates of a current point M(zx, z) in frames centered
on fictitious sources need to be derived. For a laser path a constant speed v, £ = z — vt’. With the
scheme of Fig. 15 illustrating the motion of eight fictitious sources considered, it is easy to read that for
m=—1,&_1 =z + vt and that for m =1, & = 2L — x — vt.

In Sect. 7.1, the way convection is taken into account along the edges y = 0 and y = e of a semi-infinite
panel is explained. The method of fictitious sources is used to model the effect of edges on conduction
but nothing was said about convection on the surface of edges t = 0, t = L, 2 = —a and z = 0. The
convective flux through those surfaces being proportional to their area, the thermal loss on those edges
is much smaller than the one on the edges y = 0 and y = e since e < a and e < L and consequently it
will be neglected.
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Figure 15: Fictitious sources used to model the panel edges:

symmetry.
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an adiabatic edge is equivalent to a plane



