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#### Abstract

This paper was submitted to the 2020 IEEE Statistical Signal Processing Workshop in March 2020. Then, the conference was postponed to July 2021 and the reviewing process for 2020 was canceled. Therefore, this paper is no more submitted and its content is part of HAL-02617725. P. Gach contributed to part of the results given in Sections 2.3., 2.4 and 3.


#### Abstract

Fast Incremental Expectation Maximization (FIEM) is an iterative algorithm, based on the Expectation Maximization (EM) algorithm, which was introduced to design EM for the large scale learning framework by avoiding the full data set to be processed at each iteration. In this paper, we first recast this algorithm in the Stochastic Approximation (SA) within EM framework. Then, we provide non asymptotic convergence rates as a function of the batch size $n$ and of the maximal number of iterations $K_{\text {max }}$ fixed by the user. This allows a complexity analysis: in order to reach an $\epsilon$-approximate solution, how does $K_{\text {max }}$ depend upon $n$ and $\epsilon$ ?


Index Terms- Statistical Learning, Large Scale Learning, Non convex optimization, Iterative Expectation Maximization algorithm, Accelerated Stochastic Approximation, Control Variate.

## 1. INTRODUCTION

EM [1, 2] is a very popular computational tool, designed to solve non convex minimization problems on $\mathbb{R}^{d}$ when the objective function is not explicit but defined as $F(\theta)=-\log \int_{\mathrm{Z}} G(z ; \theta) \mathrm{d} \mu(z)$ for a positive function $G$. EM is a Majorize-Minimization algorithm which, based on the current value of the point $\theta_{\mathrm{c}}$, defines a majorizing function $\theta \mapsto Q\left(\theta, \theta_{\mathrm{c}}\right)$ through a Kullback-Leibler argument; then, the new point is chosen as the/a minimum of $Q$. The computation of a function at each iteration can be greedy and even intractable; in many applications, $Q$ has a special form: there exist (known and explicit) functions $\psi, \phi, s$ such that $Q\left(\cdot, \theta_{c}\right)=\psi(\cdot)-\left\langle\bar{s}\left(\theta_{\mathrm{c}}\right), \phi(\cdot)\right\rangle$ and $\bar{s}(\tau)$ is the expectation of the function $s$ with respect to (w.r.t.) the probability distribution $G(\cdot ; \tau) \exp (-F(\tau)) \mathrm{d} \mu$. In these cases, the definition of $Q$ consists in the computation of the vector $\bar{s}\left(\theta_{\mathrm{c}}\right)$. It may happen that the expectation $\bar{s}\left(\theta_{c}\right)$ is not explicit (see e.g. [3, section 6]); a natural idea is to substitute $\bar{s}$ for an approximation, possibly random. Many stochastic EM versions were proposed and studied: among them, let us cite Monte Carlo EM [4,5] where $\bar{s}$ is

[^0]approximated by a Monte Carlo sum; and SA EM $([6,7])$ where $\bar{s}$ is approximated by a SA scheme [8]. With the Big Data era, EM applied to statistical learning evolved into online versions and large scale versions: the objective function is a loss function associated to a set of observations (also called examples); in online versions, the data are not stored and are processed online which means that the objective function is time-varying (see e.g. [9, 10]); in large scale versions, a batch of observations is given but it is too large to be processed at each iteration of EM.
This paper is devoted to the convergence analysis of FIEM [11], an EM-based algorithm designed for large scale learning in a nonconvex setting: FIEM is also a $S A$ within EM algorithm, with a SA scheme for the approximation of $\bar{s}\left(\theta_{\mathrm{c}}\right)$ which combines $(i)$ a random selection of a single (or a few) observation(s) in the large batch, and (ii) a variance reduction technique inspired from SAGA [12] (see also sEM-VR [13] which uses SVRG [14]). In Section 2, some SA within EM algorithms are described; FIEM is explicitly recasted as such an algorithm. Our contribution is essentially the content of Section 3: we provide non asymptotic convergence rates as a function of the batch size $n$ and of the maximal number of iterations $K_{\text {max }}$ fixed by the user. In this non convex optimization setting, errors are relative to $L^{1}$-convergence when stopping FIEM at a random time $K$, prior to $K_{\text {max }}$ and chosen independently of the FIEM sources of randomness. We recover previous rates by [11] in the case $K$ is a uniform distribution, and improve them from $n^{2 / 3} K_{\max }^{-1}$ to $n^{1 / 3} K_{\max }^{-2 / 3}$; our analysis also includes a definition of the step sizes in the SA scheme, with an explicit dependence upon $n$ and $K_{\max }$. A corollary of these bounds is a complexity analysis: to reach an $\epsilon$-approximate solution, we show that either $K_{\max }=$ $O\left(n^{2 / 3} \epsilon^{-1}\right)$ and the step size is constant scaling as $O\left(n^{-2 / 3}\right)$; or $K_{\text {max }}=O\left(n^{1 / 2} \epsilon^{-3 / 2}\right)$ and the step size is constant scaling as $O\left(n^{-1 / 2}\right)$. The last contribution establishes that the same convergence rates are obtained with any random stopping rule $K$ (bounded by $K_{\max }$ ), up to the choice of an adequate time-varying step size. In Section 4, through a toy example, we explore an extension of FIEM.

## 2. INCREMENTAL EM ALGORITHMS

This paper addresses explicit convergence rates for an algorithm designed to solve the optimization problem

$$
\begin{equation*}
\operatorname{Argmin}_{\theta \in \Theta} F(\theta), \quad F(\theta) \stackrel{\text { def }}{=} \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}_{i}(\theta)+\mathrm{R}(\theta), \tag{1}
\end{equation*}
$$

when $\Theta \subseteq \mathbb{R}^{d}$ and $F$ can not be explicitly evaluated (nor its gradient or derivatives of higher order when they exist). Two levels of intractability of $F(\theta)$ are considered. The first one is motivated by the large scale learning setting when the number $n$ is so large that computations involving a sum over $n$ terms are not allowed or have
to be quite rare along the run of the optimization algorithm. The second one is motivated by the latent variable statistical framework, where for all $i$, the function $\mathcal{L}_{i}$ is not explicit and defined through an integral. A large class of computational learning problems is covered by this framework: it includes for example the situations when $n$ is the number of examples, $\mathcal{L}_{i}$ is a loss function associated to example $\# i$ and R is a penalty term. In this paper, a specific expression for $\mathcal{L}_{i}$ is considered: we restrict our attention to the case when

$$
\begin{equation*}
\mathcal{L}_{i}(\theta) \stackrel{\text { def }}{=}-\log \int_{\mathbf{Z}} h_{i}(z) \exp \left(\left\langle s_{i}(z), \phi(\theta)\right\rangle-\psi(\theta)\right) \mu(\mathrm{d} z) . \tag{2}
\end{equation*}
$$

$n^{-1} \sum_{i=1}^{n} \mathcal{L}_{i}$ can be seen as the normalized negative log-likelihood of $n$ observations in a latent variable model: (i) conditionally to the missing variables, the observations are independent thus yielding to an additive expression of the log-likelihood; (ii) the model for the joint distribution of the observation $y_{i}$ and its associated missing variable is a curved exponential family w.r.t. a dominating positive measure $\mathrm{d} \mu$ on a measurable set $(Z, \mathcal{Z})$. In (2), the dependence upon the observation $y_{i}$ is omitted (but appears implicitly through the dependence upon $i$ of the functions $h_{i}, s_{i}$ ). Let us introduce rigorous conditions on the problem at hand. Denote by $[[n]] \stackrel{\text { def }}{=}\{1, \ldots, n\}$.
A1 $\Theta \subseteq \mathbb{R}^{d}$ is an open set. $(\mathbf{Z}, \mathcal{Z})$ is a measurable space and $\mu$ is a $\sigma$-finite positive measure on $\mathcal{Z}$. The functions $\mathrm{R}: \Theta \rightarrow \mathbb{R}$, $\phi: \Theta \rightarrow \mathbb{R}^{q}, \psi: \Theta \rightarrow \mathbb{R}, s_{i}: \mathbf{Z} \rightarrow \mathbb{R}^{q}, h_{i}: \mathbf{Z} \rightarrow \mathbb{R}_{+}$for all $i \in[[n]]$ are measurable functions. Finally, for any $\theta \in \Theta$ and $i \in[[n]],-\infty<\mathcal{L}_{i}(\theta)<\infty$.

Under A1, for any $\theta \in \Theta$ and $i \in[[n]]$, the quantity $p_{i}(\cdot ; \theta) \mathrm{d} \mu$

$$
\begin{equation*}
p_{i}(z ; \theta) \stackrel{\text { def }}{=} h_{i}(z) \exp \left(\left\langle s_{i}(z), \phi(\theta)\right\rangle-\psi(\theta)+\mathcal{L}_{i}(\theta)\right), \tag{3}
\end{equation*}
$$

defines a probability distribution on $\mathcal{Z}$.
A2 The expectation $\bar{s}_{i}(\theta) \stackrel{\text { def }}{=} \int_{\mathrm{Z}} s_{i}(z) p_{i}(z ; \theta) \mu(\mathrm{d} z)$ exists for all $\theta \in \Theta$ and $i \in[[n]]$.
For any $s \in \mathbb{R}^{q}$, the following set is a (non empty) singleton denoted by $\{\mathrm{T}(s)\}$ :

$$
\operatorname{Argmin}_{\theta \in \Theta}(\psi(\theta)-\langle s, \phi(\theta)\rangle+\mathrm{R}(\theta)),
$$

Define

$$
\begin{equation*}
\bar{s}(\theta) \stackrel{\text { def }}{=} n^{-1} \sum_{i=1}^{n} \bar{s}_{i}(\theta) . \tag{4}
\end{equation*}
$$

A3 The functions $\phi, \psi$ and R are continuously differentiable on $\Theta$. T is continuously differentiable on $\mathbb{R}^{q}$.
For any $s \in \mathbb{R}^{q}, B(s) \stackrel{\text { def }}{=} \nabla(\phi \circ \mathbf{T})(s)$ is a symmetric $q \times q$ matrix and there exist $0<v_{\text {min }} \leq v_{\text {max }}<\infty$ such that for all $s \in \mathbb{R}^{q}$, the spectrum of $B(s)$ is in $\left[v_{\text {min }}, v_{\text {max }}\right]$.
For any $i \in[[n]], \bar{s}_{i} \circ \mathrm{~T}$ is globally Lipschitz on $\mathbb{R}^{q}$ with constant $L_{i}$. Set $L^{2} \stackrel{\text { def }}{=} n^{-1} \sum_{i=1}^{n} L_{i}^{2}$. The function $s \mapsto B^{T}(s)(\bar{s} \circ T(s)-s)$ is globally Lipschitz on $\mathbb{R}^{q}$ with constant $L_{\dot{V}}$.

### 2.1. An EM algorithm in the statistic-space

In this framework - even including a penalty term R in the objective function-, the EM algorithm is usually described as an iterative algorithm in the $\Theta$-space: given a current value $\tau_{k} \in \Theta$, the next point is obtained by a combination of an expectation step which here, computes $\bar{s}\left(\tau^{k}\right)$, and a maximization step through the map T yielding to $\tau^{k+1} \stackrel{\text { def }}{=} \mathrm{T} \circ \bar{s}\left(\tau^{k}\right)$. Equivalently (see [7]), by using T which
maps $\mathbb{R}^{q}$ to $\Theta$, it can be described in the $\mathbb{R}^{q}$-space: given the current value $\bar{s}^{k} \in \bar{s}(\Theta)$, set $\bar{s}^{k+1} \stackrel{\text { def }}{=} \bar{s} \circ \mathrm{~T}\left(\bar{s}^{k}\right)$. In this second point of view, which is adopted throughout this paper, the limiting points are characterized as the roots of the field $h$

$$
\begin{equation*}
\{s \in \bar{s}(\Theta): h(s)=0\}, \quad h(s) \stackrel{\text { def }}{=} \bar{s} \circ \mathbf{T}(s)-s . \tag{5}
\end{equation*}
$$

Assumption A3 implies that the roots of $h$ are the zeros of $\nabla(F \circ \mathrm{~T})$ i.e. the critital points of the objective function. Unfortunately, in the large scale learning setting, EM can not be used since each iteration involves the computation of a sum over $n$ terms through $\bar{s}$.

### 2.2. A SA-based algorithm

A natural idea to overcome this intractability is the use of an iterative SA scheme for finding the roots of $h$ upon noting that

$$
h(s)=\frac{1}{n} \sum_{i=1}^{n} \bar{s}_{i} \circ \mathrm{~T}(s)-s=\mathbb{E}\left[\bar{s}_{I} \circ \mathbf{T}(s)-s\right],
$$

where $I \sim \mathcal{U}([[n]])$ is a uniform random variable (r.v.) on $[[n]]$. This yields Algorithm 1, where $K_{\max }$ is the total number of iterations, $\widehat{S}^{0}$ is the initial value and $\left\{\gamma_{k}, k \geq 1\right\}$ are positive step sizes.

```
Data: \(K_{\max } \in \mathbb{N}, \widehat{S}^{0} \in \mathbb{R}^{q}, \gamma_{k} \in(0, \infty)\) for \(k \in\left[\left[K_{\max }\right]\right]\)
Result: The SA sequence: \(\widehat{S}^{k}, k=0, \ldots, K_{\text {max }}\)
for \(k=0, \ldots, K_{\text {max }}-1\) do
    \(I_{k+1} \sim \mathcal{U}([[n]]) ;\)
    \(\widehat{S}^{k+1}=\widehat{S}^{k}+\gamma_{k+1}\left(\bar{s}_{I_{k+1}} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)-\widehat{S}^{k}\right)\)
```

Algorithm 1: The Stochastic Approximation (SA) algorithm

### 2.3. An Incremental EM algorithm (i-EM)

Another idea, introduced by [15] and studied in [16], can be seen as a two-level SA schemes where an auxiliary level is introduced in order to mimic the computation of $n^{-1} \sum_{i=1}^{n} \bar{s}_{i} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)$ at each iteration of the algorithm; $\widehat{S}^{k}$ is the current point of the algorithm at iteration $k$. i-EM is described by Algorithm 2 with a slight adaptation (in the original algorithm, $\gamma_{k+1}=1$ ). Line (8) defines the i-EM sequence; the update rule is based on $\widetilde{S}^{k+1}$, defined through Lines (4) to (7), and which satisfies for any $k \geq 0$

$$
\widetilde{S}^{k}=\frac{1}{n} \sum_{i=1}^{n} \mathrm{~S}_{k, i}, \quad \mathrm{~S}_{k, i} \stackrel{\text { def }}{=} \bar{s}_{i} \circ \mathrm{~T}\left(\widehat{S}^{<k, i}\right),
$$

where $\widehat{S}^{<0, i} \stackrel{\text { def }}{=} \widehat{S}^{0}$ for all $i \in[[n]]$ and for $k \geq 0, \widehat{S}^{<k+1, i}=\widehat{S}^{\ell}$ where $\ell$ stands for the current index of the statistics $\widehat{S}^{\bullet}$ during the last "visit" to the observation $\# i: \ell=k$ if $I_{k+1}=i ; \ell \in[[0, k-1]]$ if $I_{k+1} \neq i, \ldots, I_{\ell+2} \neq i$ and $I_{\ell+1}=i ; \ell=0$ otherwise. The auxiliary quantity $\widetilde{S}^{k+1}$ is an online estimate of $\bar{s} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)$, where at iteration $k+1$, only the contribution of the observation $\# I_{k+1}$ of the sum is updated. Note however that this algorithm, while avoiding a sum over $n$ terms at each iteration, necessitates the storage of a vector $S_{k,} \in \mathbb{R}^{q n}$ whose length is proportional to $n$.

```
Data: \(K_{\max } \in \mathbb{N}, \widehat{S}^{0} \in \mathbb{R}^{q}, \gamma_{k} \in(0, \infty)\) for \(k \in\left[\left[K_{\max }\right]\right]\)
Result: The iEM sequence: \(\widehat{S}^{k}, k=0, \ldots, K_{\max }\)
\(\mathrm{S}_{0, i}=\bar{s}_{i} \circ \mathrm{~T}\left(\widehat{S}^{0}\right)\) for all \(i \in[[n]]\);
\(\widetilde{S}^{0}=n^{-1} \sum_{i=1}^{n} \mathrm{~S}_{0, i} ;\)
for \(k=0, \ldots, K_{\max }-1\) do
    \(I_{k+1} \sim \mathcal{U}([[n]])\);
    \(\mathrm{S}_{k+1, i}=\mathrm{S}_{k, i}\) for \(i \neq I_{k+1}\);
    \(\mathrm{S}_{k+1, I_{k+1}}=\bar{s}_{I_{k+1}} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)\);
    \(\widetilde{S}^{k+1}=\widetilde{S}^{k}+n^{-1}\left(\widetilde{S}_{k+1, I_{k+1}}-\mathrm{S}_{k, I_{k+1}}\right) ;\)
    \(\widehat{S}^{k+1}=\widehat{S}^{k}+\gamma_{k+1}\left(\widetilde{S}^{k+1}-\widehat{S}^{k}\right)\)
```

Algorithm 2: The incremental EM (i-EM) algorithm

### 2.4. A Fast Incremental EM algorithm (FIEM)

More recently, [11] introduced FIEM, another incremental EM algorithm; they showed it is faster than i-EM and SA. FIEM combines the two-levels SA idea of i-EM with an acceleration technique inspired from SAGA [12]. The algorithm is described by Algorithm 3. This algorithm can be seen as a mix of the SA update (see the term $T_{k+1} \stackrel{\text { def }}{=} \bar{s}_{J_{k+1}} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)-\widehat{S}^{k}$ in Line 9) and the (centered) control variate $V_{k+1} \stackrel{\text { def }}{=} \widetilde{S}^{k+1}-\mathrm{S}_{k+1, J_{k+1}}$, which is correlated to $T_{k+1}$ through the random index $J_{k+1}$. The auxiliary quantity $\widetilde{S}^{k+1}$ is the same as the one introduced in i-EM (see section 2.3).

```
Data: \(K_{\max } \in \mathbb{N}, \widehat{S}^{0} \in \mathbb{R}^{q}, \gamma_{k} \in(0, \infty)\) for \(k \in\left[\left[K_{\max }\right]\right]\)
Result: The FIEM sequence: \(\widehat{S}^{k}, k=0, \ldots, K_{\max }\)
\(\mathrm{S}_{0, i}=\bar{s}_{i} \circ \mathrm{~T}\left(\widehat{S}^{0}\right)\) for all \(i \in[[n]] ;\)
\(\widetilde{S}^{0}=n^{-1} \sum_{i=1}^{n} \mathrm{~S}_{0, i}\);
for \(k=0, \ldots, K_{\max }-1\) do
    \(I_{k+1} \sim \mathcal{U}([[n]])\);
    \(\mathrm{S}_{k+1, i}=\mathrm{S}_{k, i}\) for \(i \neq I_{k+1}\);
    \(\mathrm{S}_{k+1, I_{k+1}}=\bar{s}_{I_{k+1}} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)\);
    \(\widetilde{S}^{k+1}=\widetilde{S}^{k}+n^{-1}\left(\mathrm{~S}_{k+1, I_{k+1}}-\mathrm{S}_{k, I_{k+1}}\right) ;\)
    \(J_{k+1} \sim \mathcal{U}([[n]])\);
    \(\widehat{S}^{k+1}=\)
        \(\widehat{S}^{k}+\gamma_{k+1}\left(\bar{s}_{J_{k+1}} \circ \mathrm{~T}\left(\widehat{S}^{k}\right)-\widehat{S}^{k}+\widetilde{S}^{k+1}-\mathrm{S}_{k+1, J_{k+1}}\right)\)
```

Algorithm 3: The Fast Incremental EM (FIEM) algorithm

## 3. FIEM: NON ASYMPTOTIC CONVERGENCE RATES

The originality of our contribution is to provide new explicit non asymptotic error rates for FIEM. The proofs of the statements below can be found in [17] Since the problem (1) is most often a non convex one, convergence is considered here in terms of the rate at which the following quantities $\mathrm{E}_{0}$ to $\mathrm{E}_{2}$ decay to zero as a function of the size of the sample $n$, and a function of a total number of iterations $K_{\text {max }}$ chosen by the user. As in [11] (see also [18]), we derive $L^{1}$-error rates along a FIEM sequence stopped at a random time $K$, chosen independently of the sequence. The quantities of interest are

$$
\begin{aligned}
& \mathrm{E}_{0} \stackrel{\text { def }}{=} \mathbb{E}\left[\left\|\nabla V\left(\widehat{S}^{K}\right)\right\|^{2}\right], \quad V \stackrel{\text { def }}{=} F \circ \mathrm{~T}, \\
& \mathrm{E}_{1} \stackrel{\text { def }}{=} \mathbb{E}\left[\left\|\bar{s} \circ \mathrm{~T}\left(\widehat{S}^{K}\right)-\widehat{S}^{K}\right\|^{2}\right]=\mathbb{E}\left[\left\|h\left(\widehat{S}^{K}\right)\right\|^{2}\right], \\
& \mathrm{E}_{2} \stackrel{\text { def }}{=} \mathbb{E}\left[\left\|\widetilde{S}^{K+1}-\bar{s} \circ \mathrm{~T}\left(\widehat{S}^{K}\right)\right\|^{2}\right] .
\end{aligned}
$$

They respectively quantify, at the random stopping time $K$, the mean squared norm of the gradient of the objective function $F$ (when seen as a function on $\mathbb{R}^{q}$ through the map T ); the mean squared (kind of) distance to the set of the limiting points (see (5)); and the mean squared error when approximating $\bar{s} \circ \mathrm{~T}\left(\widehat{S}^{K}\right)$ by $\widetilde{S}^{K+1}$.

Proposition 1 provides a control of $\mathrm{E}_{i}$ 's upper bound in the case $K$ is sampled uniformly on $\left\{0, \ldots, K_{\max }-1\right\}$ : as in [11], the control is proportional to $n^{2 / 3} / K_{\max }$ and the dependence upon $n$ of the step size is $O\left(n^{-2 / 3}\right)$; the constant in the control, and the exact value of the step size are improved w.r.t. [11] (see section 4). Proposition 2 shows that by using another strategy for the step size, while still being constant over iterations, the control of the errors evolves as $n^{1 / 3} / K_{\text {max }}^{2 / 3}$. To our best knowledge, this is a new result in the literature. Set $\Delta V \stackrel{\text { def }}{=} \mathbb{E}\left[V\left(\widehat{S}^{0}\right)-V\left(\widehat{S}_{\max }^{K}\right)\right]$ and for $n \geq 2$, $C \in(0,1)$,

$$
f_{n}(C) \stackrel{\text { def }}{=} \frac{L_{\dot{V}}}{2 L}\left(\frac{1}{n^{2 / 3}}+\frac{1}{1-n^{-1 / 3}}\left(\frac{1}{n}+\frac{1}{1-C}\right)\right) .
$$

Proposition 1 Assume A1 to A3 and choose $\mu \in(0,1)$. Let $K$ be a $\left\{0, \ldots, K_{\max }-1\right\}$-valued uniform r.v. Run FIEM with a constant step size $\gamma_{\ell}=\sqrt{C} n^{-2 / 3} L^{-1}$ where $C \in(0,1)$ is the unique solution of

$$
\begin{equation*}
\sqrt{C} f_{n}(C)=\mu v_{\min } \tag{6}
\end{equation*}
$$

Then, for any $n \geq 2$ and $K_{\max } \geq 1$

$$
v_{\max }^{-2} \mathrm{E}_{0} \leq \mathrm{E}_{1}+\frac{L_{\dot{V}}}{2 L} \frac{\sqrt{C}}{v_{\min } n^{2 / 3}} \mathrm{E}_{2} \leq \frac{n^{2 / 3}}{K_{\max }} \frac{L \Delta V}{\sqrt{C}(1-\mu) v_{\min }}
$$

The constant $C$ in (6) is upper bounded by the unique point $C^{+}$ in $(0,1)$ solving $v_{\min } L(1-x)-\sqrt{x} L_{\dot{V}}=0$; thus showing that $L_{\dot{V}}\left(1-C^{+}\right)^{-1} /(2 L) \leq f_{n}(C) \leq \sup _{n} f_{n}\left(C^{+}\right)<\infty$. Hence, the constant $C$ can be lower bounded and upper bounded (away from 0 and 1) by a constant depending only upon $v_{\min }, L$ and $L_{\dot{V}}$.

Proposition 2 Assume A1 to A3 and choose $\mu \in(0,1)$. Let $K$ be a $\left\{0, \ldots, K_{\max }-1\right\}$-valued uniform r.v. Run FIEM with a constant step size $\gamma_{\ell}=\sqrt{C} n^{-1 / 3} K_{\max }^{-1 / 3} L^{-1}$ where $C>0$ satisfies

$$
\begin{equation*}
\sqrt{C} \frac{L_{\dot{V}}}{2 L}\left(1+C\left(1+\frac{1}{1-\lambda}\right)\right) \leq \mu v_{\min } \tag{7}
\end{equation*}
$$

for some $\lambda \in(0,1)$. Then, for any $n, K_{\max } \geq 1$ such that $n^{1 / 3} K_{\max }^{-2 / 3} \leq \lambda / C$,
$v_{\max }^{-2} \mathrm{E}_{0} \leq \mathrm{E}_{1}+\frac{L_{\dot{V}}}{2 L} \frac{\sqrt{C}}{v_{\min } n^{1 / 3} K_{\text {max }}^{1 / 3}} \mathrm{E}_{2} \leq \frac{n^{1 / 3}}{K_{\max }^{2 / 3}} \frac{L \Delta V}{\sqrt{C}(1-\mu) v_{\text {min }}}$.
As a corollary of Proposition 2, it may be shown that there exists a constant $M \in(1,+\infty)$ depending upon $v_{\text {min }}, L, L_{\dot{V}}, \mu$ such that for any $\varepsilon \in(0,1)$, we have

$$
\frac{n^{1 / 3}}{K_{\max }^{2 / 3}} \frac{L}{\sqrt{C}(1-\mu) v_{\min }} \leq \varepsilon
$$

by setting $K_{\max }=M \sqrt{n} \varepsilon^{-3 / 2}$; which in turn implies that $\gamma_{\ell} \propto 1 / \sqrt{n}$. From Proposition 1, the complexity is $K_{\max }=$ $O\left(n^{2 / 3} \varepsilon^{-1}\right)$. Proposition 2 provides a new rate which improves on the known result $n^{2 / 3}$, but at a cost on the dependence upon the precision $\varepsilon$. These two propositions are complementary, one
providing a better strategy than the other one depending on how $\sqrt{\varepsilon}$ compares with $n^{-1 / 6}$.

We conclude this section by another point of view: given a probability distribution $p_{0}, \ldots, p_{K_{\max }-1}$ for the random stopping time $K$, how to choose the step sizes $\gamma_{k}$ in order to reach the same controls (in $n$ and $K_{\max }$ ) as in the above propositions? we restrict here to the "mirror" of Proposition 1. For $C \in(0,1)$ and $n \geq 2$, define the function $F_{n, C}$

$$
F_{n, C}: \quad x \mapsto \frac{1}{L n^{2 / 3}} x\left(v_{\min }-x f_{n}(C)\right) .
$$

$F_{n, C}$ is positive, increasing and continuous on $\left(0, v_{\min } /\left(2 f_{n}(C)\right)\right]$.
Proposition 3 Assume A1 to A3. Let $K$ be a $\left\{0, \ldots, K_{\max }-1\right\}$ valued r.v. with distribution $p_{0}, \ldots, p_{K_{\max }-1}, \inf _{k} p_{k}>0$. Let $C \in(0,1)$ solving

$$
\begin{equation*}
\sqrt{C} f_{n}(C)=\frac{1}{2} v_{\min } \tag{8}
\end{equation*}
$$

For any $n \geq 2$ and $K_{\max } \geq 1$, we have
$v_{\max }^{-2} \mathrm{E}_{0} \leq \mathrm{E}_{1}+\frac{L_{\dot{V}}}{L} \frac{\min _{k} v_{k}}{\sqrt{C} v_{\min } n^{2 / 3}} \mathrm{E}_{2} \leq n^{2 / 3} \max _{k} p_{k} \frac{2 L \Delta V}{\sqrt{C} v_{\text {min }}}$,
where $v_{k} \stackrel{\text { def }}{=} g_{k}^{2} \max _{\ell} p_{\ell} / p_{k}$ and FIEM is run with

$$
\gamma_{k+1} \stackrel{\text { def }}{=} \frac{g_{k}}{n^{2 / 3} L}, g_{k} \stackrel{\text { def }}{=} F_{n, C}^{-1}\left(\frac{p_{k}}{\max _{\ell} p_{\ell}} \frac{v_{\min } \sqrt{C}}{2 L} \frac{1}{n^{2 / 3}}\right) .
$$

Since $\sum_{k} p_{k}=1$, we have $\max _{k} p_{k} \geq K_{\max }^{-1}$ thus showing that among the distributions $\left\{p_{k}, k=0, \ldots, K_{\max }-1\right\}, \max _{k} p_{k}$ is minimal with the uniform distribution. In that case, Proposition 1 applied with $\mu=1 / 2$ and Proposition 3 provide exactly the same control: (i) the control evolves as $n^{2 / 3} / K_{\max }$; (ii) the constant $C$ solving (6) in the case $\mu=1 / 2$ is the same as the one solving (8); (iii) since $F_{n, C}^{-1}\left(v_{\min }^{2} \sqrt{C} n^{-2 / 3} /(2 L)\right)=\sqrt{C}$, then $g_{k}^{2}=C$ and $v_{k}=C$ so that the controls of $\mathrm{E}_{2}$ are the same in both propositions; (iv) the step sizes are equal since $g_{k}=\sqrt{C}$.

The choice of the constant $C$ is also crucial on a numerical point of view, since it defines the step size $\gamma_{\ell}$ : a large one may cause instability and a small one makes the convergence longer (see section 4). We provided here simple conditions for finding $C$ but there are more intricate conditions than (6), (7) (8) yielding to larger constants $C$. For example, Proposition 1 holds for $C$ satisfying: there exists $\lambda \in(0,1)$ s.t. $n^{-1 / 3}<\lambda / C$ and

$$
\begin{equation*}
\sqrt{C} \frac{L_{\dot{V}}}{2 L}\left(\frac{1}{n^{2 / 3}}+\frac{C}{\lambda-C n^{-1 / 3}}\left(\frac{1}{n}+\frac{1}{1-\lambda}\right)\right)=\mu v_{\min } . \tag{9}
\end{equation*}
$$

## 4. NUMERICAL INVESTIGATION

Consider a toy example in order to (i) illustrate the role of the step size on the efficiency of FIEM and to compare different definitions; (ii) illustrate the interest of the variance reduction technique by comparing SA, FIEM and a third strategy called below FIEM-coeff. Both SA and FIEM update $\widehat{S}^{k}$ by a scheme of the form $\widehat{S}^{k+1}=\widehat{S}^{k}+$ $\gamma_{k+1} H_{k+1}$ where $H_{k+1}=T_{k+1}+\lambda_{k+1} V_{k+1}$ and $\lambda_{k+1}=1$ for FIEM; and $H_{k+1}=T_{k+1}$ for SA (see section 2.4 for a definition of $T_{k+1}$ and $V_{k+1}$ ). The use of $V_{k+1}$ can be seen as a control variate approach [19]: if such, the optimal coefficient $\lambda_{k+1}^{\star}$, defined as the quantity minimizing $\mathbb{E}\left[\left\|H_{k+1}\right\|^{2} \mid \widehat{S}^{k}\right]$, depends on the correlation of $V_{k+1}$ and $T_{k+1}$, which is not always equal to one. Below,
under the name FIEM-coeff, we explore the benefit of the strategy $\lambda_{k+1}=\lambda_{k+1}^{\star}$ - which in a realistic example, has a non negligible computational cost and will necessitate to design an approximation.
$F$ is a penalized negative log-likelihood function: the $n=1 e 3$ observations are modeled as independent; each observation $Y_{i}$, conditionally to a latent variable $Z_{i}$, is a $\mathbb{R}^{15}$-valued Normal distribution with mean $A Z_{i}$ and covariance matrix I; $Z_{i}$ is a $\mathbb{R}^{10}$-valued Normal distribution with mean $X \theta_{\text {true }}$ and covariance matrix I; $A$ and $X$ are known; $\theta_{\text {true }} \in \mathbb{R}^{20}$ is unknown. The penalty term is $\mathrm{R}(\theta)=$ $0.1\|\theta\|^{2}$. In this toy example, $F$ possesses an unique minimum which has an explicit expression in terms of $A, X$ and $n^{-1} \sum_{i=1}^{n} Y_{i}$; the constants $v_{\text {min }}, v_{\text {max }}, L, L_{\dot{V}}$ are also explicit. We have $s_{i}(z)=$ $X^{T} z, \phi(\theta)=\theta$ and $\psi(\theta)=\theta^{T} X^{T} X \theta / 2 ; p_{i}(z ; \theta)$ is a Normal density with explicit parameters; $\mathrm{T}(s)=\left(\lambda \mathrm{I}+X^{T} X\right)^{-1} s$.


Fig. 1. [top] Role of the step size; [middle] SA, FIEM and FIEMcoeff; [bottom] FIEM and FIEM-coeff

Figure 1 [top] displays the error $k \mapsto\left\|\theta_{k}-\theta_{\star}\right\|$ along FIEM paths (top,right) with a zoom on the first iterations (top,left). The paths are run with different step sizes: $\gamma \in\{1,0.1,0.01, \ldots\}$; $\gamma_{\mathrm{GFM}}=\sqrt{C_{\mathrm{GFM}}} n^{-2 / 3} L^{-1}$ where $C_{\mathrm{GFM}}$ solves (9), and $\gamma_{\mathrm{KM}}$ is given in [11]. Here, $\gamma_{\mathrm{GFM}} \approx 1.410^{-3}$ and $\gamma_{\mathrm{KM}} \approx 3.410^{-6}$. We observe that large step sizes may cause numerical instability; and here, $\gamma_{\mathrm{GFM}}$ is larger than $\gamma_{\mathrm{KM}}$ by a factor 300 , thus yielding to a faster convergence rate. Figure 1 [middle] displays the boxplot of $\left\|\theta_{k}-\theta_{\star}\right\|$ at iteration $k=\{3 \mathrm{e} 3,6 \mathrm{e} 3,8 \mathrm{e} 3,10 \mathrm{e} 3,12 \mathrm{e} 3\}$; on the left subplot, SA and FIEM are compared (resp. left/right boxplot) and on the right subplot, FIEM and FIEM-coeff are compared. FIEM clearly improves on SA; and in the convergence phase ( $k \geq 6 \mathrm{e} 3$ ), FIEM and FIEM-coeff look similar. The boxplots are obtained with 100 independent realizations. Figure 1 [bottom,left] displays
$k \mapsto \lambda_{k}$, for FIEM $\left(\lambda_{k}=1\right)$ and for FIEM-coeff $\left(\lambda_{k}=\lambda_{k}^{\star}\right)$. The plot is the mean value over 1 e 3 independent runs (the quantiles 0.25 and 0.75 are displayed in dotted line). It is shown that $\lambda_{k}$ is smaller than 0.85 in the transient phase $k \in[5 \mathrm{e} 2,3.5 \mathrm{e} 3]$. On Figure 1[bottom,right], a Monte Carlo estimation (over $1 e 3$ independent runs) of $\mathbb{E}\left[\left\|H_{k+1}\right\|^{2}\right]$ for SA, FIEM and FIEM-coeff is displayed for $k \in\{1.5 \mathrm{e} 3, \ldots, 4.5 \mathrm{e} 3\}$ : FIEM-coeff can improve on FIEM up to $15 \%$ in the transient phase. In this example, $\lambda_{k+1}^{\star}$ is explicit; but the benefit will be investigated in future works, taking into account a numerical cost for its approximation. $\mathbb{E}\left[\left\|H_{k+1}\right\|^{2}\right]$ is a crucial quantity since the convergence rates derived in section 3 are obtained by upper bounding this quantity (see [17]).
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