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Abstract

In the control and supervision of smart grids, the objective is to handle any change in the system as fast as possible,

with as few resources as possible. In this context, this paper proposes a new language, called Smartlog, designed

with a declarative approach. This avoids collecting and analyzing data presenting no interest, and thus being less

efficient in bandwidth usage and computational time. Smartlog is designed for operating smart grids defined as abstract

structures of large and scalable distributed databases. From its definition, some major properties of this language, such

as simplicity, incremental capacity, and scalability are highlighted. The language is tested on the application of the

secondary control of an isolated microgrid using a real-time simulator connected to Raspberry Pis. The characteristics

of Smartlog are illustrated thanks to a comparison with an imperative programming implementation of the same

regulation.

Keywords: Smartlog, smart grids, declarative programming, distributed database system, secondary control,

discrete-time control

1. Context

The power-sharing of renewable energy resources and storage devices increases regularly in the traditional power

grid. This trend emphasizes the problem of monitoring and control, as the power system should be operated in the most

reliable, efficient, and flexible way with increasing variability of both energy producers and consumers. Actually, due

to the development of smart devices such as smart meters, micro-computers and the use of available communication

infrastructures (e.g., WiFi [1], 3G, 4G, 5G, power-line communication [2]), the power system could be more closely

controlled and monitored, even up to real-time. The complex interconnection between information, communication

technologies and energy systems represent, even indirectly, a significant part of the definition of smart grids [3].

In that context, metadata (i.e., data providing information about other data) are being gathered with a rapidly

growing rate. Data can come from energy sources, geographic positions, customer information, outages management,
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demand-response control systems [4], metering infrastructures [5], hierarchical stability control [6], as well as moni-

toring processes, and so on [7]. The quantity of collected data leads to a problem of volume and variety, which is at

the core of the big data trend.

1.1. Smart grids, data production and handling

The shorter the data sampling time is, the more accurate and precise control decisions can be. But the enormous

quantity of data received by servers in a short period of time can cause a problem of velocity in data processing, par-

ticularly when considering heterogeneous and complex systems like smart grids. It is expensive to maintain powerful

servers, without talking about enhancing the bandwidth, while data is growing in size, density and variety.

Besides, data processing is critical. It can take a lot of time to transform data into information and help to make

decisions. When considering a large power system at the scale of a country in Europe, a central server cannot make

use of all data simply due to the nodal limitation in computing power.

To deal with that, current researches focus on applying the concept of distributed algorithms to reduce the volume

of data collected by servers and make better use of the available local computing units [8, 9]. This presents a very

promising perspective for smart grids in the upcoming years [10].

1.2. Existing solutions and limitations

The control and monitoring of smart grids in real-time require handling any variations in the power system im-

mediately. Classic algorithms, in imperative programming, describe steps of solution (“how to do”) rather than the

reaction of the control system (“what to do if”). This can sometimes lead to a loss of information, or the collection

and analysis of a vast quantity of data, where the same action would have needed significantly less computing power

with a more efficient programming language.

To circumvent that problem, this paper proposes a new language, called Smartlog, based on declarative program-

ming. Smartlog supports, by definition, distributed computing in real-time and database management and is being

developed exactly to propose this features, dedicated to smart grids.

There exist several languages based on declarative programming. On the one hand, for example, Datalog is used

as a logic language [11]. It expresses the relation between data in centralized databases. However, the communication

between databases in the heterogeneous system is not properly described. NDlog [12] and Netlog [13], on the other

hand, support communication between local databases, particularly by defining a network protocol, rather than the

distributed computing mechanism. But, for both NDlog and Netlog, data are stored without identifiers. The structure

of command is then still not explicit.

Obviously, data sent to a centralized server could probably be pre-processed at the level of the local unit. If the

smart grid is organized as a distributed database system. Each local database can compute and analyze, by itself, part of

the information to contribute to the main solution. It is a great idea to reduce communications and local computations

to and for centralized servers. Several articles mention distributed databases for smart grids, but usually, they are
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not making use of the local computing units [14]. Moreover, the abstract structures of local computing units are not

thoroughly illustrated yet, except partially in the standard IEC-61 850 [15], which only defines the data structure of the

substations and their communication protocol. Besides, most of the imperative languages do not support distributed

programming for the distributed data system. To be more efficient, the distributed deployment in imperative language

must rely on distributed algorithms.

In addition, it is to be noted that most of the calculations and communications in distributed programming are

carried out sequentially (thanks to the time step definition) rather than following the actual meaning of data [5]. The

addressed problem is not perspicuous because the algorithm states the order in which operations occur (“how to do”)

and not how to react to information (“what to do”).

Nevertheless, elements in smart grids are almost all eventual. This paradigm leads to computations and commu-

nications redundancies. In that case, an algorithm able to react to a concrete problem is more efficient than some

sequences that are created to manage pre-defined states of a system. Thus, in this context, algorithms supporting

declarative paradigms are more convenient than those supporting imperative ones.

1.3. Problem statement

This paper considers a system of smart devices embedded in a smart grid organized as a distributed database.

In this context, a new language is proposed, considering high-level programming, called Smartlog. Smartlog is a

declarative language which supports distributed programming, developed directly for a distributed database system.

This article expands the descriptions of the language, started in [16]. In particular, the termination of the program

is analyzed, focusing on the mechanism of support for distributed programming as well as on the definition of its con-

vergence which is presented in Section 2. Section 3 proposes a distributed secondary control in an isolated microgrid

as a case study of the Smartlog implementation. A general conception for programming in Smartlog is also provided

in section 4. The specific quantitative evaluation of the Smartlog programming language is presented in Section 6

through results of the case-study which were obtained from the implementation in a real-time simulation platform

presented in Section 5. Finally, Section 7 concludes the paper and discusses future works.

2. Smartlog language

Smart grids involve many heterogeneous smart devices in order to ensure a reliable, flexible, and self-healing

operation of the electrical grid by updating and processing data regularly or even in real-time. We propose to abstract

the whole computing nodes in smart grids as a distributed database system in which Smartlog is in charge of the

manipulation of distributed data. The architecture of each node in such an ad-hoc network is presented below.

2.1. The architecture of a node in smart grids

Each smart device oversees the computation and communication for its node in the smart grid. For reference,

Fig. 1 presents that common architecture.
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Figure 1: Architecture of each node within the considered structure of smart grid.

There are four main components in this architecture:

The local database: Stores the node’s information such as parameters in the information infrastructure of the smart

grid, set-point values (outputs), control parameters, and measured data which are collected from local sensors

or directly from the grid. This mechanism limits data concentration on a central server as well as accelerates

the time of access to data. Ultimately, this structure creates a smart grid as a system of distributed databases

which is easily scalable [14].

The sensor interface: Is set up to collect data from sensors, storing everything into a local database and transferring

the output values to the regulator in order to control any available active electrical components.

The rule engine: Is the most important part of the considered structure. That engine decides which rules are exe-

cuted, relying on the programs written using Smartlog.

The communication interface: Is in charge of the interaction with other nodes over the communication network.

2.2. Structure of the language

The structure of Smartlog is described in three main parts, as expressed in Listing 1.
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Listing 1: The structure of a Smartlog program.

Program(NameOfProgram){

Data_type{

//define the data types

}

Initial_data{

//set up initial data

}

Module(data_type 1){

//rules

}

Module(data_type 2){

//rules

}

...

}

2.2.1. The “Data type” block

The data is declared in the form of a structure called the data type that defines the schematic of the data stored

in the database. It contains the name of the data type, its attributes and the data type of the attribute. A key word is

added after the data type of the attribute to indicate the critical attribute in the data type. For example, the instruction

of Listing 2 is used to declare a data type called Neighbor.

Listing 2: Declaration of a “data type” called “Neighbor”.

Data_type{

Neighbor(NodeID:int key, NeighborID:int key, NeighborAddr:string).

}

The declaration of the data type Neighbor in Listing 2 presents four attributes, two of which are critical:

NodeID and NeighborID. They are assigned a key word after their data type.

The data used for distributed control in smart grids are divided into four types: the measured data, the parameters,

the intermediate data, and the output. The measure data are collected by sensors. The parameters can be additional

information in the communication network or constants used in the control process. The intermediate data holds

the auxiliary variables used in the computation process, and the output data holds the results of computation and

represents control variables.
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2.2.2. The “Initial data” block

Usually, initial parameters and output data are set up in this block. The stored data will not activate any rule in the

Module blocks and thus are not mandatory in Smartlog. For example, the initial data for the data type Neighbor is

proposed in Listing 3.

Listing 3: Declaration of the initial data of the “data type” called “Neighbor”.

Initial_data{

Neighbor(1,2,'192.168.1.102').

}

2.2.3. The “Module” block

Rules. The definition of any command to be executed in each node is declared via rules. Each rule in Smartlog is

defined in the form: “head :- body”.

The body part, B, can comprise one or more terms B = {B1, B2, ..., Bn}. The terms are separated by a comma and

can be a relational atom (data type), conditional expressions, and/or assignments with arithmetic expressions (using

the prefix “:=”). The first term in the body part and the head part, H, must be atoms.

When a rule is activated, the terms are checked one by one from left to right in the body part. If all terms in the

body are validated, the execution of H is launched.

Variables. It is not necessary to declare variables in Smartlog, even if used in rules. The data type of a variable

is defined automatically by considering its position in the data type. The symbol “ ” is used to indicate that one

attribute is ignored in the data type. Variables are used to store values of attributes. They are divided into two types:

variables with assigned values (linked variables) and variables with values not yet assigned (unlinked variables).

All the attributes in the first term B1 of the body are linked variables. The unlinked variables are defined relying

on at least one linked variable in the atom. If the linked variable corresponds to the whole set of key attributes, there is

only one possible value for unlinked variables. Otherwise, all possible values must be checked for unlinked variables.

The head part needs then to be executed with each value assigned to variables. Listing 4 illustrates the definition of

variables in Smartlog.

Listing 4: Exemple of variables definition in Smartlog.

Measure(j,v,i) :- Measure(id,v,i), Neighbor(id,_,j,_).

In Listing 4, all variables of the first term id, v, i are linked variables. The second term is the relational atom

Neighbor, which has two key attributes: NodeID and NeighborID. The variable j holds the value of the NeighborID

attribute, which is an unlinked variable. The execution of the head will generate a quantity that depends on the number

of neighbors of the considered node.
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Operators. The negation operator is denoted “~” in Smartlog. It is used to check whether it exists or not a value of

the linked variables in the atom, as illustrated in Listing 5.

Listing 5: The “negation” operator in Smartlog.

Measure(id,v,i) :- Measure(id,v,i), ~Neighbor(id,_,_).

The consumption operator is denoted “!” in Smartlog. It is used to delete the atom of the linked variables, as

illustrated in Listing 6. This operator allows managing a possible overload of the local data storage capacities.

Listing 6: The “consumption” operator in Smartlog.

Measure(j,v,i) :- Measure(id,v,i), !Neighbor(id,j,_).

The body part is terminated by a dot or a semi-colon. If it is a dot, the program will exit the current module after

the execution of the rule. Otherwise, the next rules in the current module are performed.

Communication and storage. The head part contains the variables with assigned values in the body part and defines

the execution of the rule(s). The execution can be by default an insertion or an update of the data. Sending data to

another address is denoted by the symbol “^”. Two actions executed simultaneously can be triggered using the symbol

“&”. To establish a communication, the shipping address should be marked with the symbol “@” in front of the address

variable noted j in the example of Listing 7.

Listing 7: Communication and storage in Smartlog.

^Measure(id,v,i) :- Measure(id,v,i), Neighbor(id,_,@j).

To optimize the execution of the language, rules with the same first data type placed in the body are grouped

into a Module. A Smartlog-based program can then present many Modules, each consisting of many rules.

The name of the module is the same name as the data type of the first term B1. If there is any change in this

data type, the inside rules are performed sequentially. The changes in data are eventual. Modules are executed in

parallel, which makes the order of programs undefined. The Smartlog language supports declarative programming to

that purpose.

2.3. Ending a one-round execution of a Smartlog program

A set of variables for the rule R (with its body part B and its head part H) is called Var(R). These variables are

categorized in two types: uninterpreted and arithmetic, which are symbolized by (N,≤) and (R,+,×,≤) respectively

[13]. Considering a set of local data called I, a mapping on I from all variables of a rule R, (Var(R)) to N∪R is noted

ΘI . Mappings on I from a set of the variables in the body part Var(B) and the head part Var(H) are named ϕI and τI

respectively, defined as:
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ϕI(B) = {ϕI |ϕI ⊂ ΘI ,∀Bi, ϕI(Var(Bi)) = Bi} (1)

τI(H) = {τI |τI ⊂ ΘI ,∀x ∈ Var(H), ϕI(x) = τI(x), ϕI = B} (2)

B =

n⋃
i=1

Bi (3)

The execution of the “consumption” operator of a relational atom !D(d1, d2, ..., dn) deletes a portion of data in-

stances, and modifies the set of local data I. So, after this execution, I is assigned as expressed in (4).

I :=
{
I \ ∆−R(I),∆−R(I) = D(ϕI(d1), ϕI(d2), ..., ϕI(dn))

}
(4)

J is a set of incoming data via the interfaces. The result of the rule R, produced in the set of data (I∪J) is ∆+
R(I∪J),

with:

∆+
R(I ∪ J) = τI∪J(H) (5)

There are two main executions for the head part. In the case of the default execution, the storage operator of the

rule R is denoted Φ
↓

R(I, J) and is expressed in (6).

Φ
↓

R(I, J) = I ∪ J ∪ ∆+
R(I ∪ J) \ ∆−R(I ∪ J) (6)

In the case of the communication execution, the sending operator of the rule R is noted Φ
↑

R(I ∪ J) and defined as:

Φ
↑

R(I ∪ J) = ∆+
R(I ∪ J) (7)

A Smartlog program P can have many rules. With a set of incoming data J, the rules in P are evaluated and some

are executed.

One-round execution. In a computing node α, on a local data set I and an incoming data set J, the one-round execution

of P is given by a sequence of (Iαi ,P
α
i )i=0,1,.... With Iαi and Pαi are the local data set and data to send of node α at step

i, respectively. They are defined as follows:


Iα0 = Φ

↓

P(I, J)

Iαi+1 = Φ
↓

P(Iαi , ∅) for i ≥ 0
and


Pα0 = Φ

↑

P(I ∪ J)

Pαi+1 = Φ
↑

P(Iαi ) ∪ Pαi for i ≥ 0
(8)
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One-round computation. In a computing node α, on I ∪ J, a one-round computation (containing many one-round

executions) of P terminates if all its non-deterministic one-round executions converge to a fixpoint, it means that

(Iαi ,P
α
i )

i→∞
→ (Iα,Pα). Such a limit is called a one-round fixpoint of the program P in the node α.

When a local one-round computation l starts, the node α has a local instance Iα(l), the data receiving Jα(l).

The new local data instance after that lth one-round computation is Iα(l + 1) = limi→∞ Iαi and set of sending data

Pα(l + 1) = (limi→∞ P
α
i ). So, in a local database, the termination of the Smartlog program relies on the convergence

of the sequence of fixpoints.

2.4. How Smartlog supports distributed programming

Rules in a Smartlog program are grouped to define all actions of the system as a modification of a specific

data type. The measured data are collected and stored in a local database. Intermediate data, created during rules

executions, can be shared. The data transferred between nodes are in the form of a data type. The sending data

allow triggering the next calculations in another node. As an illustration, Listing 8 and Listing 9 propose two modules

in two nodes.

Listing 8: Module “A” in node i.

Module(A){

^TmpC(i,v,c) :- A(i,v,c), B(i,@j); }

Listing 9: Module “TmpC” in node j.

Module(TmpC){

C(i,v,c) :- TmpC(i,v,c), c<100; }

When the rule in Listing 8 of the node i is executed, the atom named TmpC is sent to node j. The module of

Listing 9 in node j is performed after receiving TmpC. This mechanism is the core of the full support of Smartlog for

distributed programming. The convergence of a distributed Smartlog program is thus defined as follows [13]:

Definition 2.1. Given P a centralized Smartlog program, VG a set of computing nodes in the distributed system

and Iα, (Iα ⊂ I) a data instance distributed in each node α ∈ VG, all one-round computations l of P converge to a

fixpoint, i.e. all sequences (Iαi (l),Pαi (l))
i→∞
→ (Iα(l),Pα(l)) and all sequences (Iα(l), Pα(l)) have a limit (Iα,Pα)l→∞.

This collection of limits (Iα,Pα) represents the distributed fixpoints of the program P.

3. Case study: Secondary control for isolated microgrids

3.1. Motivation

A Smartlog implementation should follow the node architecture of the distributed database system in the consid-

ered smart grid, handle the mechanism of the distributed programming and process the quantitative evaluations of the

Smartlog language. Those points are validated with the help of the deployment of a “manually distributed” smart grid

application in a real-time platform.
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Measured data are stored near collection devices, and a declarative approach is used for expressing distributed data

manipulations. The computations and communications are triggered for any change in the measure data (violation

of the set-point value of the frequency for instance). Real-time applications, which require very short response times

and small communication delay, are not the context of this paper. Herein, we assume to develop smart grid scenarios

with the available communication infrastructure (i.e., 3G, 4G, wireless) having known delay time and a network of

computing units.

3.2. The application support

As the objective is to illustrate the principle of the Smartlog language, the simulation model is reduced to a basic

grid, composed of three distributed energy resources (DER) connected to AC static loads, as presented in Fig. 2. The

PV systems and storage devices are considered as DC sources in which the generated powers are perfectly controllable.

Figure 2: Isolated microgrid as a support to the illustration of Smartlog language.

In isolated mode, the microgrid is disconnected from the main grid (thus no PCC has to be modeled). All gener-

ators must still cooperate to maintain the power balance. The model of each voltage source inverter (VSI) supports a

local primary control to properly operate the microgrid [17]. Each VSI includes three controllers: power, current, and

voltage. The droop control is applied to the power controller, in order to represent the relationship between the electric

parameters (P/ f and Q/V). It is then emulated by transferring the functions in a Simulink/Matlab environment for the

experimentation. The details of the converter design, as well as the parameters such as for the low-pass filters, droop

characteristics and PI controllers, are referenced in [18].

3.3. The secondary control

When the local active power (P) or the reactive power (Q) of the load varies, the primary control of the generators

reacts immediately to adjust its set-points so that the system keeps operating with an acceptable power balance and

remains stable [19]. This leads to variations in frequency and voltage magnitudes, which impact the quality of the

electricity supplied to the load. That is particularly true in isolated grids.
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The main purpose of the secondary control is to restore the frequency and voltage magnitudes to their original

set-point values after deviation, for instance, due to the primary control. The diagram of the secondary control in the

VSI is shown in Figure 3.

Figure 3: Diagram of the secondary control implemented in each VSI of the application support.

The principle of the secondary control is to shift the droop characteristic by changing the initial power values, as

presented in Figure 4.

(a) f /P. (b) V/Q.

Figure 4: Droop characteristics [17].

The new initial values of active and reactive power P′o and Q′o are set based on (9):
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
P′o = Po + ∆P

Q′o = Qo + ∆Q
Considering that:


−m∆P = ∆ f

−n∆Q = ∆V
(9)

With m and n the droop coefficients of the active and reactive powers respectively. Without knowing the dynamics

of the control of the VSI, the variability of frequency and voltage magnitudes are computed using (10).


ḟ = ḟo − m(Ṗo − Ṗ)

V̇ = V̇o − n(Q̇o − Q̇)
(10)

In the secondary control, the set-point frequency ( fo) and the set-point voltage magnitude (Vo) are constant. How-

ever, the initial active and reactive power vary by a quantity ∆P and ∆Q respectively. So, (10) becomes:


ḟ = −m(Ṗ − ∆̇P)

V̇ = −n(Q̇ − ∆̇Q)
(11)

Combining (9) and (11), we can write:


∆̇ f = ḟ + mṖ

∆̇V = V̇ + nQ̇
(12)

The objective of the secondary control is finally to provide the set-points of ∆ f and ∆V to the primary control

when the frequency (Freq) and the voltage magnitude (Volt) of the system differ from their initial reference. To

ensure an effective active power sharing, the product of the active power and the droop coefficient of each generator

must be identical [20]. This is expressed in (13).

mi.Pi = m j.P j (13)

The synchronous tracking error method allows synchronizing the frequency, the voltage and the active power

sharing of all DER-clusters [21]. It defines the derivation of the frequency, voltage and active power sharing of each

generator as:


ḟi = c f × ei

f

v̇i = cv × ei
v

mi.Ṗi = cp × ei
p

(14)

Where c f , cv and cp are control coefficients and ei
f , ei

v and ei
p determines the sum of the neighborhood’s error

at each node, which is done with (15). In this paper, the coefficients c f , cp and cv are chosen identical and called

c-coefficient.
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
ei

f =
∑

j∈Ni
ai j.( f j − fi) + ai0.( fo − fi)

ei
v =

∑
j∈Ni

ai j.(V j − Vi) + ai0.(Vo − Vi)

ei
p =

∑
j∈Ni

ai j.(m j.P j − mi.Pi)

(15)

Where ai j is a coefficient representing the connection of node i to node j (equal to 1 if connected and 0 if not).

The derivation of the reactive power is computed with the low-pass filter, expressed in (16) in the Laplace domain.

Q =

(
wc

wc + s

)
× Q′ → sQ = wc(Q

′

− Q) ≡ Q̇ (16)

Where Q′ and Q are feedback values of the reactive power, respectively before and after the low-pass filter. The

cut-off frequency of the filter is wc.

To implement this method in the real-time experimental installation, all equations have to be transformed in their

discrete-time representation. The output is then calculated as expressed in (17):


∆ fi =

∫
∆̇ fidt

∆Vi =

∫
˙∆Vidt

(17)

These Laplace functions are transformed in their discrete-time representation with the sample time Ts.


∆ fi(k) = Tsu f (k) + ∆ fi(k − 1)

∆Vi(k) = Tsuv(k) + ∆vi(k − 1)
with


u f (k) = −c(ei

f (k) + ei
p(k))

uv(k) = −c(ei
v(k) − uq(k))

uq = −ni(Q(k) − Q(k − 1))/Ts

(18)

The method converges if (Ts × c) < 1 [21]. In order to evaluate the performance of the implementation, the

c-coefficient is fixed, and Ts varies. Since Ts depends mainly on the sum of the computation and communication

times. Thus, the value of Ts impacts the “smoothness” of the system response. The smaller Ts is, the “smoother” the

system response is. On the contrary, if Ts is too big and violates the converged criteria, the system will be unstable

and possibly go out rapidly of control.

4. Implementation with Smartlog

Smartlog is a declarative language of data manipulation which proceeds at a higher level of abstraction than

imperative programming. That may be not familiar to programmers. In this part, through the implementation of the

secondary control, we describe how to program in this new proposed language.
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4.1. Programming in Smartlog

Smartlog aims to accomplish a specific task rather than following pre-defined steps of algorithms. Smartlog is also

a reactive language. The computations are triggered by data updates. Thus, algorithms programmed in Smartlog are

incremental. Whenever a piece of data changes, it attempts to save time by only recomputing the outputs that depend

on the changed data.

The purpose of the secondary control is to adjust ∆ f and ∆v to restore the frequency and voltage magnitude to a

given set-point. In a distributed way, this problem is composed of two sub-problems: new measured data at the local

node and new received data from other nodes.

The identification (ID) of each node is an integer number. The reference values of frequency and voltage are set

to 50 Hz (standard frequency in Europe) and 311 V (nominal value of a three-phase low-voltage balanced system)

respectively. The c-coefficient depends mainly on the network characteristic. It is chosen so that Ts > Tdelay (Ts

should be superior to the delay due to the communications time Tdelay), with in mind the condition of convergence of

the implemented method. In the context of the presented implementation, this gives a c-coefficient of 2.

4.2. Structure of the database

• Measure(ID, Freq, Volt, Pow, Rep) holds the instantaneous measure data of the frequency (Freq), the

voltage (Volt), the active power (Pow), and the reactive power (Rep) for each node;

• Doop(ID, m, n) defines the droop coefficients for each DER converter;

• DynamicMeasure (ID, Freq, Volt, mPow, nRep, Rep) describes the data sent to neighbor nodes;

• Neighbor(ID, ID-Neighbor, Address) defines the neighbor name/network address mapping;

• NeighborData(ID, ID-NEIGHBOR, δ fi j, ei
f, δvi j, ei

v,δpi j, ei
p) provides the local neighborhood errors

of frequency, voltage, and power sharing;

• NeighborSum(ID,
∑
δ fi j,

∑
δVi j) sums the local neighborhood errors;

• Output(ID, ∆ fi, ∆Vi) gathers the compensation values of frequency and voltage for each node;

The above described attributes in data types are key attributes. In this experiment, the distributed program is

written manually for each computing unit. The rules using the Smartlog language are expressed in Listing 10. This

program is loaded into each computing unit of the real-time experimentation.
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Listing 10: Distributed secondary control implementation in Smartlog.

Module(Measure){

//rule1

& DynamicMeasure(i,f,v,mp,nq,q) :- Measure(i,f,v,p,q), DynamicMeasure(i,_,_,_,_,qo), f<>50,

Droop(i,m,n), mp:=m*p, nq:=n*(q-qo), Neighbor(i,j,@k);

}

Module(DynamicMeasure){

//rule2

NeighborData(i,j,ef,sef,emp,semp,ev,sev):- DynamicMeasure(i,f,v,mp,_,_),

NeighborData(i,j,df,_,dmp,_,dv,_), DynamicMeasure(j,fj,vj,mpj,_,_), ef:=fj-f,

sef:=-df+ef, emp:=mpj-mp, semp:=-dmp+emp, ev:=vj-v, sev:=-dv+ev;

//rule3

NeighborData(i,j,ef,sef,emp,semp,ev,sev):- DynamicMeasure(j,fj,vj,mpj,_,_),

NeighborData(i,j,df,_,dmp,_,dv,_), DynamicMeasure(i,fi,vi,mpi,_,_), ef:=fj-fi,

sef:=-df+ef, emp:=mpj-mpi, semp:=-dmp+emp, ev:=vj-vi, sev:=-dv+ev;

//rule4

Output(i,ef,ev,now) :- DynamicMeasure(i,f,v,_,nq,_), Output(i,efo,evo,to),

NeighborSum(i,sf,sv), ef:=(efo+(now-to)*0.001*2*(sf+(50-f))),

ev:=(evo+(now-to)*0.001*(2*(sv+311-vm)+nq)).

}

Module(NeighborData){

//rule5

NeighborSum(i,ef,ev):- NeighborData(i,_,_,sdf,_,smp,_,sdv), NeighborSum(i,df,dv),

ef:=df+sdf+smp, ev:=sdv+dv.

}

When a data instance in Measure is modified and its frequency value violates the set-point value, the correspond-

ing instance in DynamicMeasure is sent to the neighboring nodes (rule 1) and the neighborhood error is updated

in the current node (rule 2). Otherwise, if a node receives the modification of neighbor’s data, it also updates the

neighborhood’s error (rule 3). Every change in the neighborhood’s error leads to the incremental update of the sum of

the neighborhoods’ errors (rule 5). The output control values change consecutively if there is a modification of each

instance of measure data, itself or one of its neighbors (rule 4).

5. Experimentation and proof of concept

The objective of the experiment is to prove that Smartlog is capable of providing the same results as an imperative

language, in a more efficient way, with advantages discussed in Section 6.
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The chosen model is built and simulated in the Matlab/Simulink environment. Then, it is loaded in an OPAL-

RT target for real-time execution. Raspberry Pis 2 Model B (a small ARM computer) oversee the local computing

unit of each generator (i.e. each node). Each Raspberry Pi is implemented following the node architecture shown in

Figure 1. PostgreSQL is used to manage the database and plays the role of the rule engine. The distributed Smartlog

program is executed with this rule engine. A small dedicated java program is in charges of the interfaces. This

experiment presents a distributed database network with three raspberry Pis corresponding to three generators. The

measured data are collected in the OPAL-RT server and sent to the Raspberry Pis (the virtual OPAL-RT server is

configured to exchange measured data and control signals with each Raspberry Pi). Simultaneously, each Raspberry

Pi communicates with each other via a TCP/IP protocol and sends back two attributes of their output data to OPAL-RT

for the control of the simulated isolated microgrid. As OPAL-RT and the system of Raspberry Pis are configured in

the same network, the IP address supplies enough information to identify a node in the network.

The architecture of the real-time platform used for the experiment is presented in Figure 5. The communication

time between OPAL-RT and the Raspberry Pis is estimated to be around 10 ms.

Text

Figure 5: Architecture of the experimental installation.

We perform the simulation of the microgrid in isolated mode for 60 s. The load changes at T=20 s with an

increase of 25% of the maximal power and comes back to normal at T=40 s. The parameters of the primary control

are computed so that the stability of the grid, when the load changes, is reached within 0.5 s.

For comparison, the same implementation is done using Java JDK 1.8.0 (whose data are stored in the temporary

memory, not in the database). Java was chosen as a good archetype of imperative language that fits well in the

scope of the comparison with the proposed declarative language. Also, current multi-agent systems typically use Java

(Python could be a possibility, but it is slower) and Java can be compiled in native mode on the system used for the

experimentation (it could be based on C with a decreased ease of use). The Java implementation is used as a reference

to validate the proper operation of the Smartlog implementation. The Java program is available in [22] as additional

research data. The comparison of both implementations is also conducted to confirm the quantitative evaluations as

well as the impact of the execution in the database on the response time with the Smartlog implementation.

Figure 6, 7 and 8 present the frequency, voltage and active power variations after the load change and the action
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of both the primary and secondary controls with two implementations: one in Smartlog and another in Java.
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Figure 6: Frequency response after a 25 % load change and the action of both the primary and secondary controls.
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Figure 7: Voltage magnitude after a 25 % load change and the action of both the primary and secondary controls.

Figure 6a, 7a, and 8a show that the Smartlog implementation provides a satisfactory secondary control compared

to the equivalent java implementation, which present similar response times (Figure 6b, 7b, and 8b). When the load

changes, at T=20 s, and T=40 s, the frequency and the voltage oscillate slightly due to the regulation. The active power

is also correctly shared between the three generators during the experiment. The results confirm that the distributed

node architecture is appropriate for the Smartlog implementation, validating the convergence of the Smartlog program

and finally illustrating the distributed programming mechanism of Smartlog.

6. Discussion: advantages and disadvantages of Smartlog compared with other languages

6.1. Smartlog compared with imperative languages

6.1.1. Simplicity

The Smartlog language is well adapted with database management and communication. It uses simple symbols

(“^”, “@”) to describe communications where other languages need much more command lines. Besides, it is not
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Figure 8: Active power sharing after a 25 % load change and the action of both the primary and secondary controls.

necessary to declare variables in modules, because this declaration is done automatically and optimally. Through

each module, a Smartlog program clarifies which sub-problem in the system is to be considered, so no unnecessary

commands are executed.

Each rule in Smartlog represents a concrete problem. A rule can be a combination of the condition operator and

computations, i.e. the execution. This combination leads to program being more perspicuous and closer to a natural

language. The secondary control is programmed in only five rules in Smartlog (i.e. five lines of code). Moreover, the

implementation in Smartlog is simple, because it works on the database which is available in each node in the smart

grid. No sequence of code is really defined in the algorithm, as computations depend on the meaning of data, they do

not only follow the steps of an algorithm. The output of the control is just adjusted after a change in the data.

Compared to the Java implementation presented in the experimentation of Section 5, similar responses times (with

light differences of operation) provide an advantage to Smartlog which automatically distributes, in the form of rules,

a control developed for a centralized implementation. It thus eases both the implementation, the operation and the

bandwidth solicitation. As an illustration, the number of command lines in the Java implementation is quite significant

compared to the Smartlog implementation. The compactness of Smartlog regarding the length of the implemented

programs in this test-case is summarized in the comparison of Table 1.

Table 1: Secondary control implemented in Smartlog and Java.

Features Smartlog Java

Number of lines of code 5 54

Number of instructions 36 108

The lower number of instructions in the Smartlog language to implement the same algorithm does not mean that

Smartlog instructions present a better performance than the implementation in Java. Actually, the number of machine-

level instructions is ideal for this comparison but was not easily accessible for this experiment, because both the Java
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and the Smartlog implementations were not directly compiled to machine code. Thus, even if the number of code lines

and instructions do not really reflect the performance of the program, the fact that the implementation in Smartlog

needs almost 10 times less lines of code and 3 times less instructions than the implementation with Java provides a

relevant first comparison.

6.1.2. Scalability and capacity to address an incremental volume of data

Smartlog is designed for declarative programming. The computation is performed based on detecting changes in

the database. Smartlog supports algorithms developed for real-time control, based on the current measured data as

well as historic data. The output values are corrected step by step. For that reason, no sample time or communication

time between neighbors are fixed. Those timings are defined by the interval between updates occurring in data and

the actual computation time. Moreover, by keeping the same configuration of the network and the same program

(modules), the performance of the computation is conducted on an increasing number of Raspberry Pis. We get the

same result, but the computation is shared. That proves the potential of the approach in sharing the calculations and

data as the system of computing resources grows.

6.1.3. Impact of execution in the local database on computing time

Smartlog is designed to perform computations distributed in local databases. This architecture presents some

advantages but affects the performance of the program’s execution. This particular application is also interesting to

evaluate the possibilities of control and management of a microgrid with Smartlog.

As stated in Section 3.3, the sample time Ts affects the smoothness of the response. When we look more closely

at the voltage response of the first generator (at T=20 s) with both implementations, presented in Figure 9, the Java

implementation presents less variations.

(a) With Smartlog. (b) With Java.

Figure 9: Voltage response after a load change for one of the generators of the microgrid.

It means that Ts is bigger with the Smartlog implementation than with Java one. This can be explained simply by

the fact that data in the Java implementation are stored in Read-Only Memory, which has a faster query time than the

database used in the Smartlog implementation. However, it should be admitted that this does not affect the results and
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the response time of the system significantly. The procedure for the acceleration of computing time in Smartlog can

be done, for example, by using in-memory databases or dedicated rule execution engines.

6.2. Smartlog comparison with declarative languages

To the best of our knowledge, there is no declarative language fully operational in the context of smart grids.

Either there is no available compiler, the database management is lacking, or, like for example in the case of Datalog,

there is no real support for communication. Smartlog is filling this gap from our point of view.

7. Conclusion

In this paper, the abstract structure of all nodes in a smart grid’s distributed control perspective, as well as the

structure of a new declarative language, called Smartlog are proposed and illustrated on typical examples. The Smart-

log language is used to program the implementation of a distributed secondary control in a microgrid in isolated mode.

The code in Smartlog is also proposed and explained.

An experimental test is put up on a real-time OPAL-RT target connected to three Raspberry Pis. A program is

written in a common imperative language (Java) for comparison. For the same control, Smartlog demonstrates its

simplicity, compactness and incremental operation allowing it to better adapt to a large number of nodes in real-time.

However, there are still work to be done to fully support its claim of scalability.

As future prospective work, the accelerating of data query time in Smartlog presents an interest. The automatic

distribution of rules, as well as the database definition for smart grids can also be optimized. The implementation of

other microgrid controls should be performed in Smartlog to prove the reduction of communication and computation

time in this declarative paradigm. Finally, the scalability of the proposed language is also to experimentally validate.
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