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The present manuscript describes work pursued in the years 2008-2013 on improving the Standard-Model prediction of selected flavor-physics observables. The latter include: (1) $\epsilon_{K}$, that quantifies indirect CP violation in the $K^{0}-\bar{K}^{0}$ system and (2) the very rare decay $B_{s} \rightarrow \mu \mu$, recently measured at the LHC. Concerning point (1), the manuscript describes our reappraisal of the long-distance contributions to $\epsilon_{K}$ (refs. [1-3]), that have permitted to unveil a potential tension between CP violation in the $K^{0}$ - and in the $B_{d}$-system. Concerning point (2), the manuscript gives a detailed account of various systematic effects, pointed out in ref. [4] and affecting the Standard-Model $B_{s} \rightarrow \mu \mu$ decay rate at the level of $10 \%$ - hence large enough to be potentially misinterpreted as non-standard physics, if not properly included. The manuscript further describes the multifaceted importance of the $B_{d, s} \rightarrow \mu \mu$ decays as new-physics probes, for instance how they compare with $Z$-peak observables at LEP, following the effective-theory approach of ref. [5]. Both cases (1) and (2) offer clear examples in which the pursuit of precision in Standard-Model predictions offered potential avenues to discovery. Finally, the manuscript describes the impact of the above results on the literature, and what is the further progress to be expected on these and related observables.
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## 1 Introduction

The Standard Model denotes the theoretical framework that, to the best of our knowledge, describes all observed phenomena whose nature is other than gravitational. We make this distinction between gravitational and non-gravitational interactions from the outset in order to remark two major, distinctive differences between the corresponding theories.

The first difference is epistemological, is namely related to the quality and extent of knowledge achievable 'in principle' in either of the two cases. The interactions described by the Standard Model have an inherently quantum character. They occur at distances, or equivalently energy-exchange scales, such that the phenomenon to be described is modified by the observer describing it. This circumstance introduces an intrinsic uncertainty in the knowledge of certain observables, summarized by Heisenberg's Uncertainty Principle and in the resulting discrete, or quantum, nature of these observables. ${ }^{1}$ On the other hand, as far as gravity is concerned, no evidence exists for an energy regime where a quantum description becomes necessary, so the theory of gravity is formulated in terms of classical fields, at variance with the Standard Model, where a 'quantum' field theory is necessary. This difference is such that, in spite of huge theoretical efforts, only speculations exist on how to derive Standard Model and gravitational interactions from a common principle.

The second difference is historical. The making of General Relativity has proceeded as in the dreams of every theoretical physicist: two basic, intuitively understandable principles have been worked out to their ultimate implications using only logical necessity. The beauty, consistency and solidity of the resulting construction made its proposer have little doubt about experimental confirmations, that in fact unfailingly followed. Conversely, the construction of the Standard Model has been by and large a trial-and-error process. It is maybe useful to shortly summarize this process here - this excursus ${ }^{2}$ should make at least clear why the final product retained the modest name of Standard Model, which sounds more like a placeholder, rather than the definitive name of a fundamental theory.

[^0]
### 1.1 Historical remarks

The history of the Standard Model (SM) traces back to the 1950s, where, after the triumphs of Quantum Electrodynamics, people were stuck with a non-renormalizable four-fermion theory to explain weak-interaction phenomena like $\beta$ decay, and with incalculable theories for strong interactions, because the strong coupling made perturbation theory unusable. What was worse is that in either case the approach was purely phenomenological, i.e. not supported by a clear rationale. To identify a viable framework for weak interactions people tried to pursue principles of symmetry, typically with frustrating results, because most of the considered symmetries - like CP, the octet structure of hadrons, etc. - were at best only approximate, not to mention those that were badly broken, like parity. A sheer symmetrybased approach was per se not sufficient to make progress.
In this situation, among the several theoretical ideas circulating, two turned out to give a major boost towards understanding weak interactions. The first is the introduction of the idea of gauge symmetry, and its application to the construction of a renormalizable theory based on a non-Abelian group, $S U(2)$, by Yang and Mills [7]. It should be noted, however, that people did not immediately consider applying this idea to weak interactions, for two 'good' reasons. First, throughout the 50s weak interactions were thought to consist not only of vector and axial-vector contributions, but also of scalar and even tensor ones, because of a number of wrong experiments. Only by the late 50 s the situation was cleared up in favor of only vector and axial-vector contributions [8], that Yang-Mills (YM) gauge bosons are suitable to mediate. A second, more serious obstacle, was however the problem of how to give mass to YM gauge bosons - massless vector bosons would surely have been seen by experiment. Trying to force mass terms by hand would destroy the gauge symmetry, and make the YM theory non-renormalizable, hence it would lead to no practical advance over the initial four-fermion theory.
A second major idea came to the rescue of this difficulty, namely the idea that a Lagrangian symmetry may not be a symmetry of the vacuum, or the idea of spontaneous symmetry breaking (SSB). When applied to global symmetries, this idea implied the presence of massless and spinless bosons, by the Goldstone theorem [9]. At first sight, this conclusion seemed to prevent applicability of SSB to weak interactions (whereas in strong interactions it opened the long process that culminated in low-energy QCD, or chiral perturbation theory). But an exception to Goldstone's 'no-go' argument was found by Higgs [10] as well as Englert and Brout [11] to be the case where the spontaneously-broken symmetry is local, rather than global. In this case, the Goldstone bosons provide the zero-helicity degrees of freedom of the YM vector bosons, that become massive. Consideration of $S U(2) \times U(1)$ as the correct gauge-symmetry group was - according to Weinberg's account [6] - largely due to the fact that, with one generation of leptons as the only fermionic ingredient, this group was basically the only possibility. (This statement makes by the way evident that quarks and generations were included afterwards.)
The main leftover conceptual issue in the establishment of the SM was its renormalizability, namely the possibility of making the theory finite by just a finite number of counterterms, irrespective of the perturbation-theory order. This requirement was not necessary, because at any finite order a non-renormalizable theory is just as good as a renormalizable one: once the infinities present at that order are subtracted, the theory is still usable to make predictions. Nonetheless, the requirement of renormalizability was attractive in that it would make the electroweak theory predictive even way above the scale of electroweak gauge bosons' masses. And besides, renormalizability would provide a rationale for allowed (those with energy dimension $\lesssim 4$ ) vs. not-allowed interactions, thus greatly narrowing modelbuilding possibilities. As a matter of fact, when the difficult proof of renormalizability of
spontaneously-broken gauge theories was delivered [12], the theory that now is the SM grew significantly in popularity, and people started to seriously consider testing it in detail. The discovery of the $W, Z$ bosons [13] and the measurement of their mass in accord with theory expectations crowned, and to some extent concluded, this long process.

The actual conclusion still needed establishing the existence of at least one 'Higgs' boson. In its minimal realization, spontaneous symmetry breaking within an $S U(2) \times U(1)$ gauge group required an $S U(2)$ doublet of scalars, namely four degrees of freedom. Out of them, three would be the longitudinal modes of the $W$ and $Z$, and the leftover one must then be a physical spinless state. To guide experimental searches, the mass of this state can be constrained in several ways. First, the Higgs mass enters in the loop corrections to electroweak-precision observables, that have been accurately measured at LEP. By global fits, one obtains rather accurate indications on the Higgs-mass range, e.g. $M_{h}=85_{-28}^{+39} \mathrm{GeV}$ (see [14] and references therein). ${ }^{3}$ However, the overall quality of the fit is rather poor: for example leptonic asymmetries favor a light Higgs, whereas hadronic asymmetries a heavy one, and the $\mathrm{O}(100) \mathrm{GeV}$ central value for the Higgs mass results only from the average between the two sets of measurements [14]. To obtain a more 'conservative' Higgs-mass range, one can then resort to 'minimal' theoretical arguments, such as triviality - namely the requirement of positivity and finiteness of the quartic self-coupling in the Higgs potential, imposing an upper bound on the Higgs mass - and stability - i.e. the requirement that the scalar potential be bounded from below, imposing a lower bound on the Higgs mass. Combinedly, these two constraints yield the range $130 \mathrm{GeV} \lesssim M_{h} \lesssim 180 \mathrm{GeV}$, if one assumes the SM to be valid up to grand-unification scales of the order of $10^{16} \mathrm{GeV}$, or else $50 \mathrm{GeV} \lesssim M_{h} \lesssim 800 \mathrm{GeV}$, assuming instead TeV -scale new physics. It is clear that the most conservative range for experimental searches is the latter, apart from possibly replacing the lower bound by 114.4 GeV , obtained from direct searches at LEP [16].

Within this mass range, the SM Higgs phenomenology changes dramatically: from a very narrow state, dominated by the $h \rightarrow b \bar{b}$ mode in the low-mass range till about 130 GeV , to a broader and broader state above the two- $Z$ threshold, and dominated by $h \rightarrow V V$ decays [17]. As a matter of fact, it took 30 more years after CERN UA1, for the Large Hadron Collider (LHC) experiments, again at CERN, to discover [18] a scalar that, to the still limited extent of data available, seems to indeed correspond to the single scalar expected within the SM, 'the Higgs'.

To make contact with the statements at the beginning of this chapter, we observe that it is difficult to imagine that the idea of a spontaneously-broken gauge symmetry, and its specific $S U(2) \times U(1)$ realization, could have emerged in the absence of solid and well-digested experimental data. It is fair to say that, while minimalistic in several respects, our current theory of electroweak interactions ${ }^{4}$ is not nearly as compelling as General Relativity. It is instead a model whose form was progressively sculpted by data, and that, as time went by, was found to be consistent with all the further data available. This success was not to be expected on the basis of logical necessity, or model aesthetics or, for that matter, even phenomenology itself, considering e.g. the established existence of Dark Matter.

[^1]
### 1.2 The Standard Model: gauge sector

It is at this point useful to introduce explicitly the electroweak part of the SM Lagrangian, in order to better identify its most 'accidental' components. The SM Lagrangian may be divided into a gauge part and a Higgs/Yukawa part. The gauge part is the ensemble of all the dimension- 4 terms that one can write for spin- $1 / 2$ fermions and spin- 1 gauge bosons (and no scalars) from the sheer requirement of gauge invariance. It is composed by one or more pieces of the following form

$$
\begin{equation*}
\mathscr{L}_{\text {gauge }}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+i \sum_{j} \bar{\Psi}_{j} \not D \Psi_{j}, \tag{1.1}
\end{equation*}
$$

with $\Psi$ a fermion field, $D_{\mu}$ its gauge-covariant derivative, and $F_{\mu \nu}$ the field strength of the gauge field. ${ }^{5}$ Gauge invariance allows gauge fields only in the combination $F_{\mu \nu}$, and an arbitrary number of covariant derivatives $D_{\mu}$ acting on any of the allowed fields. To obtain the specific gauge Lagrangian chosen by Nature one still has a twofold arbitrariness: the choice of the gauge-symmetry group - in the SM not even a simple group, but the product $S U(3)_{c} \times S U(2)_{L} \times U(1)_{Y}$ - and the choice of the fermions and their representations under the gauge group.
In spite of this arbitrariness, the gauge-symmetry principle and the resulting Lagrangian can be likened in simplicity to the principle of invariance under general coordinate transformations and the resulting theory of gravity, General Relativity (GR). In fact between the two theories there is even a close analogy at the level of the formalism: gauge symmetry is the requirement to matter fields of local invariance under phase redefinitions, which parallels GR's diffeomorphism invariance; in addition, since the Lagrangian must contain $\partial_{\mu} \Psi$ terms in order to account for dynamics, gauge invariance implies the existence of gauge fields. This argument parallels the existence of GR's metric tensor. As a matter of fact, the SM gauge Lagrangian is theoretically appealing is several respects. The gauge symmetry makes it natural, in the sense pointed out in ref. [20]. Because of this feature, quantum corrections remain corrections: they arise as logs of the ultraviolet scales running in the loops. As a result, the theory has a limited ultraviolet sensitivity. Finally, since the gauge symmetry is implemented identically across fermions of different generations, the gauge Lagrangian enjoys symmetry under a large group of global field transformations, the flavor group, to which I will shortly return.
We would like to further comment on the absence in eq. (1.1) of terms with mass-dimension other than 4 . The absence of terms with dimension strictly less than 4 will be justified at the beginning of the next section. As regards gauge-invariant terms with energy dimensions $E^{4+n}$, with $n>0$ hence suppressed by a mass scale $1 / \Lambda^{n}$, we note that, in a process characterized by a momentum scale $p$, these terms would scale like $(p / \Lambda)^{n}$. As such, these terms are ruled out by the requirement of renormalizability, already mentioned in the previous section, equivalent to the assumption that the scale $\Lambda$ is much above $p$, implying in turn that their effect is vanishingly small. The only way to validate this assumption is to verify that data do not require Lagrangian terms with $n>0$, as seems to be the case up to the present. Independently from this validation, it should be remarked that renormalizability

[^2]is not a fundamental physical requirement. In fact, any realistic quantum field theory is expected to contain renormalizable as well as non-renormalizable terms [21]. Concerning renormalizability, it is actually interesting to contrast once more the cases of the SM and of gravity, to appreciate how diametrically 'opposed' their structures are in this respect. First, GR does not contain renormalizable interactions at all; furthermore, if cancellation of divergences due to virtual gravitons were a relevant requirement in GR, then the Lagrangian would have to contain all interactions allowed by symmetries, not only those among gravitons, but also those involving any other particle. These considerations support the conclusion that the success of the renormalizability requirement in the SM means only that the cutoff scale $\Lambda$ introduced above is much larger than the scales at which the model has been tested [21].

### 1.3 The Standard Model: Higgs/Yukawa sector

It turns out that, albeit elegant, a pure gauge Lagrangian as in eq. (1.1) has too much symmetry to describe the real world. In the first place, it does not allow for the presence of the gauge field $A_{\mu}$, except within the field-strength tensor $F_{\mu \nu}$, or within a covariant derivative. Therefore, explicit mass terms for the gauge fields are ruled out. In the case of the SM gauge group, they are likewise ruled out for fermions. As mentioned, one can remedy this situation by breaking the gauge symmetry spontaneously, namely by introducing a scalar multiplet whose interactions formally respect the gauge symmetry, but such that the resulting vacuum breaks it. Within the SM one introduces a single scalar multiplet $\Phi$, in the smallest representation compatible with the gauge symmetry, with Lagrangian

$$
\begin{equation*}
\mathscr{L}_{\mathrm{Higgs}}=D_{\mu} \Phi^{\dagger} D^{\mu} \Phi-V(\Phi), \tag{1.2}
\end{equation*}
$$

where $\Phi$ transforms as $(\mathbf{1}, \mathbf{2}, 1 / 2)$ under the SM gauge group. Once the assumption of a single multiplet is made, all its gauge quantum numbers are fixed by the requirements of leaving unbroken the gauge currents of the $S U(3)$ sector, as well as one uncharged gauge current of the $S U(2)_{L} \times U(1)_{Y}$ sector. These quantum-number assignments rule in turn the explicit form of the covariant derivatives in eq. (1.2), namely the Higgs-gauge interactions. Concerning $V(\Phi)$, one may write down any potential such that the vacuum breaks the gauge symmetry. The simplest choice, assuming only renormalizable terms and the absence of $\Phi$-odd ones, is

$$
\begin{equation*}
V(\Phi)=-\mu^{2} \Phi^{\dagger} \Phi+\frac{\lambda}{2}\left|\Phi^{\dagger} \Phi\right|^{2} . \tag{1.3}
\end{equation*}
$$

whereby the wrong-sign mass term causes the theory vacuum to occur at any point such that $\left\langle\Phi^{\dagger} \Phi\right\rangle=\mu^{2} / \lambda$, rather than at zero, whereas $\lambda=\mathrm{O}(1)$ causes the vacuum expectation value (vev) to be $\mathrm{O}(|\mu|)$.
To summarize, spontaneous breaking of the gauge symmetry forces one to make at least two further arbitrary choices besides those inherent to the gauge Lagrangian: the choice of the number and transformation properties of the Higgs multiplets, and that of the explicit form of the SSB potential. Sticking to minimality corresponds to the SM case, and this case seems at present to be supported by the data collected at the $7-8 \mathrm{TeV}$ runs of the LHC.

In the SSB discussion, we have not yet mentioned the problem that also fermions $\Psi$ need to be given mass, which introduces further arbitrariness. As mentioned above, within the SM, one cannot simply introduce fermion mass terms as in QED, because this would break gauge invariance. Still, one can form gauge-invariant, renormalizable interactions that are bilinear in fermions and linear in Higgs fields. Among these 'Yukawa' interactions, terms (necessarily charge-neutral) proportional to the Higgs vev will provide the required mass
terms. It turns out that, within the SM, one can give mass to all the fermions with just the $\Phi$ multiplet introduced above. Namely one may write

$$
\begin{equation*}
-\mathscr{L}_{Y}=\bar{Q}_{L} Y_{u} \Phi^{c} u_{R}+\bar{Q}_{L} Y_{d} \Phi d_{R}+\bar{L}_{L} Y_{\ell} \Phi e_{R}+\text { h.c. } \tag{1.4}
\end{equation*}
$$

where $Q_{L}, u_{R}, d_{R}, L_{L}$ and $e_{R}$ are the usual $S M$ quark and lepton fields, those in capital letters denoting $S U(2)_{L}$ doublets: $Q_{L} \equiv\left(u_{L}, d_{L}\right)^{T}$ and $L_{L} \equiv\left(\nu_{L}, e_{L}\right)^{T}$. The subscript $L, R$ indicates that the field is left- or right-handed, respectively. In eq. (1.4) $\Phi^{c}=+i \sigma_{2} \Phi^{*}$ (it can be thought as charge conjugation, albeit $\left.\left(\Phi^{c}\right)^{c}=-\Phi\right)$. Finally, $Y_{u, d, \ell}$ denote $n_{g} \times n_{g}$ complex matrices, where $n_{g}=3$ is the number of replicas, or generations of the $Q, u, d, L, e$ fields that it is necessary to introduce in order to account for all the quarks and leptons observed.

Several comments are in order on eq. (1.4).

1. Neutrinos. I stated above that Yukawa interactions can give mass to all fermions, yet those introduced in eq. (1.4) will not give mass to neutrinos. In fact, one may augment eq. (1.4) by the term $\bar{L}_{L} Y_{\nu} \Phi^{c} \nu_{R}$, where $\nu_{R}$ denotes right-handed neutrinos, neutral with respect to all SM interactions. This solution, while minimal, is not theoretically appealing in that, to get neutrino masses in the right ballpark, one needs $\left|\left(Y_{\nu}\right)_{i i}\right| \sim 10^{-12}$; in addition, gauge invariance would allow Majorana mass terms of the form $M_{N} \nu_{R}^{2} / 2$ (albeit they break lepton number). One notes however, that if both the Yukawa and the Majorana mass terms are present, and if $M_{N} \gg\left|\left(Y_{\nu}\right)_{i j}\right| v$, then diagonalizing the neutrino mass matrix yields three almost purely right-handed heavy neutrinos, and three almost purely left-handed neutrinos, with small masses tuned by the ratio $\left(\left|\left(Y_{\nu}\right)_{i j}\right| v\right)^{2} / M_{N}^{2}$. This 'see-saw' mechanism [22], that can actually be implemented in two another ways depending on the extra-fields invoked, explains easily and naturally the observed pattern of neutrino masses and mixings, and also fits in SM extensions with grand unification (in this respect see also point 3 below). However, neutrino physics lies outside the topic of this manuscript, and will not be touched upon any further (for a beautiful review, see [23]).
2. Why 3 generations. Nobody knows why the SM fermions occur in 3 generations, and not simply one. The quip "Who ordered that?" by I.I. Rabi as the existence of a 'heavy' electron, the muon, had been established, remains the best way to comment on the apparent incongruousness of having around several replicas of the very same gauge representation, with namely identical quantum numbers, and differing only in mass. It is also to be noted that to describe ordinary matter it is by and large sufficient to invoke only first-generation quarks and leptons. The heavier generations are unstable states produced only in high-energy collisions or in certain astrophysical processes. At a more theoretical level, the number of generations, or rather the number of flavors $n_{f}=2 n_{g}$, actually enters in several places where it could affect the theory consistency, notably in the $\beta$-function of QCD, that governs the strength and the increase/decrease pattern of the strong-interaction coupling depending on the process energy. However, in practice, none of these known dependences makes $n_{f}=6$ more compelling than any other value between 2 and 16 .
3. Gauge anomalies. On the other hand, within each generation, the necessity of the five SM fermion multiplets may be justified by the cancellation of all gauge anomalies. Anomalies are only possible for gauge theories including $S U(n \geq 3)$ or $U(1)$ factors, as is the case within the SM [6]. In this case, in order to ensure the absence of anomalies, one needs to resort to cancellations among different matter multiplets (quark and leptons within the SM$)$. The $\mathrm{SM} Q_{L}, u_{R}, d_{R}, L_{L}, e_{R}$ multiplets, with their assigned
quantum numbers, turn out to serve this purpose. Most of the SM anomalies are actually zero for gauge-algebraic reasons; however, this is not true for the $S U(3)^{2}-U(1)$, $S U(2)^{2}-U(1)$ and $U(1)^{3}$ anomalies, that nonetheless turn out to be zero, for rather fortuitous-looking cancellations. The only way, that I am aware of, to understand the occurrence of these cancellations at a deeper level is based on the observation that the SM matter multiplets, plus an additional gauge singlet, fit a complete 16-dimensional spinor representation of $S O(10)$, and that the SM gauge group may be embedded in $S O(10)$ itself, which is anomaly-free. Unfortunately, this neat observation lacks experimental support to date.
4. Mass-eigenstate basis and flavor/CPV physics. Kinetic vs. mass terms for fermions appear in eq. (1.1) and respectively (1.4). There is no a priori reason why the two sets of terms should be flavor-diagonal in the same field basis, since $Y_{u, d, \ell}$ are as mentioned generic complex matrices. A generic complex matrix $m$ can be put in diagonal and real form by the transformation $A m B$, with $A$ and $B$ unitary matrices (see e.g. [19]). These unitary matrices can be introduced as fermion-field redefinitions. One would need four such unitary matrices in order to diagonalize both $Y_{u}$ and $Y_{d}$, whereas in eq. (1.4) these two couplings are multiplied on the left by the same field $Q_{L}=\left(u_{L}, d_{L}\right)^{T}$. The $Y_{u}$ and $Y_{d}$ diagonalization is therefore performed after breaking the $S U(2)_{L}$ part of the EW symmetry via the field redefinitions $u_{L, R}=\mathcal{U}_{L, R} \hat{u}_{L, R}$, $d_{L, R}=\mathcal{D}_{L, R} \hat{d}_{L, R}$, where the hatted fields represent the mass-eigenstate basis, and $\mathcal{U}, \mathcal{D}$ unitary matrices. Since the $u_{L}$ and $d_{L}$ components of $Q_{L}$ are 'rotated' differently, charged currents within the kinetic term $i \bar{Q}_{L} \not D Q_{L}$ will not be flavor-diagonal in the mass-eigenstate basis. In particular

$$
\begin{equation*}
\mathscr{L}_{\text {gauge }} \supset i \bar{Q}_{L} \not D Q_{L} \supset \frac{g}{\sqrt{2}} \bar{u}_{L} W d_{L}+\text { h.c. }=\frac{g}{\sqrt{2}} \overline{\hat{u}}_{L} \mathcal{U}_{L}^{\dagger} \mathcal{D}_{L} W \hat{d}_{L}+\text { h.c. } \tag{1.5}
\end{equation*}
$$

The unitary matrix $\mathcal{U}_{L}^{\dagger} \mathcal{D}_{L} \equiv V_{\text {CKM }}$ is the so-called CKM matrix [24]. The fact that $V_{\text {CKM }}$ can be, and in fact is, different than the identity matrix implies that the $W$ mediated currents in eq. (1.5) will mix quarks of different generations, i.e. give rise to flavor-violating interactions.

These interactions turn out to also violate the discrete CP symmetry. The latter cannot be violated if, by a suitable field basis, all the complex phases in $Y_{u}$ and $Y_{d}$ can be made to disappear. This possibility depends on the CKM dimensionality. Being a unitary matrix, the CKM for $n_{g}$ generations can be parameterized in terms of $n_{g}^{2}$ parameters. Out of them $n_{g}\left(n_{g}-1\right) / 2$ are Euler angles, as in the orthogonal group $O\left(n_{g}\right)$, and the rest are phases. Out of these phases, $2 n_{g}-1$ can be absorbed as relative phases between the quark fields (the overall quark-field phase can not, because it remains a symmetry of the SM Lagrangian). As a consequence, for $n_{g}=3$ the CKM matrix will contain one non-trivial phase.
Therefore, flavor and CP violations are, within the SM, inextricably intertwined. There is to date no consensus on why the amount of flavor and CP violation within the SM is what it is and not otherwise, not even an anthropic argument. ${ }^{6}$ It is nonetheless noteworthy that the interaction in eq. (1.5) gives rise to a tremendous amount of flavor and/or CPV phenomena, to a few of which is dedicated the rest of this manuscript.

[^3]
### 1.4 Flavor physics

The above points are meant to demonstrate on the one hand the amount of arbitrariness introduced in particular by the Lagrangian terms in eq. (1.4) - as a matter of fact, and at variance with gauge interactions, little is said in textbooks about Yukawa interactions at the level of first-principle arguments. At the very same time, the above items offer the opportunity to emphasize again the enormous richness brought about in particle-physics phenomenology by the interactions in eq. (1.4). This richness can be traced back to the specific parametrics of the Yukawa couplings, namely:

- The peculiar values of quark masses. Concerning, first of all, the Yukawa eigenvalues, it is to be noted that those in the quark sector are hierarchically separated from one another. The $u, d, s, c, b, t$ quark masses are $1.3 \cdot 10^{-5}, 2.8 \cdot 10^{-5}, 5.5 \cdot 10^{-4}, 7.3 \cdot$ $10^{-3}, 2.4 \cdot 10^{-2}, 1[26]$ in units of the reduced Higgs vev of $246 / \sqrt{2} \mathrm{GeV} .^{7}$ The fact that quark masses are hierarchically different has far-reaching implications, for example it implies a very different phenomenology than neutrinos: quark wave functions are immediately separated after production, hence quarks will not oscillate into one another, at variance with neutrinos (see e.g. [23]). In turn, well-defined quark flavors imply the possibility of a whole zoo of flavored hadrons, with different phenomenology and even different theoretical treatments according to their masses and widths.
- The peculiar form of the CKM matrix. Also the CKM matrix, quantifying the 'mismatch' in the flavor-group space between the $Y_{u}$ and $Y_{d}$ matrices, turns out to be highly non-generic, very close to the unit matrix, and with entries becoming hierarchically smaller the higher the distance from the diagonal. This circumstance is best visualized in the so-called Wolfenstein parameterization [27] of the CKM matrix, whereby the small deviations from the identity matrix are described by a small parameter, $\lambda \simeq \sin \theta_{C} \simeq 0.23$, where $\theta_{C}$ is the Cabibbo angle. ${ }^{8}$ In this parameterization, CKM entries have the following magnitudes

$$
\left|V_{C K M}\right| \approx\left(\begin{array}{ccc}
1 & \lambda & \mathrm{O}\left(\lambda^{3}\right)  \tag{1.6}\\
-\lambda & 1 & \mathrm{O}\left(\lambda^{2}\right) \\
\mathrm{O}\left(\lambda^{3}\right) & \mathrm{O}\left(\lambda^{2}\right) & 1
\end{array}\right) .
$$

Among the CKM entries, the off-diagonal ones dial the rates of occurrence of flavorviolating processes. Since these entries are smaller than 1, especially those involving the third together with one of the light generations, flavor-violating processes come with a CKM suppression with respect to flavor-conserving ones. Besides, it is to be noted that, within the SM, it is possible to build flavor-violating, but charge-neutral interactions only at the loop level. These processes, so-called flavor-changing neutral currents (FCNCs) come therefore with an additional loop suppression. Finally, since flavor violation occurs only via weak interactions, flavor-violating rates are further suppressed by factors of $p^{2} / M_{W}^{2}$, where $p$ equals the typical masses of the external flavored mesons, $p \lesssim 5 \mathrm{GeV}$. Because of this triple suppression mechanism, FCNC decays are usually rare, sometimes very rare, processes. As such, they are ideal probes of possible UV effects not described by SM interactions and manifesting themselves in loops.

[^4]The two items above highlight the very non-generic structure of the SM flavor sector. Besides the absence of a fundamental understanding of this structure, there is no apparent reason why the same flavor structure should also hold for physics beyond the SM. This simple fact motivates the following discovery strategy:
look for however small, but clear-cut, deviations from the SM pattern of predictions in selected processes, that should include in particular:
(a) very rare, very clean decays and (b) CP violation.

Concerning CP violation, one may raise two objections to the opportunity of pursuing this kind of measurements: first, that it is by now established that the CKM phase explains the bulk of low-energy measured CP violation. Second, that anyway the CKM phase is, probably, not sufficient to explain baryogenesis within the SM, as already remarked. Both these objections are cogent. At the same time, two important facts should however be kept in mind. First, that we do not measure the CKM phase better and better for its own sake, but in order to find, sooner or later, deviations from the CKM-phase-only scenario. Even small deviations from this scenario may provide major hints on CP-violating dynamics at the high scale, and give us precious model-building information on the SM UV completion. ${ }^{9}$ Second, that usually CP-violating observables are constructed from asymmetries between dimensioned quantities, e.g. decay rates. In these asymmetries, many SM uncertainties cancel. Hence CP-violating observables usually offer very clean tests. One may even quote the example of charm physics, where CP violation is the only clean sector.

This remark on CP violation being made, several further arguments may be raised in support of the overall strategy stated above, the first being historical. It is a fact that, in recent high-energy physics history, direct discoveries have typically been anticipated by indirect effects in loops. This 'double' discovery may actually be seen as one of the most spectacular, compelling aspects of HEP progress, testifying a healthy interdependence between theory and experiment, and the robustness of their respective methods. The story of the so-called GIM mechanism [29], that reconciled the stringent experimental limit on the $K^{0} \rightarrow \bar{K}^{0}$ transition with theory by the introduction of a new quark, the charm, provides in this respect a very illustrative example, and deserves to be shortly recalled explicitly (I will closely follow [28]).

As already mentioned above, the Fermi theory was plagued by divergences, and people were working on the problem of understanding this theory in terms of a better-behaved, if possible renormalizable theory. This task was not easy, because different sets of quantities pointed to different missing pieces of the puzzle towards the SM. A clear identification of the problem behind the need for the charm quark was provided by the calculation [30] of several amplitudes with exchange of two weak bosons, like the amplitudes for $K_{L} \rightarrow \mu^{+} \mu^{-}$and $K^{0}-\bar{K}^{0}$ mixing, in the context of the then-existing theory with three quarks, the $u, d$ and $s$. This calculation revealed quadratically divergent amplitudes, ${ }^{10}$ that therefore had to be regulated by a cutoff $\Lambda$. The stringent limit on the $K^{0} \rightarrow \bar{K}^{0}$ transition provided a peculiarly low cutoff: $\Lambda_{K^{0}-\bar{K}^{0}} \simeq 3 \mathrm{GeV}$. Several solutions to this issue were put forward. The authors of [29] came out with the proposal of a fourth quark, the charm, ${ }^{11}$ coupled through charged

[^5]
## The GIM mechanism

weak currents to a combination of the $d$ and $s$ quarks orthogonal with respect to the one the up quark couples to. This implied that for every contribution from the up quark there was a corresponding contribution from the charm with opposite sign. (This can easily be seen from eq. (1.6): in $K^{0}-\bar{K}^{0}$ mixing the external quarks are $d$ and $s$. An intermediate up quark means a contribution proportional to the entries 11 and 12 of the CKM matrix, yielding $1 \cdot \lambda$, whereas an intermediate charm quark means a contribution from entries 21 and 22, which just differs in sign.) For exactly equal up and charm masses the two contributions would exactly cancel, whereas for different masses the amplitude would be proportional to the difference $m_{u}^{2}-m_{c}^{2}$, which then replaced the quadratic cutoff dependence. The $\Lambda_{K^{0}-\bar{K}^{0}}$ estimate then turned into a prediction for the charm mass. On the theoretical side, the introduction of the charm quark substantially helped in the identification of the $S U(2)_{L}$ structure of weak interactions, as now quarks could be accommodated in two doublets, thus restoring the quark-lepton symmetry, in turn helping towards the cancellation of gauge anomalies. On the experimental side, the GIM paper provided a mass scale for the charm quark, along with its expectedly rich decay phenomenology, which in turn gave guidance to experimental searches. After various partial pieces of evidence, the first unequivocal evidence for a $c \bar{c}$ state took place with the discovery of the $J / \psi$ particle [31].
It is hard to find, even in particle physics, a more neat example of theory-experiment feedback than the one initiated by the GIM paper.

### 1.5 Flavor-physics bounds on beyond-SM physics

The GIM-mechanism/charm-discovery example is so often quoted because it is literally a prototype of the theory-experiment interplay mentioned above. Its physics line of argument starts from the observation that one measurable quantity has too strong a sensitivity to the UV cutoff, which suggests that a symmetry is being missed. This symmetry calls for a new particle, whose mass replaces the cutoff sensitivity. This argument applies identically to very actual questions, such as supersymmetry as a solution to the Higgs-sector ultraviolet sensitivity. Analogous examples, albeit perhaps less 'didactic' in their historical development, may be provided for the top quark, the $W, Z$ bosons and even the Higgs scalar.

All the mentioned examples show that, by and large, new particles are typically announced by indirect effects, in FCNC loops or elsewhere, before they are directly produced in collisions performed at their mass scale. Indirect observables are thereby able to probe scales much larger (sometimes by several orders of magnitude) than the energy scale at which they are measured. In this respect, indirect observables have a competitive advantage over direct searches. The constraining power of indirect observables on beyond-SM interactions can be appreciated most generally by taking an effective-theory approach, in which the SM Lagrangian is augmented by a tower of effective interactions with energy dimension $d=4+p$, with $p>0$ and suppressed by a power $-p$ of the respective UV cutoff. One namely assumes

$$
\begin{equation*}
\mathscr{L}_{\mathrm{eff}}=\mathscr{L}_{\mathrm{SM}}+\sum_{i} \frac{c_{i}}{\Lambda_{i}^{p}} \mathcal{O}_{i}^{[4+p]} \tag{1.7}
\end{equation*}
$$

In this expansion, $i$ simply labels all the effective operators, whereas the superscript $[4+p]$ specifies that the dimension of the given operator exceeds 4 by $p$. Note that the cutoffs of the various operators do not need to be the same, hence they are also labelled by $i$. One usually constructs the $\mathcal{O}_{i}$ out of SM fields only. This approach is justified, since the lower bounds on the $\Lambda_{i}$ that one obtains correspond to scales typically much larger than the mass of the heaviest among the d.o.f. building up the $\mathcal{O}_{i}$. The $c_{i}$ are unknown coefficients, that depend on unspecified UV dynamics that has been integrated out. In this sense, the
non-renormalizable part of eq. (1.7) is just a generalization of the Fermi theory. ${ }^{12}$
This effective-theory approach has the basic advantage of being able to capture any beyondSM effect (provided it is consistent with the symmetries assumed for the operators $\mathcal{O}_{i}$ ) in terms of a small number of new couplings. The main drawback is that, as argued, these couplings are unknown. This lack of knowledge implies that what one actually constrains in this approach is not $\Lambda_{i}$, but rather the ratio $\Lambda_{i} / c_{i}^{1 / p}$. Correlations among different $c_{i}$ are likewise unknown. As a consequence, the different $c_{i}$ are typically treated as independent quantities, or else switched on one by one in phenomenological analyses. While this is the best one can do, in general neither of these two choices provides necessarily an accurate approximation of reality.
With these caveats in mind, it is useful to get a more quantitative idea of the severity of FCNC constraints on the $\Lambda_{i}$. To this end, the Lagrangian (1.7) may be applied to transitions where a given flavor changes by two units between the initial and the final state, the so-called $\Delta F=2$ processes. Within the SM, these processes are mediated by box diagrams like the one depicted in fig. 1, and are loop-, CKM-, and $p^{2} / M_{W}^{2}$-suppressed. In principle there is also a GIM suppression, because two different quarks $q_{i}$ and $q_{j}$ in a given internal line amount to a dependence of the kind $m_{i}^{2}-m_{j}^{2}$, as already noted, hence to a partial cancellation. However, this argument holds mostly for $K^{0}-\bar{K}^{0}$ mixing, whereas in the cases of $B_{d, s}-\bar{B}_{d, s}$ mixings, the amplitude is totally dominated by the top-top contribution, hence there is basically no GIM cancellation at all.
Accurate data exist to constrain $\Delta F=2$ amplitudes: the measurements of mass splittings between the mass eigenstates of the $K^{0}-\bar{K}^{0}$ and the $B_{d, s}-\bar{B}_{d, s}$ systems, as well as CP violation, quantified by $\epsilon_{K}$ for the $K^{0}-\bar{K}^{0}$ system, and by $\sin 2 \beta_{(s)}$ for the $B_{d(s)}-\bar{B}_{d(s)}$ systems. Full details on the analyses as well as updated bounds can be found in [32-34]. To make an explicit example, one may consider the case of a shift to just the $\Delta F=2$ operator allowed within the SM, namely ${ }^{13}$

$$
\begin{equation*}
\Delta \mathscr{L}^{\Delta F=2}=\sum_{i \neq j} \frac{c_{i j}}{\Lambda^{2}}\left(\bar{Q}_{L i} \gamma^{\mu} Q_{L j}\right)^{2}, \tag{1.8}
\end{equation*}
$$



Figure 1: Example of a box diagram responsible for $\bar{K}^{0}-K^{0}$ oscillations. One can obtain the case of $\bar{B}_{d}-B_{d}$ oscillations by the replacement $s \rightarrow b$. From the latter, one can obtain the case of $\bar{B}_{s}-B_{s}$ oscillations by the further replacement $d \rightarrow s$.
where the indices $i, j$ label the external states: $s d, b d$ and $b s$ for $K^{0}-\bar{K}^{0}, B_{d}-\bar{B}_{d}$ and $B_{s}-\bar{B}_{s}$ respectively. From the (rather conservative) requirement that the new-physics amplitude does not exceed in magnitude the SM one, $\left|\mathcal{A}_{\mathrm{NP}}^{\Delta F=2}\right|<\left|\mathcal{A}_{\mathrm{SM}}^{\Delta F=2}\right|$, one arrives at constraints as severe as [33]

$$
\Lambda>\frac{4.4 \mathrm{TeV}}{\left|V_{t i}^{*} V_{t j}\right| /\left|c_{i j}\right|^{1 / 2}} \sim\left\{\begin{array}{l}
1.3 \times 10^{4} \mathrm{TeV} \times\left|c_{s d}\right|^{1 / 2}  \tag{1.9}\\
5.1 \times 10^{2} \mathrm{TeV} \times\left|c_{b d}\right|^{1 / 2} \\
1.1 \times 10^{2} \mathrm{TeV} \times\left|c_{b s}\right|^{1 / 2}
\end{array} .\right.
$$

The by far strongest bounds are those from the $K^{0}-\bar{K}^{0}$ system, that therefore is generically regarded as the most sensitive probe of non-SM contributions. As anticipated above, these

[^6]bounds depend on the magnitude assumed for the Wilson coefficients. Given the very nongeneric structure of the SM flavor violation, there is no reason to assume that the same structure holds also beyond the SM. Therefore, a natural choice seems to be to take the new-physics Wilson coefficients of $\mathrm{O}(1)$. In this case however, according to the bounds in eq. (1.9), flavor-violating new physics is allowed only way above the TeV scale - in particular, from the $K^{0}-\bar{K}^{0}$ system it is allowed at scales not lower than 10000 TeV . This circumstance is known as the flavor problem: if we insist that beyond-SM flavor effects should emerge at the TeV scale, then we have to conclude that the underlying new physics possesses a highly non-generic flavor structure [33].

Several ways have been put forward to circumvent the flavor problem. The most drastic one is perhaps that of invoking minimal flavor violation (MFV). ${ }^{14}$ The latter is the assumption that the SM sources of flavor breaking, in the quark sector the $Y_{u}$ and $Y_{d}$ matrices, are the only sources of flavor breaking also beyond the SM. ${ }^{15}$ This assumption can be implemented in the effective Lagrangian in eq. (1.7) via the following steps:

1. Identify the 'flavor group', namely the group of global transformations that the Yukawa couplings break. In the absence of Yukawa interactions (1.4), the gauge Lagrangian enjoys symmetry under a group of unitary transformations as large as $G_{F} \equiv U(3)_{Q_{L}} \times$ $U(3)_{u_{R}} \times U(3)_{d_{R}} \times U(3)_{L_{L}} \times U(3)_{e_{R}}$, where the subscript indicates the fermion field on which the symmetry acts. This group is broken completely by the Yukawa interactions, apart from three $U(1)$ 's, that can be identified with baryon number, lepton number, and hypercharge [35]. The part of this group relevant to quark flavor physics is $G_{q} \equiv$ $S U(3)_{Q_{L}} \times S U(3)_{u_{R}} \times S U(3)_{d_{R}}$.
2. Attribute to the SM Yukawa couplings formal transformation properties under $G_{q}$, so as to recover invariance of Yukawa interactions under this group. By looking at interactions (1.4), one immediately sees that formal $G_{q}$ invariance is recovered for $Y_{u, d}$ transforming as $Y_{u} \sim(3, \overline{3}, 1)$ and $Y_{d} \sim(3,1, \overline{3})$.
3. Accordingly identify the transformation properties required to any beyond-SM flavor structure in eq. (1.7), for the corresponding interaction to recover formal invariance under $G_{q}$. Then express this flavor structure in terms of $Y_{u}$ and $Y_{d}$, as mentioned the only $G_{q}$-breaking sources within MFV.

This procedure is justified to the extent that the scale of flavor breaking is well above the largest of the new-physics cutoffs in eq. (1.7). In these circumstances, expansions of beyondSM flavor structures in terms of $Y_{u, d}$ are stable under RGE evolution. From the above definition, it is clear that MFV is not a theory of flavor, since it takes the Yukawa couplings as given, without attempting any dynamical explanation of their structure. It is rather a criterion to achieve maximal protection of FCNC processes from beyond-SM contributions. The maximality is due to the fact that any new-physics flavor structure is assumed to inherit completely from the SM flavor structures, the Yukawa couplings. In this way, both the SM flavor-suppressing mechanisms, namely that of the CKM hierarchies and that of the quark mass patterns, are carried over to the new-physics interactions. This explains why the MFV solution to the flavor problem was denoted above as a drastic one. As a matter of fact, assuming that the $c_{i j}$ couplings in eq. (1.9) are MFV, the new-physics scale goes down to about 4 TeV .

[^7]To summarize, MFV should not be regarded as 'the expected pattern of beyond-SM flavor effects', but rather as a useful way to 'parameterize' the question whether or not there are other sources of flavor-symmetry breaking at testable energies, beside the Yukawa couplings and the neutrino mass matrix. It should be stated clearly that, at present, the accuracy of this test does not exceed about $15 \%$ for MFV beyond-SM effects in $K$ physics and about $25 \%$ in the case of $B$ physics [32]. Therefore, we are still far from being able to claim that this hypothesis has been tested with high accuracy. Data on new FCNC observables and higher accuracies on existing observables, typically in the $1 \%-10 \%$ range [33], are necessary to obtain bounds on beyond-SM effects able to exceed in severity those from electroweak precision observables, or else to finally uncover new effects.

### 1.6 Why pursuing flavor physics

Several of the points made in secs. 1.4 and 1.5 provide as many motivations for pursuing flavor physics. These motivations can be summarized by the following statements. Flavor observables provide an unequalled probe into higher energies and into the structure of interactions at these energies. Unequalled because beyond-SM flavor structures are plausibly different than the SM ones, hence it is correspondingly plausible that the SM pattern of flavor effects should be distorted by new physics, however high the scale at which it sets in. Furthermore several flavor observables can be measured with high accuracy. In short, the flavor-physics chances to unveil the unexpected rely:

- on the plausibility of new-physics effects showing up there;
- on the richness of observables;
- and on the accuracy achievable in their measurement.

As an example, the race towards an ever more accurate knowledge of the CKM parameters, started with $B$-factories and still ongoing with the Belle upgrade, is not intended for precision's sake, but rather because it is a very delicate SM consistency check, that will fail very easily in presence of new flavor-breaking interactions, even if their energy scale is not-so-nearby.

Given the progressive shrinkage of arguments about new physics having to show up at the EW scale, the possibility of new discoveries will depend more and more on experimental probes being able to test higher and higher scales. In this situation, flavor observables will have more and more weight in defining future strategies, bearing in mind also the definitely lower cost of measuring low-energy, high-intensity observables that probe a certain energy scale, with respect to producing collisions at that energy scale, assuming that this is doable at all.

Discoveries at stake are as formidable as the effort needed to hopefully make them reality. While 'hopefully' understates the possibility of failure, it should be stressed that drawing definite negative conclusions based on $20 \%$ tests is overhasty. This point can be made more explicit by one last example from history. ${ }^{16}$ The early 60 s saw, as discussed above, a flourishing of experimental tests of discrete symmetries, among the others the CP symmetry in the $K^{0}-\bar{K}^{0}$ system. The latter system consists of two mass eigenstates, denoted $K_{S}$ (shorter-lived) and $K_{L}$ (longer-lived). If CP is a good symmetry, then the $K_{S}$ is exactly CP even, and cannot decay into $3 \pi$, whereas the $K_{L}$ is exactly CP odd, and cannot decay into $2 \pi$. A dedicated search was carried out in Dubna by the group of E. Okonov, collecting about 600

[^8]decays of $K_{L}$ to charged particles, and not finding a single $K_{L} \rightarrow \pi^{+} \pi^{-}$candidate [38]. At that stage, the lab administration decided to put an end to the search. Shortly afterwards, in 1964 , this CP-violating decay was discovered at the level of $1 / 350$ by the famous Brookhaven experiment of Christensen, Cronin, Fitch and Turlay [39], that was awarded the Nobel prize. This bold result decreed the breaking of a 'sacred' ${ }^{17}$ discrete symmetry, breaking that would soon be recognised by Sakharov [41] as one of the conditions for the observed imbalance between matter and antimatter in the universe.

### 1.7 Content of the manuscript

The present manuscript is based on work I pursued in the years 2008-2013, on improving the Standard Model prediction of two among the flavor-physics observables that are deemed as most promising for beyond-SM effects. The latter include: (1) $\epsilon_{K}$, that quantifies indirect CP violation in the $K^{0}-\bar{K}^{0}$ system, and (2) the very rare decay $B_{s} \rightarrow \mu \mu$, recently measured at the LHC. Item (1) will be dealt with in chapter 2 , where I will describe our reconsideration of the long-distance contributions to $\epsilon_{K}[1-3]$ and their impact on the follow-up literature. Item (2) will instead be the topic of chapter 3. Here I will give an account of various systematic effects, discussed in [42], and affecting the SM branching ratio for $B_{s} \rightarrow \mu \mu$ at the $10 \%$ level. Chapter 3 further describes the several aspects of the $B_{d, s} \rightarrow \mu \mu$ constraining power, including in particular an effective-theory comparison between $B_{s} \rightarrow \mu \mu$ and $Z$-peak observables [5]. Finally, the outlook part, chapter 4, describes some further developments on the above subjects, and what is the progress to be expected on these and related observables.

[^9]
## 2 Indirect CP violation in the $K^{0}-\bar{K}^{0}$ system

Aim of the present chapter is to present a reappraisal of the long-distance contributions to $\epsilon_{K}$, that quantifies indirect CP violation in the $K^{0}-\bar{K}^{0}$ system. This reappraisal was undertaken in refs. [1-3]. The initial aim of ref. [1] was actually a reconsideration of the consistency between indirect CP violation in the $K^{0}$ - vs. the $B_{d}$-meson system, at the time motivated by various tensions between data and theory predictions relevant to CKM-matrix fits. By a closer look at the level of precision required for this test to be meaningful, we almost stumbled on the necessity to reliably calculate and include the long-distance corrections to $\epsilon_{K}$, in the following referred to as the multiplicative factor $\kappa_{\epsilon}$. At the time of its proposal, the $\kappa_{\epsilon}$ factor made the above mentioned tensions worse, and indicated a clear pattern of beyondSM effects. This circumstance spurred further work on CKM fits, beyond-SM flavor effects, and associated model building. The latter aspect has lately lost momentum, especially because, at present accuracies, the initial tensions have by and large disappeared (and direct searches have likewise reported negative results so far). Mature data from LHCb and new data from the Belle upgrade will put a definite word on this issue, or maybe uncover effects at present swamped by too large errors. Independently of these tensions, a new, effective-theory calculation of the mentioned long-distance contributions to $\epsilon_{K}$, and a systematic discussion of this calculation and its limitations, is the lasting result of [1-3]. This result has motivated a new campaign of first-principle, non-perturbative calculations of the $\kappa_{\epsilon}$ corrections within lattice QCD, and with $\kappa_{\epsilon}$ of a number of historically challenging quantities related to $K \rightarrow \pi \pi$ matrix elements.

### 2.1 Introduction to the problem

The discussion in this chapter is concerned with CP violation within the SM. More specifically, it is concerned with indirect CP violation, that namely does not arise directly from a decay, and is correspondingly denoted as direct CP violation [26]. Among the observables that give access to indirect CP violation (CPV), three are especially well measured and theoretically controlled, namely $\epsilon_{K}$, quantifying CPV in $K^{0}-\bar{K}^{0}$ mixing, and $\sin 2 \beta_{(s)}$, quantifying CPV in the interference between decays with and without mixing, for the $B_{d(s)}-\bar{B}_{d(s)}$ systems, respectively. (Note that this kind of CPV is mixing- and not decay-induced, hence it still qualifies as indirect CPV.) All these quantities will be properly defined in due course. The main point to make here is that, within the SM, there is one single source of CPV, namely the single phase $\delta$ of the CKM matrix. Therefore, within the SM, these three observables are correlated to one another. Said otherwise, once one of them is measured, the other ones can be univocally predicted. Therefore, these three quantities offer a stringent test of the SM mechanism of CPV.
To make the discussion more concrete, let us focus on $\epsilon_{K}$ vs. $\sin 2 \beta$. As we will see later on in the detailed derivation, the short-distance contributions to $\epsilon_{K}$ (from top-top exchange) can be approximately expressed as

$$
\begin{equation*}
\left|\epsilon_{K}\right| \simeq C \cdot \hat{B}_{K} \cdot \sin 2 \beta . \tag{2.1}
\end{equation*}
$$

Here $C$ denotes a calculable coefficient and $\hat{B}_{K}$ a non-perturbative matrix element, input from lattice QCD. The precise definition of these two quantities is not relevant here, and it will be dwelled upon in the detailed discussion. Eq. (2.1) neglects the subdominant short-distance contributions from top-charm and charm-charm exchange, that are likewise irrelevant for the point to be made here. This point is that there is a correlation, in particular a direct proportionality, as displayed in eq. (2.1), between indirect CPV in the $K^{0}$-system
and the one in the $B_{d}$-system. This correlation can be understood intuitively by just noting that, by its very definition - an observable quantifying CPV in $K^{0}-\bar{K}^{0}$ mixing $-\epsilon_{K}$ must be of the form

$$
\begin{equation*}
\epsilon_{K} \sim \operatorname{Im}\left(\right) \tag{2.2}
\end{equation*}
$$

The imaginary part of the CKM couplings at the four vertices yields the $\sin 2 \beta$ factor; the effective-operator structure arising from the diagram, calculated between the external $\bar{K}^{0}, K^{0}$ states, yields $\hat{B}_{K}$; the rest is a calculable coefficient.

The novelty of [1] was, as mentioned, the reconsideration of various additional contributions, especially long-distance ones, neglected in the previous literature in view of what used to be a large error on $\hat{B}_{K}$. These contributions can be simplistically visualized as a negative correction, of order $-8 \%$, to the r.h.s. of eq. (2.1), that would then become

$$
\begin{equation*}
\left|\epsilon_{K}\right| \simeq C \cdot(1-\mathrm{O}(8 \%)) \cdot \hat{B}_{K} \cdot \sin 2 \beta \tag{2.3}
\end{equation*}
$$

Now, taking $\sin 2 \beta=S_{\psi K_{S}} \simeq 0.68$ (values refer to experimental averages at the time of [1]), one obtained $\left|\epsilon_{K}\right|=1.78 \times 10^{-3}$, to be compared with the experimental figure of $\left|\epsilon_{K}\right|_{\exp }=2.232(7) \times 10^{-3}$. Conversely, identifying the l.h.s. of eq. (2.3) with its experimental value results in $\sin 2 \beta \sim 0.8$, too large with respect to the experimental average. Leaving aside errors for the moment being, in either case the discrepancy between central values is as large as $20 \%$.

The above considerations will be made more quantitative in the next sections.

### 2.2 CPV in $K$ physics: theory vs. experiment

In this section we introduce the minimal necessary formalism, and establish a contact between what experiment measures and what theory calculates. The $K^{0}-\bar{K}^{0}$ system consists of two flavor eigenstates, with flavor content

$$
\begin{equation*}
\left|K^{0}\right\rangle \sim\binom{d}{\bar{s}}, \quad\left|\bar{K}^{0}\right\rangle \sim\binom{\bar{d}}{s} \tag{2.4}
\end{equation*}
$$

The CP symmetry acts on these states as follows

$$
\begin{align*}
\mathrm{CP}\left|K^{0}\right\rangle & =e^{i \xi}\left|\bar{K}^{0}\right\rangle \\
\mathrm{CP}\left|\bar{K}^{0}\right\rangle & =e^{-i \xi}\left|K^{0}\right\rangle \tag{2.5}
\end{align*}
$$

namely it connects them to one another, up to a phase that remains arbitrary, because the two states do not communicate via strong interactions. In the CKM conventions, where all CPV arises from the CKM phase $\delta$, one can take

$$
\begin{align*}
\mathrm{CP}\left|K^{0}\right\rangle & =\left|\bar{K}^{0}\right\rangle \\
\mathrm{CP}\left|\bar{K}^{0}\right\rangle & =\left|K^{0}\right\rangle \tag{2.6}
\end{align*}
$$

whence the two CP eigenstates are found to be

$$
\begin{equation*}
\left|K_{ \pm}\right\rangle=\frac{\left|K^{0}\right\rangle \pm\left|\bar{K}^{0}\right\rangle}{\sqrt{2}} \tag{2.7}
\end{equation*}
$$

with namely CP-eigenvalues $\pm 1$, respectively. If CP were a good symmetry of the weak Hamiltonian $\mathscr{H}_{W}$, i.e. $\left[\mathrm{CP}, \mathscr{H}_{W}\right]=0$, then $\left|K_{ \pm}\right\rangle$would also be good physical eigenstates. As
we know after ref. [39], CP is slightly, but surely violated by weak interactions. Therefore the physical eigenstates are mostly the CP eigenstates, but for a small admixture with the opposite-CP state, namely

$$
\begin{equation*}
\left|K_{S, L}\right\rangle \propto\left|K_{ \pm}\right\rangle+\bar{\epsilon}\left|K_{\mp}\right\rangle \tag{2.8}
\end{equation*}
$$

with $|\bar{\epsilon}| \ll 1$. Therefore, the shorter-lived $\left|K_{S}\right\rangle$ state decays mostly into $2 \pi$, and occasionally into $3 \pi$, and the other way around occurs for the longer-lived $\left|K_{L}\right\rangle$ state.

To quantify the amount of CPV we need to connect what theory calculates with what experiment measures. Experiment can access the ratios

$$
\begin{equation*}
\eta^{+-} \equiv \frac{\left\langle\pi^{+} \pi^{-} \mid K_{L}\right\rangle}{\left\langle\pi^{+} \pi^{-} \mid K_{S}\right\rangle}, \quad \eta^{00} \equiv \frac{\left\langle\pi^{0} \pi^{0} \mid K_{L}\right\rangle}{\left\langle\pi^{0} \pi^{0} \mid K_{S}\right\rangle} \tag{2.9}
\end{equation*}
$$

These ratios would be zero if CP were conserved. From eqs. (2.8)-(2.9), CPV can occur either because of the small $\left|K_{-(+)}\right\rangle$component in the $\left|K_{S(L)}\right\rangle$, that then decays into $3 \pi(2 \pi)$, or because the $\left|K_{ \pm}\right\rangle$components of either physical eigenstate decay directly into the wrongCP final state, $3 \pi$ or $2 \pi$ respectively. In the former case one has indirect CPV, through mixing; in the latter case CPV occurs directly in the decay. The two CPV components are therefore intertwined within the observables $\eta^{+-}, \eta^{00}$.
In order to separate direct vs. indirect CPV components in the $\eta^{+-}, \eta^{00}$ observables, we need to introduce final states of definite isospin $S U(2)_{I}$. In fact, there is no direct CPV in $K \rightarrow(\pi \pi)_{I} .{ }^{18}$ To obtain final states with definite isospin, one starts from recalling that the $u, d$ quarks are,+- states, respectively, under isospin, and that, because of their quark content [26], the $\left|\pi^{+}\right\rangle,\left|\pi^{0}\right\rangle,\left|\pi^{-}\right\rangle$states form an $I=1$ triplet. $|\pi \pi\rangle$ isospin eigenstates are accordingly obtained by composing symmetrically two $I=1$ representations. In the PDG phase conventions one obtains

$$
\begin{align*}
\left|\pi^{+} \pi^{-}\right\rangle & =\sqrt{\frac{2}{3}}\left|(\pi \pi)_{0}\right\rangle+\sqrt{\frac{1}{3}}\left|(\pi \pi)_{2}\right\rangle \\
\left|\pi^{0} \pi^{0}\right\rangle & =\sqrt{\frac{1}{3}}\left|(\pi \pi)_{0}\right\rangle-\sqrt{\frac{2}{3}}\left|(\pi \pi)_{2}\right\rangle \tag{2.10}
\end{align*}
$$

which are the relations we need in order to express measured states in terms of states of definite isospin. Plugging the first of these relations into eq. (2.9) yields

$$
\begin{equation*}
\eta^{+-}=\frac{a_{L, 0}+\frac{1}{\sqrt{2}} a_{L, 2}}{a_{S, 0}+\frac{1}{\sqrt{2}} a_{S, 2}}=\frac{\epsilon+\frac{1}{\sqrt{2}} \epsilon_{2}}{1+\frac{1}{\sqrt{2}} \omega} \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i, I} \equiv\left\langle(\pi \pi)_{I}\right| \mathscr{H}_{W}\left|K_{i}\right\rangle \tag{2.12}
\end{equation*}
$$

and in the last member we have introduced the three amplitude ratios (all three of them small in magnitude)

$$
\begin{equation*}
\epsilon_{K} \equiv \frac{a_{L, 0}}{a_{S, 0}}, \quad \epsilon_{2} \equiv \frac{a_{L, 2}}{a_{S, 0}}, \quad \omega \equiv \frac{a_{S, 2}}{a_{S, 0}} \tag{2.13}
\end{equation*}
$$

The ratio $\omega=0.045$ is very well measured, and quantifies what is known as the $\Delta I=1 / 2$ rule [44], namely the unexpected fact that in $K \rightarrow \pi \pi$ decays the final state is $\sim 1 / \omega^{2}$ times more likely to be an $I=0$ eigenstate than an $I=2$ one. There is to date no simply

[^10]understandable dynamical explanation of this fact, that remains one of the longest-standing puzzles in particle physics phenomenology. A numerical understanding starts to emerge from lattice QCD simulations (see in particular [45]) - this undertaking being per se extremely challenging, because, for one thing, the possibility to simulate the physical region of matrix elements with more than one hadron in the final state is limited by a no-go theorem [46], from which one has to find very clever workarounds.

The amplitude ratio in eq. (2.13) denoted as $\epsilon_{K}$ quantifies, as mentioned, indirect CPV in $K$ decays, and is our main quantity of interest. (It is the only ratio involving final states with the same isospin, so there cannot be direct CPV, as argued above.) Another combination of $K \rightarrow \pi \pi$ amplitudes, that we do not need to introduce here, accounts for $\epsilon^{\prime}$, the parameter quantifying direct CPV in $K$ decays. Through the definitions in eq. (2.13) the direct- vs. indirect-CPV contributions to $\eta^{+-}, \eta^{00}$ are thereby disentangled.

### 2.3 Derivation of the $\epsilon_{K}$ formula

Let us now focus on

$$
\begin{equation*}
\epsilon_{K} \equiv \frac{\left\langle(\pi \pi)_{0}\right| \mathscr{H}_{W}\left|K_{L}\right\rangle}{\left\langle(\pi \pi)_{0}\right| \mathscr{H}_{W}\left|K_{S}\right\rangle}, \tag{2.14}
\end{equation*}
$$

as in eq. (2.13). We can express the $\left|K_{S, L}\right\rangle$ states in terms of the $\left|\stackrel{(-3}{K}^{0}\right\rangle$ ones by combining eqs. (2.7) and (2.8), yielding

$$
\begin{equation*}
\left|K_{S, L}\right\rangle=N_{\bar{\epsilon}}\left[(1+\bar{\epsilon})\left|K^{0}\right\rangle \pm(1-\bar{\epsilon})\left|\bar{K}^{0}\right\rangle\right] \tag{2.15}
\end{equation*}
$$

where $N_{\bar{\epsilon}}$ is a normalization factor. We finally need symbols for weak matrix elements between $\left|\stackrel{(-)}{K}{ }^{0}\right\rangle$ states and $\left\langle(\pi \pi)_{I}\right|$ ones:

$$
\begin{align*}
\left\langle(\pi \pi)_{I}\right| \mathscr{H}_{W}\left|K^{0}\right\rangle & \equiv a_{I} e^{i \delta_{I}} \\
\left\langle(\pi \pi)_{I}\right| \mathscr{H}_{W}\left|\bar{K}^{0}\right\rangle & \equiv a_{I}^{*} e^{i \delta_{I}} \tag{2.16}
\end{align*}
$$

where $a_{I}$ denotes a weak, complex amplitude, and $\delta_{I}$ a strong phase, accounting for final-state interactions. ${ }^{19}$ Plugging eqs. (2.15) and (2.16) into eq. (2.14) gives

$$
\begin{equation*}
\epsilon_{K}=\frac{\bar{\epsilon}+i \xi}{1+i \bar{\epsilon} \xi} \simeq \bar{\epsilon}+i \xi, \quad \text { with } \xi \equiv \frac{\operatorname{Im} a_{0}}{\operatorname{Re} a_{0}} \tag{2.17}
\end{equation*}
$$

where the approximation on the r.h.s. of the $\epsilon_{K}$ equation is well justified, given that both of $\bar{\epsilon}$ and $\xi$ are small in magnitude. Eq. (2.17) is a first important formula on $\epsilon_{K}$, and it is worthwhile to pause on its physics content. This relation shows that $\epsilon_{K}$ is the sum of two contributions: the first, $\bar{\epsilon}$, is due to the fact that the weak Hamiltonian mixes different CP eigenstates (see eq. (2.8)), it represents the main contribution, and is fully calculable in perturbation theory; ${ }^{20}$ the second, $i \xi$, is due to the small but non-zero weak phase of the $K^{0} \rightarrow(\pi \pi)_{0}$ amplitude, and represents a subdominant correction. Its non-negligibility in view of the improved errors on the rest of the $\epsilon_{K}$ parametrics was one of the points made originally in [1].

The $\xi$ correction is not easy to estimate accurately. A first strategy was proposed in [1] (see also related work by U. Nierste in the Fermilab report [43]), whereby this correction is extracted from data on $\epsilon^{\prime} / \epsilon_{K}$; a more refined effective-field theory treatment was performed

[^11]in ref. [3], using Chiral Perturbation Theory. Both these calculations will be described in more detail below. As already mentioned, the calculation in ref. [3] has spurred non-negligible activity across the lattice community to calculate the $\xi$ correction in lattice QCD [48] (for related work, see [45, 49]; for an excellent review, see talk by A. Jüttner [50]).
To make the calculability of the $\bar{\epsilon}$ term more apparent, we next express this contribution in terms of weak-Hamiltonian matrix elements. For this purpose, we need to introduce and solve the $K^{0}-\bar{K}^{0}$ eigenvalue problem. As we saw, the $K^{0}$ and $\bar{K}^{0}$ states mix because of weak interactions, and $\bar{\epsilon}$ parameterizes this mixing. A generic admixture between $K^{0}$ and $\bar{K}^{0}$ at time $t$ is parameterized by the wave-function $\vec{\Phi}(t)$, with ${ }^{21}$
\[

$$
\begin{equation*}
\vec{\Phi}(t) \equiv\binom{\phi_{K}(t)}{\phi_{\bar{K}}(t)}=\phi_{K}(t)\left|K^{0}\right\rangle+\phi_{\bar{K}}(t)\left|\bar{K}^{0}\right\rangle, \tag{2.18}
\end{equation*}
$$

\]

whereby the $\left|\breve{K}^{0}\right\rangle$ states have been taken to be $(1,0)^{T}$ and $(0,1)^{T}$ respectively. $\vec{\Phi}$ obeys the Schrödinger time-evolution equation

$$
\begin{equation*}
i \frac{d \vec{\Phi}(t)}{d t}=\mathcal{H} \vec{\Phi}(t) \tag{2.19}
\end{equation*}
$$

with

$$
\mathcal{H}=\left(\begin{array}{cc}
M_{0}-i \frac{\Gamma_{0}}{2} & M_{12}-i \frac{\Gamma_{12}}{2}  \tag{2.20}\\
M_{12}^{*}-i \frac{\Gamma_{12}^{*}}{2} & M_{0}-i \frac{\Gamma_{0}}{2}
\end{array}\right),
$$

where the $M_{i}, \Gamma_{j}$ entries are real numbers. The diagonal elements of the $\mathcal{H}$ matrix are constrained to be the same by CPT invariance, whereas Hermiticity (applied separately to the real and imaginary parts) requires $M_{21}=M_{12}^{*}$ and $\Gamma_{21}=\Gamma_{12}^{*}$, whence the relation between the 12 and the 21 element in eq. (2.20) follows. Before proceeding to the solution, it is, in fact, worth remarking explicitly that the equations of motion (2.19)-(2.20) are far from obvious, and are the result of the so-called Weisskopf-Wigner ansatz on a generic decay problem [52]. This ansatz assumes: (i) that the time dependence is like the one of an harmonic-oscillator system, namely $e^{-i \omega t}$; (ii) that the $M$ and $\Gamma$ entries in the $\mathcal{H}$ matrix are time-independent in the interval corresponding to the energy scale of the matrix eigenvalues, parametrized by the mass and width differences $\Delta m_{K}$ and $\Delta \Gamma_{K}$ respectively. As an aposteriori consistency check, one verifies that $\Delta m_{K}, \Delta \Gamma_{K}$ are much smaller than the energy scale of the system, which is of order $M_{K}$.
Let us now solve the eigenvalue problem in eq. (2.20), recalling that our aim is just to express $\bar{\epsilon}$ in terms of $\mathcal{H}$ entries. This task can be easily accomplished by simply noting that, labeling the two eigenvalues as $\lambda_{+}$and $\lambda_{-}$, their difference must be

$$
\begin{equation*}
\lambda_{+}-\lambda_{-}=\Delta m_{K}-i \frac{\Delta \Gamma_{K}}{2} \tag{2.21}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\lambda_{+}=M_{0}-i \frac{\Gamma_{0}}{2}+\frac{1}{2}\left(\Delta m_{K}-i \frac{\Delta \Gamma_{K}}{2}\right) . \tag{2.22}
\end{equation*}
$$

Let us now apply the eigenvalue equations $(\mathcal{H}-\lambda \mathbb{1}) \mid$ eigenvec. $\rangle=0$ to $\left|K_{S}\right\rangle$, whose eigenvalue is $\lambda_{+}$. Taking in particular the second of these equations, one arrives at

$$
\begin{equation*}
\frac{1-\bar{\epsilon}}{1+\bar{\epsilon}}=\frac{2 M_{12}^{*}-i \Gamma_{12}^{*}}{\Delta m_{K}-i \frac{\Delta \Gamma_{K}}{2}} \simeq 1-2 \bar{\epsilon}, \tag{2.23}
\end{equation*}
$$

[^12]where the r.h.s. follows again from the fact that $\bar{\epsilon}$ is small in magnitude. From the r.h.s. of eq. (2.23) it is clear that the middle member of this equation is almost unity, but for a small correction, that we have to isolate. To this end, let us expand eq. (2.23) explicitly in its real and imaginary components (denoted briefly by $R$ and $I$ superscripts)
\[

$$
\begin{equation*}
\frac{2 M_{12}^{R}-2 i M_{12}^{I}-i \Gamma_{12}^{R}-\Gamma_{12}^{I}}{\Delta m_{K}-i \frac{\Delta \Gamma_{K}}{2}} \simeq 1-2 \bar{\epsilon} . \tag{2.24}
\end{equation*}
$$

\]

Consistency demands [51] that $M_{12}^{I} \ll M_{12}^{R}$ and $\Gamma_{12}^{I} \ll \Gamma_{12}^{R}$, and the validity of these relations can also be checked a posteriori. Then eq. (2.24) leads us to the identifications

$$
\begin{equation*}
\Delta m_{K} \simeq 2 M_{12}^{R}, \quad \Delta \Gamma_{K} \simeq 2 \Gamma_{12}^{R}, \tag{2.25}
\end{equation*}
$$

where, experimentally

$$
\begin{align*}
& \Delta m_{K}=M_{K_{L}}-M_{K_{S}} \simeq 3.5 \times 10^{-15} \mathrm{GeV} \\
& \Delta \Gamma_{K}=\Gamma_{K_{L}}-\Gamma_{K_{S}} \simeq-7.4 \times 10^{-15} \mathrm{GeV} \tag{2.26}
\end{align*}
$$

Since experimentally $\Delta m_{K}$ and $\Delta \Gamma_{K} / 2$ are accidentally almost identical in magnitude, it is useful to also introduce the parameter

$$
\begin{equation*}
\tan \phi_{\epsilon} \equiv-\frac{\Delta m_{K}}{\Delta \Gamma_{K} / 2} . \tag{2.27}
\end{equation*}
$$

Eqs. (2.25) and (2.27) allow us to rewrite eq. (2.24) as

$$
\begin{equation*}
\bar{\epsilon}=\frac{i M_{12}^{I}+\frac{1}{2} \Gamma_{12}^{I}}{\Delta m_{K}\left(1+i \cot \phi_{\epsilon}\right)}, \tag{2.28}
\end{equation*}
$$

which is what we were looking for: a calculable expression of $\bar{\epsilon}$, in terms of $\mathcal{H}$ entries.
We may now plug eq. (2.28) into our first $\epsilon_{K}$ formula, eq. (2.17). Since, however, the $\Gamma_{12}^{I}$ piece turns out to contribute to the $\xi$ term, we should make this dependence explicit. Let us recall that $\Gamma_{12}$ represents the absorptive part of the weak matrix element between an initial $\left|\bar{K}^{0}\right\rangle$ and a final $\left\langle K^{0}\right|$ state, namely

$$
\begin{equation*}
\Gamma_{12} \propto \sum_{n}\left\langle K^{0}\right| \mathscr{H}_{W}|n\rangle\langle n| \mathscr{H}_{W}\left|\bar{K}^{0}\right\rangle, \tag{2.29}
\end{equation*}
$$

with $n$ all the intermediate states with appropriate quantum numbers. This sum is dominated by the $(\pi \pi)_{0}$ intermediate state [51]. Using definitions (2.16), one then has

$$
\begin{align*}
& \Gamma_{12} \propto\left(a_{0} e^{i \delta_{0}}\right)^{*}\left(a_{0}^{*} e^{i \delta_{0}}\right)=\left(a_{0}^{*}\right)^{2} \\
& \Rightarrow \quad \frac{\Gamma_{12}^{I}}{\Gamma_{12}^{R}}=-2 \frac{\operatorname{Im} a_{0}}{\operatorname{Re} a_{0}}=-2 \xi . \tag{2.30}
\end{align*}
$$

It is now a trivial $c$-number algebra exercise to show that the $\epsilon_{K}$ relation in eq. (2.17), with $\bar{\epsilon}$ as in eq. (2.28), and with $\Gamma_{12}^{I}$ expressed as in eq. (2.30), becomes

$$
\begin{equation*}
\epsilon_{K}=\sin \phi_{\epsilon} e^{i \phi_{\epsilon}}\left(\frac{M_{12}^{I}}{\Delta m_{K}}+\xi\right) \tag{2.31}
\end{equation*}
$$

which is our final $\epsilon_{K}$ relation, and opens the way to a more precise statement of the point originally made in [1].

### 2.4 The $\kappa_{\epsilon}$ correction

In eq. (2.31) the only complex quantity is the phase factor. Therefore, for the $\epsilon_{K}$ magnitude this relation trivially implies

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\sin \phi_{\epsilon}\left(\frac{M_{12}^{I}}{\Delta m_{K}}+\xi\right) \tag{2.32}
\end{equation*}
$$

In usual applications before ref. [1] it was customary to assume

- $\xi=0$, whereas it is actually smaller than zero;
- $\phi_{\epsilon}=45^{\circ}$, whereas it actually equals $43.5(7)^{\circ}{ }^{22}$ it is namely smaller than $45^{\circ}$.

In other words, both the $\xi \neq 0$ and the $\phi_{\epsilon}<45^{\circ}$ corrections go in the same, negative direction, and their sum builds up a total correction of $\mathrm{O}(-10 \%)$ [1]. (This figure has slightly decreased in magnitude since the analysis in ref. [3], that forms the topic of the next section.) To appreciate quantitatively the effect of this correction, let us rewrite eq. (2.32) by parameterizing explicitly the above mentioned approximations, namely as

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\underbrace{\frac{1}{\sqrt{2}} \frac{M_{12}^{I}}{\Delta m_{K}}}_{\left|\epsilon_{K}\right|^{\text {approx }}} \underbrace{\frac{\sin \phi_{\epsilon}}{1 / \sqrt{2}}\left(1+\frac{\xi}{\sqrt{2}\left|\epsilon_{K}\right|}\right)}_{\kappa_{\epsilon}}, \tag{2.33}
\end{equation*}
$$

where the difference between $\left|\epsilon_{K}\right|$ and $\left|\epsilon_{K}\right|^{\text {approx }}$ has been neglected on the r.h.s. parenthesis. According to this relation, the difference between the approximate and the more accurate $\epsilon_{K}$ formula can be accounted for by the multiplicative factor $\kappa_{\epsilon}[1]$, defined as

$$
\begin{equation*}
\kappa_{\epsilon} \equiv \frac{\sin \phi_{\epsilon}}{1 / \sqrt{2}} \times \bar{\kappa}_{\epsilon}, \quad \text { with } \bar{\kappa}_{\epsilon} \equiv 1+\frac{\xi}{\sqrt{2}\left|\epsilon_{K}\right|} \equiv 1+\Delta_{\epsilon} \tag{2.34}
\end{equation*}
$$

where namely the first factor parameterizes the effect of $\phi_{\epsilon} \neq \pi / 4$, and $\bar{\kappa}_{\epsilon}$ that of $\xi \neq 0$. The factor proportional to $\xi$ has been denoted as $\Delta_{\epsilon}$ for later convenience. Plugging in the PDG value of $\phi_{\epsilon}$, the $\kappa_{\epsilon}$ factor proportional to $\sin \phi_{\epsilon}$ amounts to a correction of $-2.6 \%$. Furthermore, using the estimate of $\xi$ of ref. [1], to be shortly discussed next (before the more refined treatment in sec. 2.5) the $\bar{\kappa}_{\epsilon}$ factor amounts to a correction of $-5.4 \%$. Hence the like sign of the two corrections implies $\kappa_{\epsilon}-1$ as large as $-8 \%$ [1], i.e. not negligible given the recent progress made on the rest of the $\epsilon_{K}$ parametrics, to which I will comment in sec. 2.6.

## Extracting $\boldsymbol{\xi}$ from $\epsilon^{\prime} / \epsilon_{K}$

The main obscure point in the above argument is the $\bar{\kappa}_{\epsilon}$ estimate. In principle, any $K \rightarrow \pi \pi$ amplitude is computable in terms of matrix elements times Wilson coefficients of the $|\Delta S|=1$ effective Hamiltonian (see [53] for a review), whose operator basis consists of two currentcurrent operators $\mathcal{Q}_{1,2}$, four so-called QCD penguins $\mathcal{Q}_{3-6}$, and four EW penguins $Q_{7-10}$. However, in practice most of the $\langle\pi \pi| \mathcal{Q}_{i}|K\rangle$ matrix elements are extremely challenging to calculate - remember in this respect the considerations made at the end of sec. 2.2. This is especially true for the case of QCD-penguin operators. It turns out that the main unknown in the $\bar{\kappa}_{\epsilon}$ correction, namely $\xi$, is dominated by contributions from QCD penguins, in particular

[^13]$\mathcal{Q}_{6}$. At present, a direct estimate of this matrix element is subject to very large hadronic uncertainties. A much more reliable strategy consists in evaluating the $\xi$ correction indirectly, using the experimental value of $\epsilon^{\prime} / \epsilon_{K}[43,54]$. To make this strategy more transparent, we need to explicitly introduce the $\epsilon^{\prime}$ definition in terms of $K \rightarrow \pi \pi$ amplitudes (see e.g. [53]):
\[

$$
\begin{equation*}
\epsilon^{\prime} \equiv \frac{1}{\sqrt{2}} \operatorname{Im}\left(\frac{a_{2}}{a_{0}}\right) e^{i \Phi} \tag{2.35}
\end{equation*}
$$

\]

with $a_{I}$ defined in eq. (2.16) and $\Phi$ measured to be close to $\pi / 4$. This definition can be understood by recalling that $\epsilon^{\prime}$ quantifies direct CPV in $K \rightarrow \pi \pi$ decays, and that there is no direct CPV in $K$ decays to $\pi \pi$ states of definite isospin, therefore one needs to invoke the amplitude ratio in eq. (2.35) to have direct CPV. The above definition can be rewritten as

$$
\begin{equation*}
\epsilon^{\prime} \simeq-\frac{\omega \xi}{\sqrt{2}}(1-\Omega) e^{i \Phi}, \quad \text { with } \Omega \equiv \frac{1}{\omega} \frac{\operatorname{Im} a_{2}}{\operatorname{Im} a_{0}} \tag{2.36}
\end{equation*}
$$

and $\omega, \xi$ already introduced in eqs. (2.13) and (2.17) respectively. To obtain eq. (2.36) from eq. (2.35) one takes in the denominator $\left|a_{i}\right| \simeq \operatorname{Re} a_{I}$, which is valid to very good approximation. From eq. (2.36) it should be clear why we introduced $\epsilon^{\prime}$ at all: the first factor on the r.h.s. is, aside from a (known) rescaling by $\omega /\left|\epsilon_{K}\right|$, exactly the factor in the parenthesis on the r.h.s. of eq. (2.33). One may then estimate this factor from the known experimental value of $\epsilon^{\prime} / \epsilon_{K}$, provided one can reliably estimate $\Omega$. This quantity parameterizes the EW-penguin contributions to $\epsilon^{\prime}$, or rather their ratio with respect to QCD-penguin contributions - note in fact that $\Omega$ is a correction to unity in eq. (2.36), and that the other factor accounts, as already said, for QCD penguins. $\Omega$ can be calculated in a much more reliable way than $\xi$ [55], and we find the range

$$
\begin{equation*}
\Omega=0.40 \pm 0.08 \tag{2.37}
\end{equation*}
$$

with namely a very acceptable $20 \%$ error. Plugging this relation into

$$
\begin{equation*}
\left|\frac{\epsilon^{\prime}}{\epsilon_{K}}\right|=-\frac{\omega \xi}{\sqrt{2}\left|\epsilon_{K}\right|}(1-\Omega), \tag{2.38}
\end{equation*}
$$

and using for the l.h.s. $\left|\epsilon^{\prime} / \epsilon_{K}\right|_{\exp }=1.66(26) \cdot 10^{-3}{ }^{23}$ one arrives easily at the announced correction $\Delta_{\epsilon}=-5.4 \%$, with a $25 \%$ error, which is the sum in quadrature of the $20 \%$ error on $\Omega$ and the $15 \%$ error on $\left|\epsilon^{\prime} / \epsilon_{K}\right| \exp$. This procedure finally yields [1]

$$
\begin{equation*}
\kappa_{\epsilon}=0.92 \pm 0.02 \tag{2.39}
\end{equation*}
$$

for the multiplicative correction to $\epsilon_{K}$.

While the above argument is self contained and has the advantage of requiring very little notation, the actual $\kappa_{\epsilon}$ calculation from $\epsilon^{\prime} / \epsilon_{K}$ involves the explicit introduction of the $\epsilon^{\prime} / \epsilon_{K}$ operator-product expansion (OPE). Albeit not necessary for the rest of the present manuscript, we shortly present this more rigorous procedure here for the sake of completeness. This procedure is mandatory whenever $\kappa_{\epsilon}$ needs to be recalculated altogether, because e.g. of a major change in input, or because $\epsilon^{\prime} / \epsilon_{K}$, assumed to be SM-like in the $\kappa_{\epsilon}$ estimation, is actually affected by non-SM contributions, as discussed in ref. [2].

[^14]The OPE for $\epsilon^{\prime} / \epsilon_{K}$ can be very conveniently recast in the so-called "penguin-box expansion" $[56,57]$, whereby $\epsilon^{\prime} / \epsilon_{K}$ has the form

$$
\begin{equation*}
\frac{\epsilon^{\prime}}{\epsilon_{K}}=\operatorname{Im} \lambda_{t} \cdot F_{\epsilon^{\prime}}\left(x_{t}\right) \tag{2.40}
\end{equation*}
$$

with $\lambda_{t}=V_{t s}^{*} V_{t d}, x_{t}=\bar{m}_{t}^{2}\left(m_{t}\right) / M_{W}^{2}$ (the bar denoting a mass evaluated in the $\overline{\mathrm{MS}}$ scheme with respect to QCD corrections) and $F_{\epsilon^{\prime}}$ given by

$$
\begin{equation*}
F_{\epsilon^{\prime}}\left(x_{t}\right)=P_{0}+P_{X} X_{0}\left(x_{t}\right)+P_{Y} Y_{0}\left(x_{t}\right)+P_{Z} Z_{0}\left(x_{t}\right)+P_{E} E_{0}\left(x_{t}\right) \tag{2.41}
\end{equation*}
$$

where $X_{0}, Y_{0}, Z_{0}$ and $E_{0}$ are combinations of Inami-Lim functions [58]. The coefficients $P_{i}$ in eq. (2.41) are defined as $[55,57]$

$$
\begin{equation*}
P_{i}=r_{i}^{(0)}+r_{i}^{(6)} R_{6}+r_{i}^{(8)} R_{8} \tag{2.42}
\end{equation*}
$$

Here $r_{i}^{(0)}, r_{i}^{(6)}$ and $r_{i}^{(8)}$ encode the information on the Wilson-coefficient functions of the $|\Delta S|=1$ effective Hamiltonian at the next-to-leading order [59]. Their numerical values for different choices of the QCD scale $\Lambda \frac{(4)}{\mathrm{MS}}$ at $\mu=m_{c}$ can be found in table 1 of [2] (this scale is evaluated in $\overline{\mathrm{MS}}$, with 4 active flavors). On the other hand, $R_{6,8}$, defined as

$$
\begin{equation*}
R_{6} \equiv B_{6}^{(1 / 2)}\left[\frac{121 \mathrm{MeV}}{m_{s}\left(m_{c}\right)+m_{d}\left(m_{c}\right)}\right]^{2}, \quad \quad R_{8} \equiv B_{8}^{(3 / 2)}\left[\frac{121 \mathrm{MeV}}{m_{s}\left(m_{c}\right)+m_{d}\left(m_{c}\right)}\right]^{2} \tag{2.43}
\end{equation*}
$$

encode, through the ' $B$-parameters' $B_{6}^{(1 / 2)}\left(B_{8}^{(3 / 2)}\right)$, the information on the operator matrix elements $\left\langle\mathcal{Q}_{6}\right\rangle_{0}\left(\left\langle\mathcal{Q}_{8}\right\rangle_{2}\right)$ between a $K$-meson and a $\pi \pi$-state with isospin $I=0(I=2)$. Eqs. (2.40)-(2.42) assume the $|\Delta S|=1$ operator basis $Q_{1-10}$ already mentioned above ${ }^{24}$ wherein $Q_{6}\left(Q_{8}\right)$ represents the QCD-penguin (EW-penguin) operator giving the largest contributions. Concerning $R_{8}$, we assume the reasonable range

$$
\begin{equation*}
R_{8}=1.0 \pm 0.2 \tag{2.44}
\end{equation*}
$$

that encompasses various estimates reviewed in [55]. This assumption has a one-to-one correspondence with the $\Omega$ range assumed in eq. (2.37). On the other hand, we make no assumption on $R_{6}$, in view of its huge theoretical uncertainties. Its range, necessary for the estimation of $\xi$, hence $\kappa_{\epsilon}$, is extracted indirectly by demanding equality of the theoretical $\epsilon^{\prime} / \epsilon_{K}$ formula with $\left|\epsilon^{\prime} / \epsilon_{K}\right|_{\exp }$ within its $1 \sigma$ range.

More explicitly, once the $R_{6}$ range has been estimated, the entailed range for the correction $\Delta_{\epsilon}$ can be obtained from the following approximate, but quite accurate formula

$$
\begin{equation*}
\Delta_{\epsilon} \approx-\left.\frac{1}{\omega} \operatorname{Im} \lambda_{t} \cdot F_{\epsilon^{\prime}}\left(x_{t}\right)\right|_{R_{8} \rightarrow 0} \tag{2.45}
\end{equation*}
$$

We note that the r.h.s. of eq. (2.45) includes in the $\Delta_{\epsilon}$ estimate the contributions from the coefficients $r_{i}^{(0)}$ (see eq. (2.42)), that consist also of a $\Delta I=3 / 2$ component along with the $\Delta I=1 / 2$ one. The former component is not separated away in eq. (2.45). Using the results of ref. [56], one can however convince oneself that this approximation amounts to overestimating $\left|\Delta_{\epsilon}\right|$ by less than $10 \%$, even for substantial new-physics contributions to $Z$ penguins [2]. Therefore, effectively, the limit $R_{8} \rightarrow 0$ in the $P_{i}$ coefficients (2.42) corresponds to $\Omega \rightarrow 0$ in (2.38), hence the possibility to estimate $\Delta_{\epsilon}$ from the simple relation (2.45).

[^15]
### 2.5 A closer look at the operator-product expansion for $\epsilon_{K}$

Most of the discussion so far has been centered around eq. (2.32), and the fact that $\phi_{\epsilon} \neq \pi / 4$ as well as $\xi \neq 0$ imply systematic corrections that cannot be neglected in modern applications in view of the overall improvements in the input parameters to $\epsilon_{K}$. This line of argument calls for a more in-depth discussion of the $\epsilon_{K}$ theory error, in particular the systematic one, in order to understand whether further corrections may be missing. (On the parametric error we will pause in detail in sec. 2.6.)
In order to address the above question, we need to look in detail into the OPE for $\epsilon_{K}$. To this end, let us restart from eq. (2.32), that we rewrite here

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\sin \phi_{\epsilon}\left(\frac{\operatorname{Im} M_{12}}{\Delta m_{K}}+\xi\right) \tag{2.46}
\end{equation*}
$$

## Short-distance contributions to $\operatorname{Im} M_{12}$

Thus far we have not defined in detail how $\operatorname{Im} M_{12}$ is calculated. Recalling eq. (2.20), $M_{12}$ is defined by the matrix element

$$
\begin{equation*}
M_{12}=\left\langle K^{0}\right| \mathscr{H}_{|\Delta S|=2}\left|\bar{K}^{0}\right\rangle, \tag{2.47}
\end{equation*}
$$

where $\mathscr{H}_{\Delta S \mid=2}$ is the effective Hamiltonian for transitions where the strangeness quantum number changes by two units between the final and the initial state (recall that the $s$ quark has strangeness -1). At leading order in EW interactions, $|\Delta S|=2$ transitions are induced by 'box' diagrams, in particular the one in fig. 1 , and the one obtained by a $90^{\circ}$ rotation of this diagram. After inclusion of QCD corrections [60], this leading, dimension-6 contribution to $\mathscr{H}_{|\Delta S|=2}$ reads (see [61])

$$
\begin{align*}
\mathscr{H}_{|\Delta S|=2}^{(6)}= & \frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2}\left[\lambda_{c}^{2} \eta_{c c} S_{0}\left(x_{c}\right)+\lambda_{t}^{2} \eta_{t t} S_{0}\left(x_{t}\right)+2 \lambda_{c} \lambda_{t} \eta_{c t} S_{0}\left(x_{c}, x_{t}\right)\right] \times \\
& {\left[\alpha_{s}(\mu)\right]^{-2 / 9}\left[1+\frac{\alpha_{s}(\mu)}{4 \pi} J_{3}\right] \mathcal{Q}_{1}+\text { h.c. } } \tag{2.48}
\end{align*}
$$

Here $G_{F}$ denotes the effective Fermi coupling, such that $G_{F} / \sqrt{2}=g^{2} /\left(8 M_{W}^{2}\right)$ : since the box diagram in fig. 1 consists of four interaction vertices, the contribution in eq. (2.48) is effectively of order $G_{F}^{2}$. The Inami-Lim functions [58], denoted as $S_{0}$, are short-distance functions encoding the dynamics of $c-c, t-t$ and respectively $c-t$ exchange in the box, with $x_{i}=m_{i}^{2} / M_{W}^{2}$. Their explicit form can be found e.g. in [61]. These functions appear multiplied by the respective CKM couplings, with $\lambda_{i} \equiv V_{i s} V_{i d}^{*}$ (note that this is the complex conjugate of the corresponding definition in [61]). The contributions proportional to $\lambda_{u}$ are eliminated using CKM unitarity, and one further sets $x_{u}=0$, which holds to excellent approximation. The short-distance functions in eq. (2.48) are furthermore multiplied by $\eta$ factors, encoding the effect of QCD corrections at next-to-leading order. These factors are likewise reported in [61]. The $\alpha_{s}$-dependent parentheses in the second line of eq. (2.48) account for the renormalization-group evolution between the UV scale of the process, of order $M_{Z}$, and the scale $\mu$. The latter scale is eventually fixed at 2 GeV , because at the mass scale of the external states $\alpha_{s}$ is already in the non-perturbative regime. The $J_{3}$ symbol in eq. (2.48) denotes a function depending on the QCD $\beta$-function as well as on the anomalous dimension of the effective operator $\mathcal{Q}_{1}$ : the index 3 specifies the number of active flavors at the scale $\mu$. Its explicit form is again to be found in [61]. ${ }^{25}$ Finally the effective operator $\mathcal{Q}_{1}$

[^16]is defined as
\[

$$
\begin{equation*}
\mathcal{Q}_{1} \equiv\left(\bar{d} \gamma_{L}^{\mu} s\right)\left(\bar{d} \gamma_{\mu L} s\right), \tag{2.49}
\end{equation*}
$$

\]

with the subscript $L$ denoting a left-handed projector. This $(V-A) \times(V-A)$ structure is the only one allowed within the SM. Plugging eq. (2.48) into the $M_{12}$ definition, eq. (2.47), one sees that within the SM the only matrix element to calculate is

$$
\begin{equation*}
\left\langle K^{0}\right| \mathcal{Q}_{1}\left|\bar{K}^{0}\right\rangle \equiv \frac{1}{3} m_{K} f_{K}^{2} B_{K}(\mu), \tag{2.50}
\end{equation*}
$$

where $f_{K}$ is the $K$-meson decay constant. The above relation defines the 'bag' parameter $B_{K}(\mu),{ }^{26}$ that needs to be calculated non-perturbatively. Its $\mu$ dependence cancels the one in the coefficient multiplying $\mathcal{Q}_{1}$ in eq. (2.48). In phenomenological applications, it is customary and practical to define the renormalization-group-invariant parameter $\hat{B}_{K}$ as

$$
\begin{equation*}
\hat{B}_{K} \equiv B_{K}(\mu)\left[\alpha_{s}(\mu)\right]^{-2 / 9}\left[1+\frac{\alpha_{s}(\mu)}{4 \pi} J_{3}\right], \tag{2.51}
\end{equation*}
$$

namely in such a way to incorporate the QCD RGE factors in eq. (2.48) into the definition of the bag parameter itself.

In view of the improvements on the long-distance corrections to $\epsilon_{K}$, also short-distance contributions have recently undergone a major reappraisal, thanks to work by Brod and Gorbahn, and it is worthwhile to open a parenthesis on this topic. Both the NNLO corrections (requiring the calculation of three-loop anomalous dimensions and two-loop matching conditions) to the charm-top factor $\eta_{c t}$ and to the charm-charm factor $\eta_{c c}$ in eq. (2.48) have been calculated, and presented in refs. [62] and [63], respectively. As a reference, let us first quote the $\epsilon_{K}$ prediction at NLO, and with inclusion of the $\kappa_{\epsilon}$ correction in eq. (2.76). It reads

$$
\begin{equation*}
\left|\epsilon_{K}\right| \mathrm{SM}=(1.82 \pm 0.26) \times 10^{-3} \quad[\mathrm{NLO}] . \tag{2.52}
\end{equation*}
$$

Inclusion of NNLO corrections to the charm-top term yields [62]

$$
\begin{equation*}
\left|\epsilon_{K}\right|_{\mathrm{SM}}=(1.90 \pm 0.26) \times 10^{-3} \quad\left[\text { NNLO } \eta_{c t}\right], \tag{2.53}
\end{equation*}
$$

whereas inclusion of NNLO corrections to both charm-top and charm-charm terms results in [62]

$$
\begin{equation*}
\left.\left|\epsilon_{K}\right|\right|_{\mathrm{SM}}=(1.81 \pm 0.28) \times 10^{-3} \quad\left[\text { NNLO } \eta_{c t} \text { and } \eta_{c c}\right], \tag{2.54}
\end{equation*}
$$

which barely differs from the NLO prediction in eq. (2.52). This fact is actually not surprising, if one keeps in mind that the terms proportional to $\eta_{t t}, \eta_{c t}$ and $\eta_{c c}$ contribute respectively $+74 \%,+40 \%$ and $-14 \%$ of the total $\left|\epsilon_{K}\right|$ central value. Therefore, charm-top and charmcharm contributions, hence also their NNLO corrections, tend to partially compensate each other. An interesting outcome of ref. [63] is a large NNLO $\eta_{c c}$ shift, and a considerable residual scale dependence, in view of which sizable corrections beyond NNLO may be expected.

[^17]
## Subleading contributions to $\operatorname{Im} M_{12}$

We are now ready to address the initial question of this section, namely whether contributions to $\operatorname{Im} M_{12}$ subleading in the OPE may be competititive with the $\xi$ correction. Besides the leading, dimension-6 $\mathrm{O}\left(G_{F}^{2}\right)$ contribution (2.48), subleading contributions to $\operatorname{Im} M_{12}$ include

- non-local contributions generated by the double-insertion of dimension-6 $\mathrm{O}\left(G_{F}\right)|\Delta S|=$ 1 operators;
- local contributions generated by dimension-8 $\mathrm{O}\left(G_{F}^{2}\right)|\Delta S|=2$ operators.

In terms of Feynman diagrams with effective-operator insertions, the relevant matrix element may be represented as follows

$$
\operatorname{Im} M_{12}=\operatorname{Im} M_{12}^{(6)}+\operatorname{Im} M_{12}^{\text {non-local }}+\operatorname{Im} M_{12}^{(8)}+\ldots=
$$



The first diagram in this expansion denotes the leading contribution, coming from the local dimension- $6|\Delta S|=2$ operator $\mathcal{Q}_{1}$ in eq. (2.48), whose coefficient is of $\mathrm{O}\left(G_{F}^{2}\right)$. This operator insertion is indicated with an empty square to remind that it is the local 'remnant' of the box diagram in fig. 1, at energies way below those of the heavy states, the $W$ and the top, propagating in the box itself. We will henceforth refer to this contribution as $\operatorname{Im} M_{12}^{(6)}$. The second diagram depicts one of the possible non-local contributions arising from two insertions of the leading $|\Delta S|=1$ four-quark operators, with Wilson coefficients of $\mathrm{O}\left(G_{F}\right)$. The quark d.o.f. propagating in the loop are light ones, therefore these diagrams are rather calculated in Chiral Perturbation Theory (ChPT), whose d.o.f. are $\pi$ and $K$ mesons. This contribution will be referred to as $\operatorname{Im} M_{12}^{\text {non-local }}$. The third diagram represents local contributions from dimension- $8|\Delta S|=2$ operators of $\mathrm{O}\left(G_{F}^{2}\right)$, yielding $\operatorname{Im} M_{12}^{(8)}$. Finally, ellipses denote other possible contributions from operators of dimension higher than 8 and/or with coupling order higher than $G_{F}^{2}$, that are negligible.

Let us dwell on the $\operatorname{Im} M_{12}^{\text {non-local }}$ and $\operatorname{Im} M_{12}^{(8)}$ contributions, starting from the latter. With respect to dimension- 6 operators, contributions from dimension- 8 ones will have a further suppression by two powers of UV mass scales. The largest contributions will therefore arise below the charm threshold, yielding a suppression factor of $1 / m_{c}^{2}$ relative to the leading dimension- 6 contributions. ${ }^{27}$ Therefore, by a purely dimensional argument, the contributions from these operators are expected to scale as $m_{K}^{2} / m_{c}^{2}$ times the corresponding matrix elements from the leading dimension-6 operator. Note also that the CKM suppression factor of these dimension- 8 operators is likewise the same as the CKM factor of the pure charm contribution in $\mathscr{H}_{|\Delta S|=2}^{(6)}$ of eq. (2.48), namely $\left(V_{c s} V_{c d}^{*}\right)^{2}$, whose imaginary part is very small. On the whole, one naively expects a contribution of the order of $15 \%$ (the $m_{K}^{2} / m_{c}^{2}$ ratio) times $15 \%$ (the size of the dimension- 6 charm contribution in units of the total leading contribution), yielding about $2 \%$ [3]. According to the detailed analysis in ref. [64], the actual numerical impact is even smaller.

[^18]The $\operatorname{Im} M_{12}^{\text {non-local }}$ contribution is instead non-negligible, and for consistency needs to be included whenever the $\xi$ term is. The line of argument is as follows [3]. The key quantity to evaluate is

$$
\begin{equation*}
\mathcal{T}_{12}=-i \int d^{4} x\left\langle K^{0}\right| T\left[\mathscr{H}_{|\Delta S|=1}^{(u, c)}(x) \mathscr{H}_{|\Delta S|=1}^{(u, c)}(0)\right]\left|\bar{K}^{0}\right\rangle, \tag{2.56}
\end{equation*}
$$

where the ( $u, c$ ) superscript denotes the two dynamical up-type quarks. The absorptive part of $\mathcal{T}_{12}$ contributes to $\operatorname{Im} \Gamma_{12}$, namely to $\xi$, whereas the dispersive part contributes to $\operatorname{Im} M_{12}$. The crucial point is that within the $\left|\epsilon_{K}\right|$ formula (2.46) these two contributions are multiplied by coefficients of the same order of magnitude. In fact, using eqs. (2.30) and (2.25), one may rewrite eq. (2.46) as

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\sin \phi_{\epsilon}(\frac{\operatorname{Im} M_{12}}{\Delta m_{K}} \underbrace{-\frac{\operatorname{Im} \Gamma_{12}}{\Delta \Gamma_{K}}}_{+\xi}) . \tag{2.57}
\end{equation*}
$$

Since $\Delta m_{K}$ and $\Delta \Gamma_{K}$ are of similar size, it is clear that, if one is to include the $\xi$ contribution, that comes from the absorptive part of $\mathcal{T}_{12}$, then by consistency also the dispersive part of $\mathcal{T}_{12}$ should be included.

## $\operatorname{Im} M_{12}^{\text {non-local }}$ within ChPT

For the purpose of evaluating $\operatorname{Im} M_{12}^{\text {non-local }}$ within ChPT, let us first rewrite $\operatorname{Im} M_{12}$ separating explicitly short- from long-distance contributions

$$
\operatorname{Im} M_{12}=\operatorname{Im} M_{12}^{\mathrm{SD}}+\operatorname{Im} M_{12}^{\mathrm{LD}}, \quad \text { with } \quad\left\{\begin{array}{l}
\operatorname{Im} M_{12}^{\mathrm{SD}} \equiv \operatorname{Im} M_{12}^{(6)}  \tag{2.58}\\
\operatorname{Im} M_{12}^{\mathrm{LD}}=\operatorname{Im} M_{12}^{\text {non-local }}+\operatorname{Im} M_{12}^{(8)}
\end{array}\right.
$$

Both of the terms in $\operatorname{Im} M_{12}^{\mathrm{LD}}$ are in principle captured by the matrix element in eq. (2.56). Its direct evaluation would therefore provide the best strategy, also because the result would be manifestly scale-independent, whereas $\operatorname{Im} M_{12}^{\text {non-local }}$ and $\operatorname{Im} M_{12}^{(8)}$ are separately not so. However, the evaluation of the matrix element (2.56) is far from being straightforward in firstprinciple approaches such as lattice QCD, particularly because of the presence of disconnected diagrams, such as the one depicted in fig. 2.
We will therefore adopt an effectivetheory strategy, based on ChPT and on the phenomenological enhancement of $\Delta I=1 / 2$ amplitudes. In the ChPT framework, one trades quark and gluon fields for $\pi, K$ and $\eta$ fields, identified with the would-be Goldstone bosons arising from the $S U(3)_{L} \times$ $S U(3)_{R} \rightarrow S U(3)_{L+R}$ symmetry breaking


Figure 2: Example of disconnected diagram involved in the evaluation of $\mathcal{T}_{12}$, eq. (2.56). of the QCD action in the limit of vanishing light quark masses. One thereby writes an effective Lagrangian in terms of the pseudo-Goldstone boson fields, and evaluates low-energy amplitudes involving these mesons as expansions in powers of their masses and momenta. The lowest-order effective Lagrangian describing non-leptonic $|\Delta S|=1$ decays consists of only two operators, transforming as $\left(8_{L}, 1_{R}\right)$ and respectively $\left(27_{L}, 1_{R}\right)$ under the $S U(3)_{L} \times S U(3)_{R}$ chiral group. Between them, only the $\left(8_{L}, 1_{R}\right)$ operator has a phenomenologically large coefficient, having to be responsible for the enhancement of $\Delta I=1 / 2$ amplitudes. This


Figure 3: Tree-level and one-loop diagrams contributing to $\bar{K}^{0}-K^{0}$ mixing in ChPT.

Lagrangian term reads

$$
\begin{equation*}
\mathscr{L}_{|\Delta S|=1}^{(2)}=F^{4} G_{8}\left(\partial^{\mu} U^{\dagger} \partial_{\mu} U\right)_{23}+\text { h.c. } \tag{2.59}
\end{equation*}
$$

and for the above reason represents the only term in the ChPT Lagrangian relevant to our calculation. In eq. (2.59), we have defined as usual

$$
U=\exp (i \sqrt{2} \Phi / F), \quad \Phi=\left[\begin{array}{ccc}
\frac{\pi^{0}}{\sqrt{2}}+\frac{\eta}{\sqrt{6}} & \pi^{+} & K^{+}  \tag{2.60}\\
\pi^{-} & -\frac{\pi^{0}}{\sqrt{2}}+\frac{\eta}{\sqrt{6}} & K^{0} \\
K^{-} & \bar{K}^{0} & -\frac{2 \eta}{\sqrt{6}}
\end{array}\right],
$$

and $F$ can be identified with the pion decay constant in the chiral limit ( $F \simeq 92 \mathrm{MeV}$ ). The effective coupling $G_{8}$ can be determined by using the $\Delta I=1 / 2$ rule. To this purpose, one can calculate with the interaction in eq. (2.59) the tree-level contribution to the amplitude already defined in eq. (2.16), obtaining

$$
\begin{equation*}
\mathcal{A}\left(K^{0} \rightarrow(\pi \pi)_{0}\right)=\sqrt{2} F G_{8}\left(m_{K}^{2}-m_{\pi}^{2}\right)=a_{0} e^{i \delta_{0}} \equiv A_{0} . \tag{2.61}
\end{equation*}
$$

This implies $\left|G_{8}\right| \simeq 9 \times 10^{-6}(\mathrm{GeV})^{-2}$, namely that $G_{8}$ has Fermi-coupling strength. Furthermore, the imaginary over real part of this relation allows to identify the weak phase of $G_{8}$ with that of $a_{0}$ :

$$
\begin{equation*}
\frac{\operatorname{Im} G_{8}}{\operatorname{Re} G_{8}}=\xi \tag{2.62}
\end{equation*}
$$

Having determined both the magnitude and the weak phase of $G_{8}$, we can now proceed to estimate the $\mathscr{L}_{|\Delta S|=1}^{(2)}$ contribution to $M_{12}$. In principle $\mathscr{L}_{|\Delta S|=1}^{(2)}$ could contribute to $M_{12}$ already at $\mathrm{O}\left(p^{2}\right)$, via the tree-level diagram in fig. 3 (leftmost diagram). However, this contribution vanishes [65] when one takes into account the $\mathrm{O}\left(p^{2}\right)$ relation among $\pi^{0}, \eta$ and kaon masses, namely the Gell-Mann-Okubo mass formula. Hence the first non-vanishing contribution to $M_{12}$ generated by $\mathscr{L}_{|\Delta S|=1}^{(2)}$ arises only at $\mathrm{O}\left(p^{4}\right)$.
At $\mathrm{O}\left(p^{4}\right)$, contributions include loop diagrams with two insertions of $\mathscr{L}_{|\Delta S|=1}^{(2)}$, as well as tree diagrams with insertion of appropriate $\mathrm{O}\left(p^{4}\right)$ counterterms. Among all these terms, the only model-independent, and presumably dominant, contribution to $M_{12}$ is the non-analytic one generated by the pion-loop amplitude in fig. 3 (rightmost diagram),

$$
\begin{align*}
T_{12}^{(\pi \pi)}= & \mathcal{A}^{(\pi \pi)}\left(\bar{K}^{0} \rightarrow K^{0}\right)=-\frac{3}{16 \pi^{2}} F^{2}\left(G_{8}^{*}\right)^{2}\left(m_{K}^{2}-m_{\pi}^{2}\right)^{2} \times \\
& \times\left[\sqrt{1-4 r_{\pi}^{2}}\left(\log \frac{1+\sqrt{1-4 r_{\pi}^{2}}}{1-\sqrt{1-4 r_{\pi}^{2}}}-i \pi\right)+\log \left(\frac{m_{\pi}^{2}}{\mu^{2}}\right)\right], \tag{2.63}
\end{align*}
$$

with $r_{\pi}^{2}=m_{\pi}^{2} / m_{K}^{2}$ and where we have absorbed all finite (mass-independent) terms in the definition of the renormalization scale $\mu$. This is the only contribution which has an absorptive
part. As a consequence, its weak phase can be unambiguously related to the weak phase of the $K^{0} \rightarrow(\pi \pi)_{I=0}$ amplitude to all orders in the chiral expansion. In addition, it is the only contribution that survives in the $S U(2)_{L} \times S U(2)_{R}$ limit of ChPT, which is known to represent a good approximation of the full $\mathrm{O}\left(p^{4}\right)$ amplitude in several $K$-decay observables where contributions from counterterms are fully under control (see e.g. ref. [66]).

A ChPT calculation of $M_{12}$ complete to $\mathrm{O}\left(p^{4}\right)$ would require consideration of loops involving kaons and $\eta$ 's, as well as $\mathrm{O}\left(p^{4}\right)$ local counterterms. However, all these additional pieces are not associated with any physical cut. As such, they can effectively be treated as a local term whose overall weak phase cannot be related to the phase of the $K^{0} \rightarrow(\pi \pi)_{I=0}$ amplitude. On account of the above considerations, in ref. [3] we refrained from a full $\mathrm{O}\left(p^{4}\right)$ ChPT calculation, and we focused on the pion-loop non-analytic contribution only. Using the relation $T_{12}^{(\pi \pi)}=2 m_{K} M_{12}^{(\pi \pi)}(\mu)$, the result in eq. (2.63) implies

$$
\begin{equation*}
M_{12}^{(\pi \pi)}(\mu)=-\frac{3}{64 \pi^{2} m_{K}}\left(\mathcal{A}_{0}^{*}\right)^{2}\left[\log \left(\frac{m_{K}^{2}}{\mu^{2}}\right)+\mathrm{O}\left(\frac{m_{\pi}^{2}}{m_{K}^{2}}\right)\right] \tag{2.64}
\end{equation*}
$$

with $A_{0}$ defined in eq. (2.61). The absorptive part in eq. (2.63) is nothing but the leading $\left|(\pi \pi)_{I=0}\right\rangle$ contribution to $\Gamma_{12}$, which gives rise to the relation (2.30). The dispersive part is the dominant contribution to $M_{12}$ in the leading-log approximation. The close link of these two terms is a further confirmation that we cannot neglect the long-distance contribution to $\operatorname{Im} M_{12}$ if we want to keep track of all the $\mathrm{O}(\xi)$ terms in $\epsilon_{K}$.

The result in eq. (2.64) can now be used to estimate the corresponding contribution to $\operatorname{Im} M_{12}$. Setting $\mu=800 \mathrm{GeV}$ and varying it in the interval $0.6-1 \mathrm{GeV}$ leads to

$$
\begin{equation*}
\frac{\left.\Delta m_{K}^{\mathrm{LD}}\right|_{G_{8}^{2}}}{\Delta m_{K}^{\exp }}=\frac{2 \operatorname{Re} M_{12}^{(\pi \pi)}}{\Delta m_{K}^{\exp }}=0.4 \pm 0.2 \tag{2.65}
\end{equation*}
$$

We now need to discuss how our calculated quantity $\left.\Delta m_{K}^{\mathrm{LD}}\right|_{G_{8}^{2}}$ is related with our main quantity of interest in this section, namely $\operatorname{Im} M_{12}^{\mathrm{LD}}$, eq. (2.58). In the framework of ChPT, the latter can be decomposed as a leading term arising from the Lagrangian (2.59), hence proportional to $G_{8}^{2}$ and a subleading term with different effective coupling

$$
\begin{equation*}
\operatorname{Im} M_{12}^{\mathrm{LD}}=\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{G_{8}^{2}}+\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{\mathrm{non}-G_{8}^{2}} \tag{2.66}
\end{equation*}
$$

Recalling eq. (2.63) we can write

$$
\begin{equation*}
\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{G_{8}^{2}}=\left.\operatorname{Re} M_{12}^{\mathrm{LD}}\right|_{G_{8}^{2}} \times \frac{\operatorname{Im}\left[\left(G_{8}^{*}\right)^{2}\right]}{\operatorname{Re}\left[\left(G_{8}^{*}\right)^{2}\right]} \tag{2.67}
\end{equation*}
$$

and identify the weak phase of $G_{8}$ with $\xi$ using eq. (2.62). It follows

$$
\begin{equation*}
\left.\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{G_{8}^{2}} \approx \operatorname{Re} M_{12}^{\mathrm{LD}}\right|_{G_{8}^{2}} \times(-2 \xi) \approx-\xi \times\left(\left.\Delta m_{K}^{\mathrm{LD}}\right|_{G_{8}^{2}}\right) \tag{2.68}
\end{equation*}
$$

This relation, connecting our calculated quantity (2.65) with $\operatorname{Im} M_{12}^{\mathrm{LD}}$, that appears in the $\epsilon_{K}$ formula, is what we were after. Using eqs. (2.58) and (2.68), eq. (2.46) can be rewritten as follows

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\sin \phi_{\epsilon}\left[\frac{\operatorname{Im} M_{12}^{(6)}}{\Delta m_{K}}+\xi\left(1-\frac{\left.\Delta m_{K}^{\mathrm{LD}}\right|_{G_{8}^{2}}}{\Delta m_{K}}\right)+\delta_{\operatorname{Im} M_{12}}\right] \tag{2.69}
\end{equation*}
$$

where $\delta_{\mathrm{Im} M_{12}}$ encodes the subleading terms in $\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{\text {non }-G_{8}^{2}}$ (including also $\operatorname{Im} M_{12}^{(8)}$ ). Eq. (2.69) is our final formula for $\epsilon_{K}$. This equation shows that the long-distance contribution
to $\operatorname{Im} M_{12}$, estimated in eq. (2.65) tends to cancel against the corresponding long-distance contribution to $\operatorname{Im} \Gamma_{12}$, parameterized by $\xi$. Note in this respect that the result in eq. (2.65) has a well-defined sign since $G_{8}$ appears squared in $M_{12}^{(\pi \pi)}$. According to our estimate, this cancellation is only partial, at the level of $40 \%$. In the limit where the contribution of $G_{8}$ saturates $\Delta m_{K}$, the $\xi$ term would be absent altogether, i.e. the long-distance contributions to $\operatorname{Im} M_{12}$ and to $\operatorname{Im} \Gamma_{12}$ would cancel exactly. This is precisely what we should expect, since in this limit $\operatorname{Im} M_{12}$ and $\operatorname{Im} \Gamma_{12}$ would have the same weak phase but for the short-distance contribution to $\operatorname{Im} M_{12}$.

## Consistency check

Since our estimate of $\left.\Delta m_{K}^{\mathrm{LD}}\right|_{G_{8}^{2}}$ is not the result of a complete calculation at fixed order in the chiral expansion, it is worthwhile to cross-check it using a different argument. For this purpose, we note that the only relevant contribution to $M_{12}$, beside the one from the two-pion intermediate state estimated above, is expected to arise from tree-level $\eta^{\prime}$ exchange (fig. 3 left) [67]. We can thus decompose $M_{12}$ as follows:

$$
\begin{equation*}
M_{12} \approx M_{12}^{\mathrm{SD}}+\left.M_{12}^{\mathrm{LD}}\right|_{\pi \pi}+\left.M_{12}^{\mathrm{LD}}\right|_{\eta^{\prime}} \tag{2.70}
\end{equation*}
$$

According to this decomposition it is clear that, as far as long-distance contributions are concerned, we can trade the evaluation of $\left.M_{12}^{\mathrm{LD}}\right|_{\pi \pi}$ for that of $\left.M_{12}^{\mathrm{LD}}\right|_{\eta^{\prime}}$. An estimate of the $\eta^{\prime}$ contribution to $M_{12}$ goes beyond pure ChPT, where it can be considered as a free parameter - the leading contribution to the $\mathrm{O}\left(p^{4}\right)$ local terms. However, its impact can be estimated in the large $N_{c}$ limit, extending the underlying symmetry from $S U(3)_{L} \times S U(3)_{R}$ to $U(3)_{L} \times U(3)_{R}$. Within this framework the operator basis must be extended and we cannot directly relate the phase of the $\eta^{\prime}$ exchange amplitude to the phase of $G_{8}$. According to the recent analysis in ref. [67], the $\eta^{\prime}$ amplitude gives a negative contribution to $\Delta m_{K}$ :

$$
\begin{equation*}
\left.2 \operatorname{Re} M_{12}^{\mathrm{LD}}\right|_{\eta^{\prime}}=\left.\Delta m_{K}^{\mathrm{LD}}\right|_{\eta^{\prime}} \approx-0.3 \Delta m_{K}^{\exp } \tag{2.71}
\end{equation*}
$$

Most importantly for our analysis, this contribution is found to be induced at the quark level by the operator $(\bar{s} d)_{V-A} \times(\bar{u} u)_{V-A}$ only [67]. This implies that the $\eta^{\prime}$ exchange has a vanishing weak phase in the standard CKM phase convention:

$$
\begin{equation*}
\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{\eta^{\prime}}=0 . \tag{2.72}
\end{equation*}
$$

Using this result in eq. (2.46), and using the relation (2.68) for the $\pi \pi$ contribution, we get

$$
\begin{equation*}
\left|\epsilon_{K}\right|=\sin \phi_{\epsilon}\left[\frac{\operatorname{Im} M_{12}^{(6)}}{\Delta m_{K}^{\exp }}+\xi \frac{\Delta m_{K}^{\mathrm{SD}}+\left.\Delta m_{K}^{\mathrm{LD}}\right|_{\eta^{\prime}}}{\Delta m_{K}^{\exp }}\right] . \tag{2.73}
\end{equation*}
$$

Denoting as $\rho$ the fraction multiplying $\xi$ in eq. (2.73), and combining eq. (2.71) with the NLO short-distance estimate of $\operatorname{Re} M_{12}$, namely $\Delta m_{K}^{\mathrm{SD}}=(0.7 \pm 0.1) \Delta m_{K}^{\exp }[61,68]$, we get $\rho=0.4 \pm 0.1$. This result is well consistent with the value $\rho=0.6 \pm 0.2$ obtained from eq. (2.69) with the direct evaluation of the $\pi \pi$ contribution in eq. (2.65).

We rate the direct evaluation of the $\pi \pi$ loop as the most reliable estimate of $\rho$. As a consequence, our final phenomenological expression for $\epsilon_{K}$ is [3]

$$
\begin{equation*}
\epsilon_{K}=\sin \phi_{\epsilon} e^{i \phi_{\epsilon}}\left[\frac{\operatorname{Im} M_{12}^{(6)}}{\Delta m_{K}}+\rho \xi\right] \quad \text { with } \quad \rho=0.6 \pm 0.3, \tag{2.74}
\end{equation*}
$$

where we have conservatively increased by $50 \%$ the error in eq. (2.65) to take into account the sub-leading contributions of $\left.\operatorname{Im} M_{12}^{\mathrm{LD}}\right|_{\text {non }-G_{8}^{2}}$. For $\rho=1$ the result in eq. (2.74) reduces to the one in [1]. The contribution calculated in [3], resulting in $\rho<1$, completes the estimate of the terms of $\mathrm{O}(\xi)$ in $\epsilon_{K}$.
Following the notation of ref. [1], we summarize the corrections to $\epsilon_{K}$ due to LD effects and $\phi_{\epsilon} \neq 45^{\circ}$, via the introduction of the phenomenological factor $\kappa_{\epsilon}$, defined by

$$
\begin{equation*}
\epsilon_{K}=\kappa_{\epsilon} \frac{e^{i \phi_{\epsilon}}}{\sqrt{2}}\left[\frac{\operatorname{Im} M_{12}^{(6)}}{\Delta m_{K}}\right] \tag{2.75}
\end{equation*}
$$

According to eq. (2.65), and taking into account the estimate of $\xi$ obtained in [1], namely $\xi=-(6.0 \pm 1.5) \times 10^{-2} \times \sqrt{2}\left|\epsilon_{K}\right|$, the new numerical value of $\kappa_{\epsilon}$ is [3]

$$
\begin{equation*}
\kappa_{\epsilon}=\frac{\sin \phi_{\epsilon}}{1 / \sqrt{2}} \times\left(1+\rho \frac{\xi}{\sqrt{2}\left|\epsilon_{K}\right|}\right)=0.94 \pm 0.02 . \tag{2.76}
\end{equation*}
$$

This should be compared with $0.92 \pm 0.02$ in [1] and $0.92 \pm 0.01$ in [69], where only the longdistance contributions to $\operatorname{Im} \Gamma_{12}$ (not those to $\operatorname{Im} M_{12}$ ) have been included. As mentioned, there is an ongoing effort in the lattice-QCD community (see [48,49] and talk by A. Jütner at [50]) to evaluate eq. (2.76), or in fact eq. (2.56) that is the most challenging part, from first principles.

### 2.6 Status of the $\epsilon_{K}-\sin 2 \beta$ tension

The discussion in this whole chapter can be summarized by eq. (2.74) [3], that supersedes the corresponding $\epsilon_{K}$ formula proposed in ref. [1]. Eq. (2.74) can be used in phenomenological applications, including CKM fits $[32,70]$ and analyses aimed at constraining new physics within specific models (an example among many being [71]). In this section we would like to summarize the $\epsilon_{K}-\sin 2 \beta$ tension [1], ${ }^{28}$ discuss some of its implications, and its status as of the time of writing of the present manuscript.

## Parametric error in $\epsilon_{K}$

In fact, we already introduced the essential aspects of this tension at the beginning of this chapter (see end of sec. 2.1), but discussed only central values. We would like now to convey an intuitive picture of the main components to the $\epsilon_{K}$ parametric error. In fact, we expect that, once the long-distance shifts discussed in the previous sections, and summarized by the $\xi$ term in eq. (2.74), are properly included, the residual systematic error be negligible. By looking at eq. (2.74) it is clear that the bulk of the parametric uncertainty in $\epsilon_{K}$ arises from $\operatorname{Im} M_{12}^{(6)}$ - in fact $\phi_{\epsilon}$ and $\Delta m_{K}$ can be taken from data, and have a negligible error, and the $\xi$ term is itself a correction. $\operatorname{Im} M_{12}^{(6)}$ has been discussed in some detail in sec. 2.5. Eq. (2.48) in particular, displaying the relevant effective Hamiltonian, allows to easily identify the main components to the parametric error. A first obvious component is the bag parameter $\hat{B}_{K}$, eq. (2.51). At the time of ref. [1], the reference value used was the one from a then-new lattice-QCD evaluation, yielding $\hat{B}_{K}=0.720(13)(37)$ [73], lower by roughly $9 \%$ with respect to previous determinations. The $\hat{B}_{K} 5 \%$ error, and the fact that $\hat{B}_{K}$ enters only linearly in the $\epsilon_{K}$ formula, made the $\hat{B}_{K}$ error play a subdominant role with respect to other error components to be discussed next. This is even more true today, considering that lattice-QCD

[^19]evaluations of $\hat{B}_{K}$ have reached a striking $\mathrm{O}(1 \%)$ error, as we will discuss in more detail in chapter 4.
We conclude that the dominant component to the $\epsilon_{K}$ uncertainty must be in the CKM factor, that we need to analyze in more detail. To this end, it is useful to introduce a specific parameterization of the CKM matrix. As already remarked, the CKM matrix is described by four physical parameters. A possible parameterization, particularly useful here, is in terms of $\lambda, \sin 2 \beta, V_{c b}$ and $R_{t}$ [74], where $R_{t}$ denotes one of the sides of the 'Unitarity Triangle' depicted in fig. 4. The latter is constructed by taking the first and the complex conjugate of the third column of the CKM matrix (for an introduction see ref. [53]). In terms of the usual Wolfenstein parameters $\lambda, A, \bar{\rho}$ and $\bar{\eta}$, one has
\[

$$
\begin{align*}
& R_{t} \equiv \sqrt{(1-\bar{\rho})^{2}+\bar{\eta}^{2}}, \\
& \sin 2 \beta=\frac{2 \bar{\eta}(1-\bar{\rho})}{R_{t}^{2}}, \\
& \left|V_{c b}\right|=A \lambda^{2}+\mathrm{O}\left(\lambda^{8}\right), \tag{2.77}
\end{align*}
$$
\]

so that indeed the parameterization in terms of $\lambda, \sin 2 \beta, V_{c b}$ and $R_{t}$ is equivalent to the Wolfenstein one - let alone issues of accuracy in $\lambda$. Let us now recall that the aim of this


Figure 4: The Unitarity Triangle (figure taken from [75]). re-parameterization is to help us intuitively understand the magnitude and the origin of the CKM error in $\epsilon_{K}$. We can easily work this out by recalling that the dominant CKM dependence in $\epsilon_{K}$ arises from a top-top loop, yielding

$$
\begin{equation*}
\operatorname{Im}\left(V_{t s} V_{t d}^{*}\right)^{2} \simeq \operatorname{Im}\left[-A \lambda^{2} \cdot A \lambda^{3}(1-\bar{\rho}+i \bar{\eta})\right]^{2} \propto\left|V_{c b}\right|^{4} \lambda^{2}(1-\bar{\rho}) \bar{\eta} \propto\left|V_{c b}\right|^{4} \lambda^{2} R_{t}^{2} \sin 2 \beta \tag{2.78}
\end{equation*}
$$

where in the last two members we have used eqs. (2.77). Eq. (2.78) displays that the dominant CKM combination in $\epsilon_{K}$ depends on the fourth power of $\left|V_{c b}\right|$. This CKM entry is incidentally among the most theoretically debated at present, because of the marginal consistency between determinations from exclusive and inclusive semileptonic $b \rightarrow c$ decays. In ref. [1] we took

$$
\begin{equation*}
\left|V_{c b}\right|=(41.2 \pm 1.1) \cdot 10^{-3}, \tag{2.79}
\end{equation*}
$$

as the average quoted in the 2008 edition of the PDG. ${ }^{29}$ Eq. (2.79) corresponds to a $2.7 \%$ error on $\left|V_{c b}\right|$, implying an $11 \%$ relative error on $\epsilon_{K}$. This constitutes by far the dominant component to the $\epsilon_{K}$ error.
Let us next turn to $R_{t}$. To get an idea of the contributed uncertainty, we note that $R_{t}$ can be calculated from (see e.g. [74])

$$
\begin{equation*}
R_{t} \approx \frac{\xi_{s}}{\lambda} \sqrt{\frac{m_{B_{s}}}{m_{B_{d}}}} \sqrt{\frac{\Delta m_{d}}{\Delta m_{s}}}, \tag{2.80}
\end{equation*}
$$

where $m_{B_{d, s}}$ are the masses of the $B_{d, s}$-mesons, $\Delta m_{d, s}$ the mass differences between the mass

[^20]eigenstates in the $B_{d, s}$-systems, and $\xi_{s}$ denotes the ratio
\[

$$
\begin{equation*}
\xi_{s}=\frac{f_{B_{s}} \sqrt{\hat{B}_{B_{s}}}}{f_{B_{d}} \sqrt{\hat{B}_{B_{d}}}}, \tag{2.81}
\end{equation*}
$$

\]

involving the $B_{d, s}$-meson decay constants $f_{B_{d, s}}$ and the bag parameters of the analogues for the $B_{d, s}$-systems of the operator $\mathcal{Q}_{1}$ in eq. (2.49). The parameter $\xi_{s}$ can be determined with accuracy of $\mathrm{O}(5 \%)$ from lattice QCD , hence one can expect the $R_{t}$ error to be of the same order. In practice, CKM-fit determinations of $R_{t}$ tend to give a somewhat better uncertainty. We can assume, as in ref. [1], $R_{t} \simeq 0.92 \cdot(1 \pm 3.5 \%)$, implying about $7 \%$ error at the level of $\epsilon_{K}$. By inspection of recent CKM fits $[32,70]$ within the SM , one can realize that this $R_{t}$ figure has barely changed. However, as evident from eq. (2.80), $R_{t}$ is sensitive to new-physics contributions, in particular those affecting $\Delta m_{d, s}$. Hence its central value as well as its error do change according to the new-physics scenario assumed. The $R_{t}$ value mentioned above assumes the SM, or the wider class of models characterized by MFV, whereby new physics contributions cancel in the $\Delta m_{d} / \Delta m_{s}$ ratio, as discussed in ref. [36]. The issue of the $R_{t}$ model dependence will be settled once an accurate determination of the CKM angle $\gamma$ will be available. This can be understood by noting that $R_{t}$ and $\gamma$ are opposite to one another in the Unitarity Triangle of fig. 4.

Finally $\lambda$ is very well known and $\sin 2 \beta$ enters only linearly, therefore both of them contribute negligibly to the $\epsilon_{K}$ error with respect to $R_{t}$ and especially $\left|V_{c b}\right|$. Putting together these considerations, for the total $\epsilon_{K}$ uncertainty ref. [1] obtained

$$
\begin{equation*}
\frac{\sigma_{\epsilon_{K}}}{\epsilon_{K}} \approx \underbrace{4 \cdot \frac{\sigma_{\left|V_{c b}\right|}\left|V_{c b}\right|}{2}}_{11 \%} \oplus \underbrace{2 \cdot \frac{\sigma_{R_{t}}}{R_{t}}}_{7 \%} \oplus \underbrace{\frac{\sigma_{\hat{B}_{K}}}{\hat{B}_{K}}}_{5 \%} \approx 14 \% \tag{2.82}
\end{equation*}
$$

Among the error components in eq. (2.82), the $\hat{B}_{K}$ error has today shrunk to a negligible level, as already mentioned above. The $R_{t}$ relative error will likewise be significantly reduced with progress on the $\gamma$ determination. Therefore, the $\epsilon_{K}$ theoretical error - and with it the final word on the $\epsilon_{K}-\sin 2 \beta$ tension - will be in the hands of $\left|V_{c b}\right|$. On both $\left|V_{c b}\right|$ and $\gamma$ we will pause again in chapter 4 , to discuss their prospects of improvement.

## The $\epsilon_{K}-\sin 2 \beta$ tension as of refs. [1-3]

In short, the $\epsilon_{K}-\sin 2 \beta$ tension [1] is the tension between [3]

$$
\begin{equation*}
\left|\epsilon_{K}\right|_{\mathrm{SM}}=(1.82 \pm 0.26) \times 10^{-3} \tag{2.83}
\end{equation*}
$$

whose $14 \%$ error is now clear in the light of eq. (2.82), and

$$
\begin{equation*}
\left|\epsilon_{K}\right|_{\exp }=(2.229 \pm 0.012) \times 10^{-3} \tag{2.84}
\end{equation*}
$$

The 'low' central value in eq. (2.83) was mostly the result of two downward shifts of roughly the same magnitude: the one due to $\kappa_{\epsilon}$ and the one caused by the low $\hat{B}_{K}$ value of ref. [73], as already mentioned above.

Ref. [1] pointed out three scenarios to accommodate the mentioned tension. One first possibility was to advocate no new CP violation in $K^{0}-\bar{K}^{0}$ mixing. In this case, the size of the measured value of $\epsilon_{K}$ implied $\sin 2 \beta$ by $10-20 \%$ larger [72] than $\sin 2 \beta_{\psi K_{s}}$, so that a new, negative phase $\phi_{d}$ was required in order to fit the experimental value of $\sin 2 \beta_{\psi K_{s}}$. A second possibility was, on the contrary, that of assuming no new CP violation in the $B_{d}$-system. In


Figure 5: Left panel: allowed regions in the $\left|\epsilon_{K}\right|_{\text {SM }}$ vs. $\sin 2 \beta$ plane. The blue areas delimited by dashed lines display the cases $\hat{B}_{K} \in\{0.65,0.70,0.75,0.80\} \pm 3 \%$ (darker to lighter blue, or lower to higher), and no other error components are included. Vertical areas display the three advocated scenarios, with $\sin 2 \beta \in\{0.681,0.75,0.88\} \pm 3.7 \%$ (darker to lighter green, or left to right). Right panel: same as left panel, but with inclusion of all input uncertainties. Figures taken from ref. [1], including assumed uncertainties. See text for more details.
this case, the measured size of $S_{\psi K_{s}}$ implied $\epsilon_{K}$ as in eq. (2.83), namely as much as $20 \%$ below the data, hinting at new CP-violating physics in $K^{0}-\bar{K}^{0}$ mixing. Finally, a third scenario involved two smaller new-physics phases in both the $K^{0}$ - and the $B_{d^{-}}$-systems. These three scenarios can be visualized in fig. 5, taken from ref. [1].

The left panel of this figure reports $\left|\epsilon_{K}\right|_{\mathrm{SM}}$ as a function of $\sin 2 \beta$ for $\hat{B}_{K} \in\{0.65,0.70$, $0.75,0.80\} \pm 3 \%$. The vertical ranges centered at $\sin 2 \beta \in\{0.681,0.75,0.88\}$, with a relative error chosen at $3.7 \%$ as in the $\sin 2 \beta_{\psi K_{s}}$ case, define the scenarios in question. Specifically, in the region where $\left|\epsilon_{K}\right|_{\mathrm{SM}} \approx\left|\epsilon_{K}\right|_{\exp }$, as in the first scenario, namely the rightmost region where the blue bands cross the horizontal $\left|\epsilon_{K}\right|_{\text {exp }}$ band, no new contributions are required to fit the data on $\epsilon_{K}$, even for $\hat{B}_{K} \approx 0.65$. However, the $\sin 2 \beta$ prediction (vertical green band) tends to be in excess of the $\sin 2 \beta_{\psi K_{s}}$ determination, revealing the need for a new phase in the $B_{d}$ system as large as $-9^{\circ}$. Conversely, in the region where $\sin 2 \beta \approx \sin 2 \beta_{\psi K_{s}}$ (leftmost vertical green band), the discrepancy between the $\left|\epsilon_{K}\right|_{\text {SM }}$ prediction and data would require a new contribution to $\epsilon_{K}$, unless $\hat{B}_{K} \gtrsim 0.85$.

In the left panel of fig. 5 only the $\epsilon_{K}$ error component due to $\hat{B}_{K}$ (at the time of [1] an important one) was included. An analogous plot, but with all uncertainties on the input taken into account, is shown in the right panel of fig. 5, also taken from [1].

The first mentioned scenario of a single additional $B_{d}$-mixing phase was found to be especially interesting. In this instance, the SM formula for the mixing-induced CP asymmetry $S_{\psi K_{s}}$ generalizes to

$$
\begin{equation*}
S_{\psi K_{s}}=\sin \left(2 \beta+2 \phi_{d}\right)=0.681 \pm 0.025 \tag{2.85}
\end{equation*}
$$

where $\phi_{d}$ is the new phase. The information mentioned above points toward a small negative value of $\phi_{d}$. On the other hand, the mixing-induced CP asymmetry $S_{\psi \phi}$ is given by [74]

$$
\begin{equation*}
S_{\psi \phi}=\sin \left(2\left|\beta_{s}\right|-2 \phi_{s}\right), \tag{2.86}
\end{equation*}
$$

where the SM phases $\beta, \beta_{s}$ are defined from the CKM matrix entries $V_{t d}, V_{t s}$ through

$$
\begin{equation*}
V_{t d}=\left|V_{t d}\right| e^{-i \beta}, \quad V_{t s}=-\left|V_{t s}\right| e^{-i \beta_{s}} \tag{2.87}
\end{equation*}
$$

with $\beta_{s} \approx-1^{\circ}$. The interesting point (again, at the time of ref. [1]) was that, using eq. (2.86), one could find that a negative $\phi_{s}$ was also required to explain the claim of a large
phase in the $B_{s}$-system [76]. ${ }^{30}$ Using the analysis in [76], the range for the new phase $\phi_{s}$ at $95 \%$ probability was found to be

$$
\begin{align*}
& \phi_{s} \in[-30.45,-9.29]^{\circ} \cup[-78.45,-58.2]^{\circ} \\
& \text { corresponding to } S_{\psi \phi} \in[0.35,0.89] \tag{2.88}
\end{align*}
$$

whereas, assuming generic new physics, the SM contribution to the $B_{s}$-system phase amounted to $\beta_{s}=-1.17(11)^{\circ}[76]$. It was then tempting, and meaningful, to investigate whether, at least to first approximation, the same new phase $\phi_{d} \approx \phi_{s} \approx \phi_{B}$ could fit in both $B_{d}$ and $B_{s}$ systems, being a small correction in the former case - where the SM phase is large - and the bulk of the effect in the latter. As a matter of fact ref. [1] found

$$
\phi_{B}=\phi_{d} \approx \phi_{s} \approx-9^{\circ} \Rightarrow\left\{\begin{array}{l}
\beta_{\psi K_{s}}<\beta \approx 30^{\circ}  \tag{2.89}\\
S_{\psi \phi} \approx 0.4
\end{array}\right.
$$

in perfect consistency with eq. (2.88).

After ref. [1], numerous studies followed up, both in the context of CKM fits, and of specific model setups. ${ }^{31}$ An interesting example of this second instance is ref. [71]. The authors start from a global fit of the CKM matrix using only tree-level and $\Delta F=2$ observables. The status, as of the time of ref. [71], of the CKM-fit compatibility with the SM can be appreciated from fig. 6, obtained excluding $\left|\epsilon_{K}\right|$ from the fit itself. To be noted in particular is the fact that in the global fit (leftmost panel) the $2 \sigma$ band for $\epsilon_{K}$ (enclosed by dashed green lines), is outside the region (enclosed by red solid lines) that corresponds to the $2 \sigma$ fit minimum. The fit projection onto $\epsilon_{K}$ is displayed in the rightmost panel. On the basis of these results, ref. [71] proposed to move from the $U(3)^{3}$ approximate symmetry normally invoked within Minimal Flavor Violation (see corresponding discussion in sec. 1.5) to a suitably broken $U(2)^{3}$, where the ' 2 ' refers to the first two generations of quarks and squarks. Besides being able to perfectly account for the $\epsilon_{K}-\sin 2 \beta$ discrepancy, this symmetry is appealing in that it provides a rationale for lighter (heavier) first and second generations of quarks (squarks) with respect to the third generation. It is to be noted, in particular, that third-generation top partners lighter than first- and second-generation ones (the so-called inverted mass hierarchy) are particularly welcome from a theoretical point of view, in that third-generation masses are the ones that have the largest impact on naturalness constraints and on account of this are required to be not far away from the weak scale.

A persistent $\epsilon_{K}-\sin 2 \beta$ tension, and evidence of direct production of top-partner states at the LHC, would give strong circumstantial evidence for this scenario, and would represent a perfect example of the interplay between indirect and direct searches for new physics.

Unfortunately, as of the time of this writeup, there is no $\epsilon_{K}-\sin 2 \beta$ tension. This is the result of several changes on the input parameters to $\epsilon_{K}$ : in particular, the $\left|V_{c b}\right|$ uncertainty has been meanwhile somewhat increased, as noted in footnote 29; the central value of the $\hat{B}_{K}$ average went slightly up; the $\kappa_{\epsilon}$ correction has decreased in magnitude after the more refined analysis in ref. [3]. On a related note, it should also be remarked that the
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Figure 6: Global CKM fit using tree-level and $\Delta F=2$ observables only. The green dashed lines on the leftmost plot denote the $2 \sigma$ region of compatibility with the $\epsilon_{K}$ constraint. The fit minimum is represented by the region delimited by red solid lines ( 1 and $2 \sigma$ contours). The rightmost plot represents the projection of the fit on the $\epsilon_{K}$ constraint. Green shaded areas delimit the 1 and $2 \sigma$ regions for $\epsilon_{K}$, whereas the gray shaded area denotes the experimental measurement. Figure taken from ref. [71].
$B \rightarrow \tau \nu$ branching ratio average between the $B$ factories is now consistent with the SM expectation. This experimental quantity contributed indirectly to the $\epsilon_{K}-\sin 2 \beta$ tension, because its high central value circa 2008 tended to prefer higher values of $\sin 2 \beta$, as fig. 7 clearly illustrates.

As a matter of fact, by comparing the latest $\epsilon_{K}$ and $\sin 2 \beta$ predictions from global CKM fits that assume the SM [32, 70], one can easily check that the latter agree with the corresponding experimental averages [26] at the level of 1 standard deviation.

It will be interesting to monitor the status of the $\epsilon_{K}-\sin 2 \beta$ tension after a mature measurement of the CKM angle $\gamma$ and after further progress on the knowledge of the CKM matrix element $\left|V_{c b}\right|$. An accurate $\gamma$ measurement is actually planned by LHCb ,


Figure 7: $\mathrm{BR}(B \rightarrow \tau \nu)$ vs. $\sin 2 \beta$ as of summer 2008 (taken from the CKMfitter website [70]). The black cross displays the experimental averages, whereas the color-coded area represents the region preferred by the global CKM fit, with CL according to the color code on the right of the plot. with projected accuracy of about $1^{\circ}[77]$. Albeit more difficult to predict, a substantial improvement on $\left|V_{c b}\right|$ is likewise to be expected, taking also into account the forthcoming startup of the Super- $B$ factory Belle II. On both topics we will return in chapter 4.

## 3 The rare decay $\boldsymbol{B}_{s} \rightarrow \boldsymbol{\mu}^{+} \boldsymbol{\mu}^{-}$

The decay of a $B_{s}$ meson into two oppositely charged muons provides one of the best available probes of the mechanism of quark-flavor mixing discussed at length in the introductory part. As a matter of fact, this transition enjoys two crucial features that make it appealing on the theoretical and on the experimental sides alike: it is at the same time very rare (within the SM) and very clean. The extremely rare occurrence of this decay within the SM is the result of a double suppression mechanism at work: as we will detail in the next section, this transition is mediated by an FCNC and is also helicity suppressed. Conversely, the cleanliness of this decay, both theoretical and experimental, is consequence of the purely leptonic final state. The latter implies, on the theoretical side, that the hadronic matrix element is especially simple, as it involves only the initial-state pseudoscalar meson. Furthermore, on the experimental side, a final state consisting of two oppositely-charged leptons, in particular muons, with the invariant mass of the initial-state meson, is arguably among the simplest triggers one may hope for, let alone issues of combinatorics, that become important given the extremely rare nature of the signal.

By virtue of the above considerations, on which we will return in all detail in the sections to come, the $B_{s} \rightarrow \mu \mu$ decay represents one of the milestones of the flavor program at the LHC. ${ }^{32}$

## 3.1 $B_{s} \rightarrow \mu \mu$ within the SM : decay structure

Within the SM , the branching ratio of the non-radiative ${ }^{33}$ decay $B_{s} \rightarrow \mu \mu$, to be henceforth indicated with $\mathcal{B}_{s, S M}^{(0)}$, obeys the following formula (see e.g. [4])

$$
\begin{align*}
\mathcal{B}_{s, \mathrm{SM}}^{(0)} & =  \tag{3.1}\\
\tau_{B_{s}} & \underbrace{\frac{G_{F}^{2}}{\pi}\left[\frac{\alpha_{\mathrm{em}}\left(M_{Z}\right)}{4 \pi \sin ^{2} \theta_{W}}\right]^{2}\left|V_{t b}^{*} V_{t s}\right|^{2}}_{\text {couplings: gauge and CKM }} \cdot \underbrace{f_{B_{s}}^{2}}_{\begin{array}{c}
\text { hadr. } \\
\text { matrix } \\
\text { elem. }
\end{array}} \cdot \underbrace{m_{\mu}^{2}}_{\begin{array}{c}
\text { helicity } \\
\text { suppr. }
\end{array}} \cdot \underbrace{m_{B_{s}} \sqrt{1-\frac{4 m_{\mu}^{2}}{m_{2}^{2}}} \cdot \underbrace{Y^{2}\left(x_{t W}, x_{h t} ; \alpha_{s}\right)}_{\begin{array}{c}
\text { short- } \\
\text { distance } \\
\text { function }
\end{array}}}_{\text {phase space }}
\end{align*}
$$

where the underbraces highlight the role or origin of the respective factors. Let us comment on the most important of them in turn.

First, the $Y$ function is an appropriate loop function, consisting of $Z$-penguin and boxdiagram contributions of the kind depicted in fig. 8. The $Y$ function in eq. (3.1) includes QCD corrections as well as the leading EW corrections, and this explains its dependence on $x_{h t}$ as well as on $\alpha_{s}$. The $x$ arguments are defined as follows

$$
\begin{equation*}
x_{t W}=\frac{m_{t}^{2}(\mu)}{M_{W}^{2}}, \quad x_{h t}=\frac{M_{h}^{2}}{m_{t}^{2}(\mu)} \tag{3.2}
\end{equation*}
$$

and the renormalization scheme and scale used for the top mass will be specified in due course. In the absence of QCD and EW corrections, the $Y$ function reduces to the Inami-
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Figure 8: Example of penguin and box diagrams for the $B_{s} \rightarrow \mu \mu$ decay.

Lim function [58]

$$
\begin{equation*}
Y_{0}(x)=\frac{x}{8}\left(\frac{4-x}{1-x}+\frac{3 x}{(1-x)^{2}} \ln x\right) . \tag{3.3}
\end{equation*}
$$

We will come back to this function in sec. 3.3, in the discussion of the systematic error coming from the renormalization-scheme dependence.
We note incidentally that fig. 8 explains the couplings structure in eq. (3.1). The CKM factors in particular are obvious because of the two $\bar{q} W q^{\prime}$ interactions in either diagrams. Concerning the $G_{F}^{2} \alpha_{\mathrm{em}}^{2}$ factor, we note that the presence of $\alpha_{\mathrm{em}}$ is fictitious: it can be eliminated by expressing $\alpha_{\mathrm{em}} / \sin ^{2} \theta_{W}$ in terms of $G_{F}$ and $M_{W}$. The formula in eq. (3.1) is thereby well defined in the limit $\alpha_{\mathrm{em}} \rightarrow 0$.
The $f_{B_{s}}^{2}$ factor accounts for the hadronic matrix element, whose simplicity is among the main reasons for the theoretical cleanliness of this decay. Recalling that the final state is purely leptonic, the only non-null matrix element is in fact

$$
\begin{equation*}
\langle 0| \bar{b} \gamma^{\alpha} \gamma_{5} s\left|B_{s}(p)\right\rangle=-i f_{B_{s}} p^{\alpha}, \tag{3.4}
\end{equation*}
$$

namely the matrix element 'defining' the pseudo-Goldstone nature of the $B_{s}$ meson. The only quantity to be determined non-perturbatively in eq. (3.4) is $f_{B_{s}}$, the $B_{s}$-meson decay constant. This quantity is among the simplest ones to estimate within lattice QCD, for various reasons, including the simplicity of the matrix element itself, and the fact that the bottom quark is heavy enough that it can be reliably described within an effective theory in powers of $\Lambda_{\mathrm{QCD}} / m_{b}$. This makes precision LQCD computations of $f_{B_{s}}$ possible and, to a large extent, already reality. We will return to this point in the discussion of the prediction for the quantity in eq. (3.1) and its associated error.
With the matrix element in eq. (3.4) at hand, it is in turn straightforward to understand the appearance of the helicity-suppression factor, $m_{\mu}^{2}$. In fact, the $B_{s}$ four-momentum $p^{\alpha}$ in eq. (3.4) needs to be contracted with the weak lepton current $\bar{u}\left(p_{\mu^{-}}\right) \gamma_{\alpha} P_{L} v\left(p_{\mu^{+}}\right)$, with $\bar{u}$ and $v$ denoting the spinors of the final-state $\mu^{-}$and $\mu^{+}$, respectively, and $p_{\mu^{\mp}}$ their momenta. Using $p=p_{\mu^{-}}+p_{\mu^{+}}$and the lepton equations of motion, one immediately finds

$$
\begin{equation*}
p^{\alpha} \bar{u}\left(p_{\mu^{-}}\right) \gamma_{\alpha} P_{L} v\left(p_{\mu^{+}}\right)=-m_{\mu} \bar{u}\left(p_{\mu^{-}}\right) \gamma_{5} v\left(p_{\mu^{+}}\right) \tag{3.5}
\end{equation*}
$$

which explains the $m_{\mu}^{2}$ factor in the branching ratio. From a naive, dimensional argument, one would expect a mass suppression of the order of $\left(m_{B_{s}}^{2} / M_{W}^{2}\right)^{2}$ at the branching-ratio level. Hence the $m_{\mu}^{2}$ factor amounts to a further suppression of order $m_{\mu}^{2} / m_{B_{s}}^{2} \approx 4 \times 10^{-4}$ relative to the 'usual' FCNC-related suppression. This should provide an intuitive understanding of why the decay $B_{s} \rightarrow \mu \mu$ occurs as rarely as a few times in a billion of $B_{s}$ decays.
Besides, the helicity-suppression factor provides also a strong argument in support of the $B_{s} \rightarrow \mu \mu$ new-physics sensitivity. In fact, this factor can be lifted, notably in models where
new extra fermion degrees of freedom appear in the short-distance function, so that their mass can replace the muon's.

The above discussion summarizes the typical reasons for the enormous interest of accurately measuring (and predicting) the $B_{s} \rightarrow \mu \mu$ decay rate. Further arguments, less often encountered but probably even stronger, will be presented in secs. 3.8 and 3.9. Before this part, we will review in secs. 3.2 to 3.7 the status of the SM prediction, paying special attention to its associated sources of systematics.

### 3.2 Experimental status, and steps towards a precise prediction

As already mentioned, accurately measuring the decay $B_{s} \rightarrow \mu \mu$ (as well as the corresponding one with a $B_{d}$ as initial state) is one of the highest flavor-physics priorities at the LHC. Let us shortly review the experimental status for these observables. The first evidence for the $B_{s} \rightarrow \mu \mu$ decay was announced by LHCb at the end of 2012 [78]. ${ }^{34}$ In 2013 new measurements were performed by both CMS [80] and LHCb [81], reporting results remarkably similar in accuracy, and both consistent with the SM expectation. The CMS analysis was based on 5 and $20 \mathrm{fb}^{-1}$ of data collected at 7 and respectively $8 \mathrm{TeV} p p$ collisions and resulted in [80]

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{CMS}}=\left(3.0_{-0.9}^{+1.0}\right) \times 10^{-9}, \quad \mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)_{\mathrm{CMS}}=\left(3.5_{-1.8}^{+2.1}\right) \times 10^{-10} \tag{3.6}
\end{equation*}
$$

corresponding to signal significances of 4.3 and $2.0 \sigma$ (standard deviations) respectively.
The LHCb analysis used 1 and $2 \mathrm{fb}^{-1}$ of integrated luminosity collected at 7 and respectively 8 TeV , with the following results

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{LHCb}}=\left(2.9_{-1.0}^{+1.1}\right) \times 10^{-9}, \quad \mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)_{\mathrm{LHCb}}=\left(3.7_{-2.1}^{+2.4}\right) \times 10^{-10} \tag{3.7}
\end{equation*}
$$

whose signal significances are 4.0 and $2.0 \sigma$ respectively.
A preliminary combination of the above results was presented in ref. [82]. This combination is preliminary, in that the combined uncertainty is calculated within a simplified statistical approach (see paper text for details), that circumvents the explicit combination of the likelihood functions of the two measurements - approach that on the other hand would be required, especially in view of the asymmetric uncertainties of either measurement. The resulting averages read [82]

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{CMS}+\mathrm{LHCb}}=(2.9 \pm 0.7) \times 10^{-9}, \quad \mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)_{\mathrm{CMS}+\mathrm{LHCb}}=\left(3.6_{-1.4}^{+1.6}\right) \times 10^{-10} \tag{3.8}
\end{equation*}
$$

Ref. [82] does not provide (for the same reason as mentioned above) a combined significance figure, but it is clear from eq. (3.8) that the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ average is above $5 \sigma$, whereas $\mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)$ is below $3 \sigma$, i.e. not yet statistically significant. At the time of this writing, no further updates with respect to the results in eq. (3.8) have been announced, hence we will take eq. (3.8) as our reference experimental values. It should be stated that they are in clear consistency with the SM predictions, that at the time of the CMS-LHCb combination read [4]

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{SM}}=(3.56 \pm 0.30) \times 10^{-9}, \quad \mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)_{\mathrm{SM}}=(1.07 \pm 0.10) \times 10^{-10} \tag{3.9}
\end{equation*}
$$

The predictions in eq. (3.9) are the end result of a number of theoretical considerations. In particular, in order to obtain a precise prediction for the $B_{s} \rightarrow \mu \mu$ rate within the SM , it

[^23]is necessary, first, to compute the corresponding electroweak amplitude with high accuracy, and second, to assess the correspondence between the initial and final state detected by experiment, and those used in the theoretical prediction. More precisely, the following steps towards an accurate comparison between data and theory can be identified [4]

- A reduction of the renormalization-scheme dependence of the non-radiative branching ratio. The short-distance $Y$ function in the branching-ratio formula of eq. (3.1) includes NLO QCD corrections [83] as well as two-loop EW corrections evaluated in the large- $m_{t}$ limit [84]. Hence one would conclude that the theory branching ratio can be computed with great accuracy, up to the parametric uncertainties due to the $B_{s}$-meson decay constant $f_{B_{s}}$, the CKM coupling $\left|V_{t b}^{*} V_{t s}\right|$, the $B_{s}$-meson lifetime $\tau_{B_{s}}$ and the top-quark mass. (We will return to the parametric error in sec. 3.6.) In fact, as pointed out in [4], even in presence of these corrections the theory branching ratio still suffers from a sizable dependence on the renormalization scheme for EW parameters, in particular $\sin ^{2} \theta_{W}$. This problem will be discussed in detail in sec. 3.3.
- The treatment of the soft-photon radiation. Photon emission inevitably occurs in the full theory including $\alpha_{\mathrm{em}} \neq 0$. The simplest infrared-safe observable is

$$
\begin{equation*}
\left.\mathcal{B}\left(E_{\max }\right) \equiv \mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}+n \gamma\right)\right|_{\sum E_{\gamma} \leq E_{\max }} \tag{3.10}
\end{equation*}
$$

namely the branching ratio including an arbitrary number of undetected photons with total energy in the meson rest frame less or equal to $E_{\max }$. This topic will be discussed in detail in sec. 3.4.

- Connecting the $B_{s}$ state in the theory calculation with the one measured by experiment. The simplest observable accessible at hadron colliders is the flavor-averaged time-integrated distribution. To this quantity refer all the experimental averages reported above, and also the theory predictions in eq. (3.9). In fact, on the one side experimental data are summed over the decays of the $B_{s}$ and of the $\bar{B}_{s}$, because there is no flavor tagging (yet). In addition, data are averaged over all the $B_{s}\left(\bar{B}_{s}\right)$-meson decay times, i.e. time information is not retained either for the moment being. The time-averaged branching ratio is related to the instantaneous one, calculated by theory, through a correction factor due to the large width difference in the $B_{s}$ system, as pointed out in $[85,86]$. On the other hand this correction is irrelevant in the $B_{d}$ system, because the width difference is smallish in this case. This issue will be discussed in detail in sec. 3.5.

We next proceed with the discussion of the above points in dedicated sections.

### 3.3 Renormalization-scheme dependence

Let us go back to the non-radiative branching ratio in eq. (3.1) and the mass-ratio arguments in eq. (3.2). Leaving aside parametric uncertainties, that will be discussed in sec. 3.6, two evident uncertainties are present in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ if the $Y$ function is approximated with its leading-order expression $Y_{0}$ :

- The choice of the scale $\mu$, that can roughly span the range $\left[M_{W}, 2 m_{t}\right]$. This unphysical scale dependence had been already reduced to less than $2 \%$ by the inclusion of NLO QCD corrections [83]. Meanwhile, even the NNLO QCD corrections to $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ have become available [87], bringing the residual scale dependence way below $1 \%$, i.e. making it totally negligible.
- The choice of renormalization scheme for the EW parameters, in particular $\sin ^{2} \theta_{W}$ and to a lesser extent $m_{t}$. In eq. (3.1) this arbitrariness amounts to a sizable error.

In order to quantify the uncertainty associated with the second item, let us evaluate eq. (3.1) with two definitions of $\sin ^{2} \theta_{W}$, respectively the $\overline{\mathrm{MS}}$ scheme and the on-shell scheme. In these two schemes $\sin ^{2} \theta_{W}$ is very precisely known and reads [26]

$$
\begin{equation*}
\sin ^{2} \hat{\theta}_{W}\left(M_{Z}\right)=0.23116(3), \quad\left[\sin ^{2} \theta_{W}\right]^{\mathrm{OS}} \equiv 1-M_{W}^{2} / M_{Z}^{2}=0.22290 \tag{3.11}
\end{equation*}
$$

We note that the second choice, with all other parameters fixed, leads to a $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ prediction higher by $7 \%$ than the first choice. This corresponds to a shift in the rate as large as $0.2 \times 10^{-9}$, equivalent to a shift in $f_{B_{s}}$ (the main source of parametric error in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ ) by 8 MeV . It should be noted that such a shift is larger by a factor of about two with respect to the error of the most accurate $f_{B_{s}}$ determination. In short, the systematic uncertainty associated with the scheme choice of $\sin ^{2} \theta_{W}$ is comparable with the uncertainty coming from the main source of parametric error, and needs to be removed.

## Scheme proposal in ref. [4]

The first step towards controlling this error component was proposed in ref. [4], and it will be described in detail next. This proposal prompted the authors of ref. [88] to perform a complete calculation of the EW corrections to eq. (3.1). This calculation, that supersedes the proposal of ref. [4], will be described at the end of sec. 3.6.

Ref. [4] started from the consideration of four renormalization schemes, namely two schemes for each of the parameters mostly affected by EW corrections, $\sin ^{2} \theta_{W}$ and the top mass. These choices are:

- For $\sin ^{2} \theta_{W}$ :

$$
\begin{equation*}
\sin ^{2} \hat{\theta}_{W}\left(M_{Z}\right):\left(r_{s}=0\right), \quad \text { or } \quad\left[\sin ^{2} \theta_{W}\right]^{\mathrm{OS}}:\left(r_{s}=1\right) \tag{3.12}
\end{equation*}
$$

and are labelled by the parameter $r_{s}$;

- For the top mass:

$$
\begin{equation*}
m_{t} \equiv m_{t}\left(m_{t}\right)^{\overline{\mathrm{MS}}, \mathrm{QCD}}: \quad\left(r_{t}=0\right), \quad \text { or } \quad \overline{m_{t}} \equiv m_{t}\left(m_{t}\right)^{\overline{\mathrm{MS}}, \mathrm{QCD}+\mathrm{EW}}: \quad\left(r_{t}=1\right) \tag{3.13}
\end{equation*}
$$

and are labelled by the parameter $r_{t}$. These two top-mass schemes are related via [84]

$$
\begin{equation*}
\bar{m}_{t}^{2}=m_{t}^{2}\left(1+\xi_{t} \Delta_{t}\left(\mu, x_{h t}\right)\right) \tag{3.14}
\end{equation*}
$$

with

$$
\begin{equation*}
\xi_{t}=\frac{G_{F} m_{t}^{2}}{8 \sqrt{2} \pi^{2}} \tag{3.15}
\end{equation*}
$$

Concerning the definitions (3.13), we note that, in the case of $m_{t}$ only QCD corrections are $\overline{M S}$-renormalized, whereas the mass is on-shell as far as EW corrections are concerned. Conversely, in the case of $\bar{m}_{t}$, both QCD and EW corrections are $\overline{\mathrm{MS}}$-renormalized. The QCD $\overline{\mathrm{MS}}$ top-quark mass is determined from the pole mass in table 1 using RunDec [89]. ${ }^{35}$ The explicit expression for $\Delta_{t}\left(\mu, x_{h t}\right)$ can be found in ref. [84] and has been calculated in [90].

[^24]| $G_{F}=1.16638 \times 10^{-5}$ |  |  | $\mathrm{GeV}^{-2}$ | $m_{B_{s}}=5.36677 \mathrm{GeV}$ |  |  |
| :--- | ---: | :--- | :--- | :--- | :---: | :---: |
| $\alpha_{\mathrm{em}}^{-1}\left(M_{Z}\right)=127.937$ | $[91]$ | $f_{B_{s}}=227(8) \mathrm{MeV}$ | [see text] |  |  |  |
| $\alpha_{s}\left(M_{Z}\right)=0.1184(7)$ | $[92]$ | $\tau_{B_{s}}=1.466(31) \mathrm{ps}$ |  |  |  |  |
| $M_{W}=80.385 \mathrm{GeV}$ |  | $\mid V_{t b}^{*} V_{t s}=0.0405(8)$ | $[70,93]$ |  |  |  |
| $M_{Z}=91.1876 \mathrm{GeV}$ |  | $m_{B_{d}}=5.27958 \mathrm{GeV}$ |  |  |  |  |
| $M_{t}=173.2(0.9) \mathrm{GeV}$ | $[94,95]$ | $f_{B_{d}}=190(8) \mathrm{MeV}$ | [see text] |  |  |  |
| $M_{h}=125 \mathrm{GeV}$ | $[10]$ | $\tau_{B_{d}}=1.519(7) \mathrm{ps}$ |  |  |  |  |
| $m_{\mu}=105.6584 \mathrm{MeV}$ |  | $\left\|V_{t b}^{*} V_{t d}\right\|=0.0087(2)$ | $[70,93]$ |  |  |  |

Table 1: Input parameters used in ref. [4] for the determination of $\mathcal{B}_{s, S M}^{(0)}$ and $\mathcal{B}_{d, S M}^{(0)}$. Quantities without an explicit reference are taken from ref. [26]. We do not show the errors for quantities whose uncertainty has a negligible impact on the branching-ratio determinations. The central value of $f_{B_{s, d}}$ corresponds to the central value of the lattice averages presented in ref. [96], while the error is ref. [4]'s estimate of the present uncertainty (see text for details).

In the light of definitions (3.13), we can now define more sharply also the $x$ parameters in eq. (3.2). They are

$$
\begin{equation*}
x_{t W}=\frac{m_{t}^{2}}{M_{W}^{2}}, \quad \bar{x}_{t W}=\frac{\bar{m}_{t}^{2}}{M_{W}^{2}}, \quad x_{h t}=\frac{M_{h}^{2}}{m_{t}^{2}} \tag{3.16}
\end{equation*}
$$

All the relevant parametric input to these formulae, and to eq. (3.1) itself, is collected in table 1.

Each of the four renormalization schemes of eqs. (3.12) and (3.13) is characterized by the pair $\left(r_{s}, r_{t}\right)$. Once this pair is fixed, we know uniquely which of the parameters listed above is to be employed in the calculation of $Y$ in (3.1) and which value of $\sin ^{2} \theta_{W}$ is to be used in the prefactor in this equation. Therefore in presenting a general formula for the function $Y$ valid in all these renormalization schemes in the large $m_{t}$-limit, we can trade the mass variables for the pair $\left(r_{s}, r_{t}\right)$.
With this notation the loop function $Y$, including complete NLO QCD corrections [83] and two-loop electroweak corrections in the large- $m_{t}$ limit [84] is given in the $\left(r_{s}, r_{t}\right)$ scheme as follows:

$$
\begin{equation*}
Y\left(r_{s}, r_{t} ; \alpha_{s}\right)=Y_{\mathrm{eff}}\left(r_{s}, r_{t}\right)+\frac{\alpha_{s}(\mu)}{4 \pi} Y_{1}\left(x_{t W}\right) \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
Y_{\mathrm{eff}}\left(r_{s}, r_{t}\right)=Y_{0}\left(x_{0}\left(r_{t}\right)\right)+\xi_{t} \frac{x_{t W}}{8}\left(\tau_{b}^{(2)}\left(x_{h t}\right)+3-3 r_{s} \frac{\cos ^{2} \theta_{W}}{\sin ^{2} \theta_{W}}-r_{t} \Delta_{t}\left(\mu, x_{h t}\right)\right) \tag{3.18}
\end{equation*}
$$

with

$$
\begin{equation*}
x_{0}\left(r_{t}\right)=x_{t W}+r_{t}\left(\bar{x}_{t W}-x_{t W}\right) . \tag{3.19}
\end{equation*}
$$

The $Y_{\text {eff }}$ function in eq. (3.18) is the effective Inami-Lim function for the $\left(r_{s}, r_{t}\right)$ scheme. This expression generalizes the formulae in [84] that applied only to specific schemes. The explicit expression for $\tau_{b}^{(2)}\left(x_{h t}\right)$ can be found in ref. [84] and has been calculated in [97]. Finally, the function $Y_{1}$, encoding the NLO QCD corrections, can be found in the last reference in [83]. Note that $Y_{1}$ is always evaluated in the $\overline{\mathrm{MS}}$-QCD scheme, that is using $x_{t W}$, whereas $Y_{0}$ is evaluated using $\bar{x}_{t W}$ or $x_{t W}$ depending on the presence or not of the $-\Delta_{t}$ term in $Y_{\text {eff }}$.

In the case of complete NLO electroweak corrections, the $r_{s}$-dependence in eq. (3.18) would cancel, up to NNLO effects, the one of $\sin ^{2} \theta_{W}$ in the prefactor in eq. (3.1). The corresponding $r_{t}$ dependence in the correction term in (3.17) would in turn cancel the one present in the leading term $Y_{0}$. As evident from our formulae, where NLO electroweak
$\left.\begin{array}{|c|c|c|}\hline & \left(r_{s}, r_{t}\right) & \mathcal{B}_{s, \mathrm{SM}}^{(0)}\left[\times 10^{-9}\right] \\ \hline \sin ^{2} \theta_{W} \overline{\mathrm{MS}}, m_{t} \mathrm{OS} & (0,0) & 3.28 \\ \sin ^{2} \theta_{W} \overline{\mathrm{MS}}, m_{t} \overline{\mathrm{MS}} & (0,1) & 3.31 \\ \sin ^{2} \theta_{W} & \mathrm{OS}, m_{t} \mathrm{OS} & (1,0)\end{array}\right] 3.42,1.45$

Table 2: Dependence of the $\mathcal{B}_{s, S M}^{(0)}$ prediction upon the choice of the renormalization scheme $\left(r_{s}, r_{t}\right)$ for electroweak corrections as defined in the text.
corrections are only in the large- $m_{t}$ limit, this cancellation is only partial, implying left-over scheme uncertainties.

Using the central input values in table 1, and taking the $\sin ^{2} \theta_{W}$ and $m_{t}$ choices in eqs. (3.11)-(3.12) and (3.13) respectively, ref. [4] obtains the central values for $\mathcal{B}_{s, S M}^{(0)}$ in the four resulting renormalization schemes, that are collected in table 2 . The central value in either of the cases has been obtained setting the QCD renormalization scale to $\mu=m_{t}\left(m_{t}\right)^{\overline{\mathrm{MS}}, \mathrm{QCD}}$. This table confirms that the largest uncertainty related to the scheme choice is the one due to $\sin ^{2} \theta_{W}$, as already mentioned. On the other hand, the left-over uncertainty due to the scheme choice for the top-quark mass is at the level of $0.9 \%$.

In short, even after inclusion of the NLO EW contributions in the large- $m_{t}$ limit [84], the left-over uncertainty is disturbing, and can only be removed by the inclusion of full NLO EW corrections. Here we would like to describe a more economical strategy to reduce this scheme uncertainty, as conjectured in [4]. It should be stated explicitly that whether this strategy indeed reduces the scheme uncertainty or not can only be controlled by the explicit calculation of NLO EW corrections. As alluded to, the latter have meanwhile been computed by the authors of [88], as discussed at the end of sec. 3.6.

Without a complete calculation of NLO EW effects, only a very coarse estimate of the scheme dependence can be made. We should emphasize that in all recent papers on $B_{s} \rightarrow$ $\mu^{+} \mu^{-}$before [4] and most earlier papers this uncertainty had been omitted. This can be justified by the fact that most authors expected non-SM effects to modify the relevant branching ratio by a large amount, rendering any shift below $10 \%$ in the SM estimate irrelevant. With the upper bounds on $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ becoming more and more stringent - let alone the measurement itself - the situation changed dramatically and uncertainties of this size had to be taken into account.

At the time of ref. [4] the question arose, which value for $\mathcal{B}_{s, S M}^{(0)}$ should be quoted in the absence of complete NLO EW corrections. Ref. [4] proposed a 'temporary' solution to be described next. As already pointed out in [84] a similar scheme-dependence problem as the one described above around table 2 is present in $K \rightarrow \pi \nu \bar{\nu}$ decays, which are theoretically even cleaner than $B_{s} \rightarrow \mu^{+} \mu^{-}$. These decays are governed by the Inami-Lim function $X_{0}\left(x_{t}\right)$, which differs from $Y_{0}\left(x_{t}\right)$ only by box contributions. Therefore, at large $m_{t}$, where only the $Z$-penguin is relevant (the first diagram in fig. 8), the effective EW corrections to Inami-Lim functions are identical to the ones presented above.

This observation is relevant because complete NLO EW corrections to $K \rightarrow \pi \nu \bar{\nu}$ had been calculated [98] two years before [4]. These authors considered three renormalization schemes:

- The $\overline{\mathrm{MS}}$ scheme for all parameters. In our terminology - recall eqs. (3.12)-(3.13) - this is the $(0,1)$ scheme.
- The $\overline{\mathrm{MS}}$ scheme for all couplings and the on-shell scheme for all masses. This is the


## Scheme dep. in short

## Scheme proposal

$(0,0)$ scheme.

- The on-shell scheme for weak mixing angle and all masses and the QED coupling constant renormalized in the $\overline{\mathrm{MS}}$ scheme. This is the $(1,0)$ scheme.

By calculating complete NLO electroweak corrections in these three schemes, they reduced the scheme dependence at the level of the branching ratio far below $1 \%$. Looking at the size of different corrections they concluded that the on-shell definition of masses, together with the $\overline{\mathrm{MS}}$ definition of $\sin ^{2} \theta_{W}$, our $(0,0)$ scheme, is the best choice of renormalization scheme it is namely the scheme where NLO corrections are smallest in absolute value. Incidentally, we find that, in our $B_{s} \rightarrow \mu \mu$ case, this scheme is also the one that exhibits the smallest dependence, below $1 \%$, upon the choice of the renormalization scale in the range $\left[M_{Z}, m_{t}\right]$.
By inspection of their analysis for the mentioned scheme, in particular of equations (4.2)(4.4) of their paper, a very simple prescription for the final result for $K \rightarrow \pi \nu \bar{\nu}$ branching ratios (including complete NLO QCD and complete NLO EW corrections) emerges. Adapted to the $B_{s} \rightarrow \mu^{+} \mu^{-}$decay, this prescription is as follows [4]:

- Use eq. (3.1) for $\mathcal{B}_{s, S \mathrm{SM}}^{(0)}$ with

$$
\begin{equation*}
\sin ^{2} \theta_{W}=\sin ^{2} \hat{\theta}_{W}\left(M_{Z}\right)=0.23116(3) \tag{3.20}
\end{equation*}
$$

- Set

$$
\begin{equation*}
Y\left(x_{t W}, x_{h t} ; \alpha_{s}\right)=Y_{0}\left(x_{t W}\right)+\frac{\alpha_{s}(\mu)}{4 \pi} Y_{1}\left(x_{t W}\right) \equiv \eta_{Y} Y_{0}\left(x_{t W}\right), \quad \eta_{Y}=1.0113 \tag{3.21}
\end{equation*}
$$

where $x_{t W}$ is defined by eqs. (3.13) and (3.16). Our value of $\eta_{Y}$ agrees well with 1.012 quoted in the last reference in [83].

The complete electroweak corrections to $B_{s} \rightarrow \mu^{+} \mu^{-}$will be different in the details, due to different box diagrams and the presence of charged leptons in the final state in place of neutrinos. Yet it is plausible to expect that the prescription given above could work in our case as well. It should be stressed that the end reason for this is the large top mass, implying a completely negligible contribution from box topologies as compared to $Z$ penguins.

A further argument for the plausibility of the scheme proposal in ref. [4] is as follows. ${ }^{36}$ It is known that, for any perturbative calculation, both in QCD and electroweak interactions, a particular definition of fundamental parameters and renormalization scale in the leading term allows to minimize NLO corrections. Specifically, one-loop corrections to $\sin ^{2} \theta_{W}$ in general involve counterterms proportional to the two-point functions of the $W$ and the $Z$, that are numerically large because of their dependence on the large top (and Higgs) mass [99]. It has been pointed out that these terms are absent if $\sin ^{2} \theta_{W}$ is renormalized in the $\overline{\mathrm{MS}}$ scheme [100]. A similar argument holds for two-point Green's functions, related to the computation of renormalized masses such as $m_{t}$. In this case, the scheme that allows to absorb the numerically largest counterterms is the on-shell one. This argument supports $r_{s}=0$ and $r_{t}=0$ in eqs. (3.12) and (3.13), i.e. the scheme proposed by ref. [4].

In spite of these considerations, and as already stated, the scheme prescription described here can only be validated by a full-fledged NLO calculation of EW corrections, that has meanwhile been performed in ref. [88]. This calculation, along with the updated averages for $\mathcal{B}_{s, \mathrm{SM}}^{(0)}$ and $\mathcal{B}_{d, \mathrm{SM}}^{(0)}$, will be described in sec. 3.6.

[^25]The above discussion arguably closes the chapter of improvements needed on the shortdistance function of the non-radiative branching ratio (3.1). The next step is to connect this theoretical quantity to the quantity measured by experiment, namely to relate the initial and final states detected by experiment to those used in the theory calculation. Two effects turn out to be important: on the one side, the fact that the final-state muons may actually radiate soft, undetected photons, effect to be discussed in sec. 3.4; furthermore, the fact that the initial-state $B_{s}$ used in the theory branching ratio is not a mass eigenstate and oscillates over time into its antiparticle. If time information is not retrieved in the experimental observable, this effect amounts to a non-negligible correction [85,86], because of the large width difference (in units of the average width difference) between the mass eigenstates. This effect will be discussed in sec. 3.5.

### 3.4 Soft-photon corrections

As already remarked, switching on electromagnetic interactions the $B_{s} \rightarrow \mu^{+} \mu^{-}$transition is unavoidably accompanied by real photon emission. On general grounds we can distinguish two types of radiation: bremsstrahlung and 'direct emission'. The latter is an infelicitous shortcut for 'emission from the $B$-meson valence quarks'. This component vanishes in the limit of small photon energies. It is clear in fact that this component will be relevant only for photon energies large enough to resolve the internal quark structure of the $B$ meson, and for these energies it actually represents a background for the extraction of short-distance information on the $B_{s} \rightarrow \mu^{+} \mu^{-}$amplitude. In the limit of small photon energies the former, bremsstrahlung component is largely dominant. Therefore, a tight cut on the $\mu^{+} \mu^{-}$invariant mass $\left(m_{\mu^{+} \mu^{-}}\right)$, close to $m_{B_{s}}$, allows us to treat radiative corrections in the soft-photon approximation and to suppress the background due to the direct-emission component. Two representative diagrams for the bremsstrahlung and the direct-emission amplitudes are depicted in fig. 9. (The complete set of diagrams can be found in [101].)


Figure 9: Example of bremsstrahlung (left) and respectively direct-emission (right) diagrams for the $B_{s} \rightarrow \mu \mu+\gamma$ decay. The large empty circle denotes the ultraviolet part of the diagram, that below the weak scale is described by a suitable effective operator.

The soft-photon approximation is defined by the kinematic condition $E_{\max } \ll m_{B_{s}} / 2$, with $E_{\max }$ already introduced in eq. (3.10), and denoting the total energy of the photons emitted along with the final-state $\mu^{+} \mu^{-}$. It turns out that, in the soft-photon approximation, and hence restricting to bremsstrahlung emission only, the correction can be summed to all orders, namely to an arbitrary number of real emitted photons, and an arbitrary number of virtual soft-photon insertions. The overall correction amounts to a multiplicative factor, denoted as $\omega\left(E_{\max }\right)$, with respect to the non-radiative rate $[4,102-104]$. The corrected branching ratio reads

$$
\begin{equation*}
\left.\mathcal{B}^{\text {phys }}\left(E_{\max }\right) \equiv \mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}+n \gamma\right)\right|_{\sum E_{\gamma} \leq E_{\max }}=\omega\left(E_{\max }\right) \times \mathcal{B}^{(0)} \tag{3.22}
\end{equation*}
$$

where $\mathcal{B}^{(0)}$ denotes the non-radiative branching ratio, whose SM expression has been given in eq. (3.1).

In the soft-photon approximation, the correction factor defined in eq. (3.22) can be expressed as [4, 102-104]

$$
\begin{align*}
\omega\left(E_{\max }\right) & =\omega_{\mathrm{IB}}\left(E_{\max }\right) \times\left[1+\mathrm{O}\left(\frac{\alpha_{\mathrm{em}}}{\pi}\right)\right]  \tag{3.23}\\
\omega_{\mathrm{IB}}\left(E_{\max }\right) & =\left(\frac{E_{\max }}{m_{B_{s}} / 2}\right)^{\frac{2 \alpha_{\mathrm{em}}}{\pi} b} \tag{3.24}
\end{align*}
$$

where $\alpha_{\mathrm{em}}=1 / 137.036$ is the fine-structure constant and

$$
\begin{equation*}
b \equiv-\left[1-\frac{1}{2 \beta_{\mu \mu}} \ln \left(\frac{1+\beta_{\mu \mu}}{1-\beta_{\mu \mu}}\right)\right], \quad \beta_{\mu \mu}=\left[1-\frac{4 m_{\mu}^{4}}{\left(m_{\mu^{+} \mu^{-}}^{2}-2 m_{\mu}^{2}\right)^{2}}\right]^{1 / 2} \tag{3.25}
\end{equation*}
$$

The term $\omega_{\mathrm{IB}}\left(E_{\max }\right)$ takes into account the emission of an arbitrary number of real photons, with maximal energy in the meson rest frame less or equal to

$$
\begin{equation*}
E_{\max }=\frac{m_{B_{s}}^{2}-m_{\mu^{+} \mu^{-}}^{2}}{2 m_{B_{s}}} \tag{3.26}
\end{equation*}
$$

together with the corresponding virtual corrections, as mentioned. For $E_{\max } \approx 60 \mathrm{MeV}$, the correction amounts to

$$
\begin{equation*}
\omega_{\mathrm{IB}}(60 \mathrm{MeV}) \approx 0.89 \tag{3.27}
\end{equation*}
$$

namely to $\mathrm{a} \approx 11 \%$ suppression of the non-radiative rate.
The correction in eq. (3.27) is numerically large. This fact can be explained intuitively by observing that the two mass scales in the ratio on the r.h.s. of eq. (3.24) are unrelated, and in general vastly different. In turn, to understand the meaning of these two mass scales, it is useful to shortly review the $\omega_{\text {IB }}$ calculation (a detailed, lucid account can be found in [103]). The latter is composed of real-photon and of virtual-photon contributions, both of which are separately infrared-divergent, so that one has to introduce an infrared regulator $\lambda$. Besides, there are two physical ultraviolet cutoffs, one for each half (real- vs. virtual-photon insertions) of the calculation. In the virtual-photon calculation there is a natural ultraviolet cutoff $\Lambda_{V}$, represented by the kinematic limit of the energy of a virtual photon attached to the non-radiative amplitude. This cutoff is of order $m_{B_{s}}$. Thus, for any finite number of virtual photons attached to the non-radiative amplitude, the correction is of the form $-A \log \left(\Lambda_{V} / \lambda\right)$, with $A$ a positive coefficient [103]. When summing over an arbitrary number of virtual photons, the correction exponentiates, yielding the multiplicative correction factor $\left(\lambda / \Lambda_{V}\right)^{A}$. Note therefore that, in the absence of real-emission corrections, and in the physical limit $\lambda \rightarrow 0$, the non-radiative amplitude including the virtual corrections would vanish, by virtue of $A$ being positive. The real-emission corrections have likewise a natural ultraviolet cutoff, represented by the scale $E_{\text {max }}$, the total energy of the undetected real soft photons emitted in the final state - see eq. (3.10). For any finite number of real emitted photons, corrections are again $\operatorname{logs}$ of the form $\log \left(E_{\max } / \lambda\right)$. Summing over an arbitrary number of emitted photons, the correction again exponentiates to $\left(E_{\max } / \lambda\right)^{A}$, where the exponent turns out to be the same as in the virtual-photon calculation. ${ }^{37}$ The product between the virtual- and the real-photon calculation yields therefore $\left(\lambda / \Lambda_{V}\right)^{A} \times\left(E_{\max } / \lambda\right)^{A}$, and the $\lambda$

[^26]dependence cancels out between them, as it should. The total correction therefore assumes the form in eq. (3.24), where we have assumed $\Lambda_{V}=m_{B_{s}} / 2$ (we will comment on this assumption below). It is interesting to note that the smaller $E_{\max }$, i.e. the tighter the requirement that the $\mu \mu$ invariant mass be close to $m_{B_{s}}$, the more important the soft-photon correction becomes; conversely, in the limit where $E_{\max }$ approaches its kinematic limit $m_{B_{s}}$, i.e. in the limit where the $B_{s} \rightarrow \mu \mu$ rate is completely photon-inclusive, the correction factor approaches unity. It is also worth remarking explicitly that in the soft-photon limit, as assumed throughout in the above calculation, the correction factor in eq. (3.24) is universal, is namely one and the same irrespectively of the external states [103]. The reason is that the photon energy is too low to resolve, e.g., the external-state spin. Note that the soft-photon limit is the only limit in which the above calculation can easily be performed for an arbitrary number of photons. In fact, away from this limit, there is no obvious way to e.g. factorize photon loops in virtual-photon corrections.
As already alluded to, the choice of $\Lambda_{V}$ in the calculation is, in principle, arbitrary: different values lead to a redefinition of the unspecified $\mathrm{O}\left(\alpha_{\mathrm{em}} / \pi\right)$ finite term in eq. (3.23). Following ref. [104], in our paper [4] we took $\Lambda_{V}$ to equal its kinematical limit ( $m_{B_{s}} / 2$ ) in order to minimize the residual finite corrections in the $\mathrm{O}\left(\alpha_{\mathrm{em}} / \pi\right)$ term. The latter represents the subleading model-dependent contribution due to infrared-finite virtual corrections and to the residual contribution of real emission, that vanishes in the limit of vanishing photon energy. This term is expected to be below the $1 \%$ level, as we discuss next. The $\mathrm{O}\left(\alpha_{\mathrm{em}} / \pi\right)$ term can in fact be decomposed into the following three parts:
I. The residual real and virtual corrections in the absence of direct couplings of the meson to the photon. With the choice $\Lambda_{V}=m_{B_{s}} / 2$, these corrections amount to $5 \alpha_{\mathrm{em}} /(4 \pi) \approx 0.3 \%$, corresponding to the electromagnetic corrections for the decay of a point-like meson fully inclusive of bremsstrahlung radiation [105].
II. The virtual structure-dependent terms (due to effective non-minimal couplings of the meson to the photon). These terms are model dependent; however, they must respect the helicity suppression of the non-radiative amplitude and do not contain large logs. As a result, they are expected to be of the same size as those in point I.
III. The real contribution of the direct-emission amplitude. Since the direct-emission amplitude for $B_{s} \rightarrow \mu^{+} \mu^{-} \gamma$ is not helicity suppressed, it may represent a significant contribution if the $E_{\max }$ cut is not tight enough. However, according to Low's theorem [106], the interference of bremsstrahlung and direct-emission amplitudes leads to a correction to the rate that vanishes at least quadratically with the photon energy cut. From a naive dimensional analysis, the relative direct-emission contamination, for a given $E_{\text {max }}$ cut, is
\[

$$
\begin{equation*}
\delta_{\mathrm{DE}} \leq 2 b\left(\frac{2 E_{\max }}{m_{B_{s}}}\right)^{2} \times\left[\frac{\alpha}{\pi} \frac{\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-} \gamma\right)_{\mathrm{DE}}}{\mathcal{B}_{s, \mathrm{SM}}^{(0)}}\right]^{1 / 2} \tag{3.28}
\end{equation*}
$$

\]

where $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-} \gamma\right)_{\text {DE }}$ represents the genuine direct-emission branching fraction. According to the estimates in the literature (see ref. [101] and references therein) the latter is $\mathrm{O}\left(\mathrm{few} \times 10^{-8}\right)$. Then, if we assume $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-} \gamma\right)_{\mathrm{DE}}<10^{-7}$ as a conservative estimate, we find that this relative correction is below $1 \%$ for $E_{\max }<100 \mathrm{MeV}$. The recent explicit analysis of ref. [107] confirms this figure.
As a final point, it should be remarked that the derivation leading to eqs. (3.22) and (3.27) assumes a constant efficiency over the whole range of photon-energy integration. Experimentally, this is typically not the case. In a more rigorous treatment, one should convolute the
real- and virtual-photon correction integrals with the appropriate efficiency functions. In this case, the estimate in eq. (3.27) should be regarded as a reference figure against which to compare the rigorous result. As a matter of fact, this is the approach followed by experiments.

## 3.5 $B_{s}-\bar{B}_{s}$ oscillation effects

A last point towards connecting the theoretical with the experimental branching ratio is to take into account that the initial-state $B_{s}$ is not a mass eigenstate, and oscillates into its antiparticle. In an experimental observable where the time information is not retained, this amounts to a systematic correction with respect to the corresponding 'instantaneous' theory quantity. This effect was initially pointed out for $B_{s}$ decays in [108], and its importance in the light of the large $B_{s}$-system width difference [109] reappraised in refs. [85,86], whose line of argument will be shortly reviewed next.
At $p p$ or $e e$ collisions alike, one starts from the production of a $b \bar{b}$ pair, whereby at time $t=0$ the $b$ hadronizes into a $\bar{B}_{s}$ or else the $\bar{b}$ hadronizes into a $B_{s}$. The $t=0$ state is thus a flavor eigenstate. This state then evolves with time, according to evolution equations analogous to (2.19). The corresponding state at a generic proper time $t$ is denoted as $B_{s}(t)$ or $\bar{B}_{s}(t)$, respectively, and eventually decays into a given state of interest. As far as the $B_{s}(t) \rightarrow \mu \mu$ decay is concerned, it should be noted that, experimentally

- there is no flavor tagging, namely one measures the sum of $B_{s}(t) \rightarrow \mu \mu$ and $\bar{B}_{s}(t) \rightarrow \mu \mu$ decays;
- the decay time information is (at least at the time of this writing) not used either.

Therefore, the experimentally-measured branching ratio of interest can be defined as [108]:

$$
\begin{equation*}
\mathcal{B}_{\exp } \equiv\left\langle\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)\right\rangle \equiv \int_{0}^{\infty} d t \frac{\Gamma\left(B_{s}(t) \rightarrow \mu \mu\right)+\Gamma\left(\bar{B}_{s}(t) \rightarrow \mu \mu\right)}{2} . \tag{3.29}
\end{equation*}
$$

The integrand is a sum of two exponentials [108]

$$
\begin{equation*}
\Gamma\left(B_{s}(t) \rightarrow \mu \mu\right)+\Gamma\left(\bar{B}_{s}(t) \rightarrow \mu \mu\right)=R_{H}^{\mu \mu} e^{-\Gamma_{s}^{H} t}+R_{L}^{\mu \mu} e^{-\Gamma_{s}^{L} t} \tag{3.30}
\end{equation*}
$$

with $\Gamma_{s}^{H, L}$ the widths of the heavier and lighter $B_{s}$-system mass eigenstates, and $R_{H, L}$ two positive constants. The dependence on any other quantity relevant to $B_{s}-\bar{B}_{s}$ mixing, in particular the masses $m_{B_{s}^{H}}$ and $m_{B_{s}^{L}}$, cancels in the sum (3.30). This observation makes the integration of eq. (3.29) straightforward, yielding [85]

$$
\begin{equation*}
\mathcal{B}_{\exp }=\frac{1}{\Gamma_{s}}\left(\frac{R_{H}+R_{L}}{2}\right) \frac{1}{1-\Delta \Gamma_{s} /\left(2 \Gamma_{s}\right)}, \tag{3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{s} \equiv \frac{\Gamma_{s}^{L}+\Gamma_{s}^{H}}{2}, \quad \Delta \Gamma_{s} \equiv \Gamma_{s}^{L}-\Gamma_{s}^{H} . \tag{3.32}
\end{equation*}
$$

Note that the derivation leading to eq. (3.31) assumes that the relevant experimental efficiencies, to be collectively indicated with $\epsilon$, be constant with respect to time. A more rigorous treatment involves measuring $\epsilon(t)$, or estimating it otherwise, and convoluting this function with the integrand in eq. (3.30). This procedure is currently being implemented by the LHCb collaboration, as more statistics is accumulated and time-dependent measurements become feasible.

Let us now turn to the theoretical branching ratio. The quantity defined in eq. (3.1) is equivalent to

$$
\begin{equation*}
\left.\mathcal{B}_{\mathrm{th}} \equiv \frac{\Gamma\left(B_{s}(t) \rightarrow \mu \mu\right)+\Gamma\left(\bar{B}_{s}(t) \rightarrow \mu \mu\right)}{2 \Gamma_{s}}\right|_{t=0} \tag{3.33}
\end{equation*}
$$

In fact, the only factor that changes in eq. (3.1) between the $B_{s}(t=0)$ and $\bar{B}_{s}(t=0)$ cases is the CKM coupling going into its complex conjugate. Taking also into account that eq. (3.1) is normalized to the average $B_{s^{\prime}}$-system width, $\Gamma_{s}$, it is clear that the $B_{s^{-}}$or $\bar{B}_{s^{\prime}}$-decay formulae are identical, whence eq. (3.33) follows. Using eq. (3.30) one arrives at

$$
\begin{equation*}
\mathcal{B}_{\mathrm{th}}=\frac{1}{\Gamma_{s}}\left(\frac{R_{H}+R_{L}}{2}\right) \tag{3.34}
\end{equation*}
$$

Comparing eqs. (3.31) and (3.34) one finally has [85]

$$
\begin{equation*}
\mathcal{B}_{\exp }=\mathcal{B}_{\mathrm{th}} \frac{1}{1-y_{s}}, \quad \text { with } \quad y_{s} \equiv \Delta \Gamma_{s} /\left(2 \Gamma_{s}\right) \tag{3.35}
\end{equation*}
$$

Therefore, the $B_{s}-\bar{B}_{s}$ mixing effect amounts to a multiplicative correction between the theoretical and the experimental branching ratios. This correction is of the same order as $\Delta \Gamma_{s} /\left(2 \Gamma_{s}\right)$, namely the relative magnitude between the difference and the sum of the widths of the $B_{s}$-system mass eigenstates. $\Delta \Gamma_{s}$ has been measured with good accuracy by LHCb [109], including its sign [110], yielding

$$
\begin{equation*}
y_{s}=\frac{\Delta \Gamma_{s}}{2 \Gamma_{s}}=+0.088 \pm 0.014 \tag{3.36}
\end{equation*}
$$

The correction in eq. (3.35) amounts therefore to an $\mathrm{O}(10 \%)$ upward shift in the experimental branching ratio with respect to the corresponding theoretical one.

There is actually a straightforward physics explanation for the above shift. Recall that the non-radiative branching ratio in eq. (3.1) is normalized by the average lifetime $\tau_{B_{s}}$ of the $B_{s}$ system. One can immediately check that the correction factor $1 /\left(1-y_{s}\right)=\Gamma_{s} / \Gamma_{s}^{H}$. Therefore, this factor just changes the overall normalization of the branching ratio in eq. (3.1) from $1 / \Gamma_{s}$ to $1 / \Gamma_{s}^{H}$, to account for the fact that it is, to first approximation, only the heavier (and longer lived) between the two mass eigenstates to actually decay into two muons. This statement is equivalent to saying that the double-exponential functional behavior in eq. (3.30) is actually well described by a single exponential.

To conclude this section, we can now slightly generalize relation (3.35), and write down a final formula connecting the theoretically calculated with the experimentally measured $B_{s} \rightarrow \mu \mu$ decay, including also the soft-photon correction presented in the previous section.

First of all, in eq. (3.29) we have, for the sake of presentation of the main argument, taken the upper limit of integration to be infinity. Leaving this upper limit generic, one would define the following, time-integrated branching ratio

$$
\begin{align*}
\left\langle\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)\right\rangle_{[t]} & \equiv \int_{0}^{t} d t^{\prime} \frac{\Gamma\left(B_{s}\left(t^{\prime}\right) \rightarrow \mu \mu\right)+\Gamma\left(\bar{B}_{s}\left(t^{\prime}\right) \rightarrow \mu \mu\right)}{2} \\
& =\kappa^{\mu \mu}\left(t, y_{s}\right)\left\langle\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)\right\rangle_{[t=0]} \\
& \equiv \kappa^{\mu \mu}\left(t, y_{s}\right) \frac{\Gamma\left(B_{s}(t=0) \rightarrow \mu \mu\right)+\Gamma\left(\bar{B}_{s}(t=0) \rightarrow \mu \mu\right)}{2 \Gamma_{s}} \tag{3.37}
\end{align*}
$$

Here we have introduced the $\kappa^{\mu \mu}\left(t, y_{s}\right)$ factor, whose SM expression reads [85]

$$
\begin{equation*}
\kappa_{\mathrm{SM}}^{\mu \mu}\left(t, y_{s}\right)=\frac{1}{1-y_{s}}\left[1-e^{-t / \tau_{B_{s}}} \sinh \left(\frac{y_{s} t}{\tau_{B_{s}}}\right)-e^{-t / \tau_{B_{s}}} \cosh \left(\frac{y_{s} t}{\tau_{B_{s}}}\right)\right] \quad t \xrightarrow{>\tau_{B_{s}}} \frac{1}{1-y_{s}} \tag{3.38}
\end{equation*}
$$

and $y_{s}$ has been introduced in eq. (3.35). Eq. (3.37) thus generalizes eq. (3.35), and it reduces itself to the latter in the limit $t \gg \tau_{B_{s}}$.

We can finally put together eq. (3.22) and eq. (3.37) to arrive to our final formula connecting the theoretical with the experimental branching ratio

$$
\begin{equation*}
\left\langle\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}(\gamma)\right)\right\rangle_{\left[t, E_{\max }\right]}^{\mathrm{SM}}=\kappa_{\mathrm{SM}}^{\mu \mu}\left(t, y_{s}\right) \times \omega\left(E_{\max }\right) \times \mathcal{B}_{s, \mathrm{SM}}^{(0)} \tag{3.39}
\end{equation*}
$$

whereby the l.h.s. is the quantity accessible in experiments, whereas $\mathcal{B}_{s, S M}^{(0)}$ is the nonradiative branching ratio of eq. (3.1).

A few concluding comments are in order:

- The quantity which is more interesting for precise SM tests, and which can easily be affected by new-physics contributions, is $\mathcal{B}^{(0)}$. The correction term $\omega\left(E_{\max }\right)$ is insensitive to new physics, while $\kappa^{\mu \mu}\left(t, y_{s}\right)$ can deviate from its SM expression only in the presence of new-physics models with new CP-violating phases and/or non-standard short-distance operators contributing to the $B_{s} \rightarrow \mu^{+} \mu^{-}$amplitude (see [86]). Most importantly, the two correction terms $\omega\left(E_{\max }\right)$ and $\kappa^{\mu \mu}\left(t, y_{s}\right)$ need to be convoluted with the experimental efficiencies on $E_{\max }$ and $t$, as already mentioned. In principle, they can even be determined experimentally up to their overall normalization, although an experimental determination of both these terms will become feasible only with a significant sample of $B_{s} \rightarrow \mu \mu$ events. As a result, the experimental collaborations usefully provide determinations of $\mathcal{B}^{(0)}$, already corrected for these two terms.
- Since $\omega_{\mathrm{IB}}\left(m_{B_{s}} / 2\right)=1$ and $\kappa_{\mathrm{SM}}^{\mu \mu}\left(t, y_{s}\right) \approx t / \tau_{B s}$ for $t \ll \tau_{B s}$, the theoretical quantity $\mathcal{B}_{s, S M}^{(0)}$ can be identified with the SM branching ratio of a flavor-tagged $B_{s}$ state at small times, fully inclusive of bremsstrahlung radiation only. We stress that the necessity to include the correction factor $\omega\left(E_{\max }\right)$ does depend on the treatment of the electromagnetic radiation in the measurement. In the second reference in [79], as well as in the recent LHCb and CMS $B_{s} \rightarrow \mu \mu$ measurements [80, 81], for example, the signal is simulated fully inclusive of bremsstrahlung radiation and the correction term $\omega\left(E_{\max }\right)$ (properly convoluted) is taken into account in the signal efficiency.
- Finally, it is interesting to note that, for the experimental choice of $E_{\max }$ applied by $\operatorname{LHCb}\left(E_{\max } \approx 60 \mathrm{MeV}\right.$, see second ref. in [79]) and for $t \gg \tau_{B s}$, the two correction terms in eq. (3.39) tend to compensate each other to a large extent.


### 3.6 Prediction for the non-radiative decay and error budget

Barring further systematic effects not yet thought of, the discussion in the previous two sections addresses all the systematic effects that are competitive in size with the parametric errors associated to the non-radiative branching ratio in eq. (3.1). We discuss the latter error component in the present section, and also provide final predictions for the $B_{s} \rightarrow \mu \mu$ and $B_{d} \rightarrow \mu \mu$ decay rates.

By looking at eq. (3.1) as well as the input in table 1, four are the main sources of parametric uncertainty for the $B_{s} \rightarrow \mu \mu$ decay rate. Their impact can be illustrated through
the following parametric formula [4]

$$
\begin{align*}
\mathcal{B}_{s, \mathrm{SM}}^{(0)} & =3.2348 \times 10^{-9} \times\left(\frac{M_{t}}{173.2 \mathrm{GeV}}\right)^{3.07}\left(\frac{f_{B_{s}}}{227 \mathrm{MeV}}\right)^{2}\left(\frac{\tau_{B_{s}}}{1.466 \mathrm{ps}}\right)\left|\frac{V_{t b}^{*} V_{t s}}{4.05 \times 10^{-2}}\right|^{2} \\
& =\left(3.23 \pm 0.15 \pm 0.23_{f_{B_{s}}}\right) \times 10^{-9} \tag{3.40}
\end{align*}
$$

In order of increasing impact on the total error, the main sources of parametric uncertainty are:

- the top mass, that, while entering in eq. (3.40) with a power around three, is known with an accuracy of about 5 per mil. Its impact on the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ relative error is therefore 1.6\%;
- the $B_{s^{\prime}}$-system average lifetime $\tau_{B_{s}}$, known with about $2 \%$ accuracy, and contributing the same relative uncertainty in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$;
- the CKM coupling, known with about $2 \%$ accuracy, but entering quadratically in eq. (3.1), and thus contributing about $4 \%$ relative error;
- the $B_{s}$-meson decay constant $f_{B_{s}}$, that, according to the $3.5 \%$ error quoted in table 1 and quadratic contribution to eq. (3.1), gives the main contribution to the parametric error, of about $7 \%$.

In fact, the $f_{B_{s}}$ error deserves a dedicated discussion. As pointed out in [111], in principle one can get rid of the quadratic $f_{B_{s}}$ dependence in $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right)$by normalizing this observable to $\Delta m_{B_{s}}$, thereby taking advantage of the relatively precise lattice results on the bag parameter of the $\bar{B}_{s}-B_{s}$ mixing amplitude, that enters only linearly the mixing amplitude itself. Moreover, this procedure removes also the dependence on the CKM parameters. Indeed, in 2003 this proposal reduced the uncertainty in $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right)$by a factor of three. However, given the recent progress in the direct determination of $f_{B_{s}}$ from the lattice $[96,112,113]^{38}$ and in the determination of CKM parameters, this strategy is no longer necessary.

As far as the direct lattice determination of $f_{B_{s}}$ is concerned, an impressive progress has been made in the last years [96,112, 113]. These results are summarized in [96] and included in the world average $f_{B_{s}}=(227.6 \pm 5.0) \mathrm{MeV}$ [69]. Using this figure at face value we would get a total error on $\mathcal{B}_{s, S M}^{(0)}$ of $\pm 0.2 \times 10^{-9}$. However, given that this average is largely dominated by a single determination (the second reference in [112]), and given that all the other unquenched estimates of $f_{B_{s}}$ have errors of about $\pm 10 \mathrm{GeV}$, we believe that a $\pm 8 \mathrm{MeV}$ error on $f_{B_{s}}$ - that we deduce from the spread of the central values - is a more conservative estimate of the present uncertainty.

With the input in table 1, and treating all errors as Gaussian, ref. [4] reported the following result for $\mathcal{B}_{s, S \mathrm{SM}}^{(0)}$

$$
\begin{equation*}
\mathcal{B}_{s, \mathrm{SM}}^{(0)}=(3.23 \pm 0.27) \times 10^{-9} \tag{3.41}
\end{equation*}
$$

with namely an $8.4 \%$ total parametric uncertainty, that can be understood as the sum in quadrature of the error components discussed below eq. (3.40). The prediction in eq. (3.41) has been quoted as the reference SM figure by the recent experimental measurements of the $B_{s} \rightarrow \mu \mu$ branching ratio by LHCb [81] and CMS [80].

As discussed in detail in sec. 3.3, meanwhile the complete NLO EW corrections to the short-distance function in eq. (3.1) have been made available in ref. [88]. The authors calculate the NLO EW matching conditions to the Wilson coefficient of the SM operator $\mathcal{O}_{10}$ at the weak scale, and obtain the Wilson coefficient at the scale of the external state, of order $m_{B_{s}}$, by solving RGE equations with anomalous dimension matrices including NLO EW corrections as well. In order to get a better handle on the residual scheme dependence, the final results are presented in three schemes: an on-shell scheme ${ }^{39}$, corresponding to our scheme ( 1,0 ), as described in the itemization on page 44 ; an $\overline{\mathrm{MS}}$ scheme, where all the parameters are running $\overline{\mathrm{MS}}$ parameters, and corresponding to our $(0,1)$ scheme; a hybrid scheme, corresponding to our $(0,0)$ scheme, where the couplings $\alpha_{\mathrm{em}}$ and $\sin \theta_{W}$ are $\overline{\mathrm{MS}}$ renormalized, whereas masses are on-shell. As detailed in sec. 3.3, in ref. [4] we conjectured from the results of [98] that this scheme choice is the one that minimizes the magnitude of NLO EW corrections. This finding is confirmed by the explicit calculation in [88]. As a matter of fact, with the same parametric input, the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ prediction using full NLO EW corrections differs from the one using the prescription of [4] by just $3 \%$. Residual uncertainties due to beyond-NLO EW corrections at the matching as well as at the low scale are estimated to be $\pm 1 \%$ at the level of the branching ratio.

Putting together the calculations of the NLO EW corrections in [88] and of the NNLO QCD ones in [87], ref. [116] presents an updated prediction for the $B_{s} \rightarrow \mu \mu$ branching ratio, that supersedes the one in [4]. For the time-integrated branching ratio of eq. (3.29) they quote [116]

$$
\begin{equation*}
\left\langle\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)\right\rangle=(3.65 \pm 0.23) \times 10^{-9} \tag{3.42}
\end{equation*}
$$

which corresponds to the experimental observable. We can compare this prediction with that of ref. [4]. Using (for consistency with ref. [4]) the $y_{s}$ value in eq. (3.36), one obtains from eq. (3.42) the following $t=0$ branching ratio

$$
\begin{equation*}
\mathcal{B}_{s, S \mathrm{M}}^{(0)}=(3.33 \pm 0.21) \times 10^{-9} \tag{3.43}
\end{equation*}
$$

to be compared with eq. (3.41), corresponding to the prediction in ref. [4].
Beside a slight shift in the central value, the main difference to be noted in eq. (3.43) with respect to (3.41) is the shrinking of the total error, from $8.4 \%$ to $6.3 \%$. Main reason is the different error assumed on $f_{B_{s}}$. Ref. [4] adopts the $f_{B_{s}}$ value and error reported in table 1, and the assumed 8 MeV error figure, corresponding to a $3.5 \%$ relative error, has been justified in sec. 3.6. Conversely, ref. [116] adopts for $f_{B_{s}}$ the most recent update of the $N_{f}=(2+1)$ FLAG compilation [117], which averages (only) the $N_{f}=2+1$ results of refs. [112], noting that more recent calculations with $N_{f}=2+1+1$ [114] are consistent with this average. The latter yields $f_{B_{s}}=227.7 \pm 4.5 \mathrm{MeV}$, corresponding to a relative error of about $2.0 \%$, almost halved with respect to the $f_{B_{s}}$ error assumed in [4].

A further difference is the treatment of the CKM coupling, that for ref. [116] becomes the dominant source of parametric uncertainty. The relevant CKM combination $\left|V_{t b}^{*} V_{t s}\right|$ is extracted from the accurately known ratio $\left|V_{t b}^{*} V_{t s} / V_{c b}\right|=0.980(1)$ [32, 70], for which it is necessary to fix $\left|V_{c b}\right|$. While a clean determination of this matrix element is hampered by the long-standing $\sim 2 \sigma$ discrepancy between the determinations from inclusive and exclusive

[^27]semileptonic decays, the authors of [116] adopt the recent $\left|V_{c b}\right|$ fit from ref. [118], ${ }^{40}$ yielding $\left|V_{c b}\right|=0.0424(9)$. The resulting value for the CKM combination entering $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ is $\left|V_{t b}^{*} V_{t s}\right|=0.04155$, whose $2 \%$ error is dominated by the $\left|V_{c b}\right|$ error. Ref. [4] instead adopts the $\left|V_{t b}^{*} V_{t s}\right|$ quoted in table 1, which comes with a similar error.

In short, the main difference in the treatment of parametric errors between ref. [4] and ref. [116] is the fact that the $f_{B_{s}}$ error is subleading with respect to the CKM error in [116] and the other way around in [4]. This subject is still debatable.

### 3.7 The $B_{d} \rightarrow \mu^{+} \mu^{-}$decay

In all of the above sections we barely have made any reference at all to the $B_{d} \rightarrow \mu \mu$ decay, in order to limit clutter in the already numerous aspects of the discussion. As a matter of fact, the corresponding analysis of the $B_{d} \rightarrow \mu \mu$ decay is a straightforward generalization of the one just presented for $B_{s} \rightarrow \mu \mu$. As far as the three items listed at the end of sec. 3.2 are concerned, the following comments suffice:

- Our analysis of the short-distance part (sec. 3.3), including our scheme-dependence considerations and conjecture, remains unchanged. What is trivially modified in the basic expression in eq. (3.1) are the initial-state constants $m_{B_{s}}, \tau_{B_{s}}, f_{B_{s}}$ and the CKM coupling, as now the index $s$ is replaced by $d$. The input parameters used in the $B_{d} \rightarrow \mu \mu$ analysis of ref. [4] are given in table 1.
- The soft-photon corrections (sec. 3.4) remains likewise unchanged, as the $B_{s}$ and $B_{d}$ masses are very close to each other.
- The effect of $\Delta \Gamma_{d}$ (sec. 3.5) is negligible.

Thus the final expression in eq. (3.39) is replaced by

$$
\begin{equation*}
\left\langle\mathcal{B}\left(B_{d} \rightarrow \mu^{+} \mu^{-}(\gamma)\right)\right\rangle_{\left[t, E_{\max }\right]}^{\mathrm{SM}}=\omega\left(E_{\max }\right) \times \mathcal{B}_{d, \mathrm{SM}}^{(0)} \tag{3.44}
\end{equation*}
$$

Furthermore, using the input in table 1 ref. [4] finds as the analogues of eqs. (3.41) and (3.40) the following results

$$
\begin{gather*}
\mathcal{B}_{d, \mathrm{SM}}^{(0)}=(1.07 \pm 0.10) \times 10^{-10}  \tag{3.45}\\
\mathcal{B}_{d, \mathrm{SM}}^{(0)}=1.0659 \times 10^{-10} \times\left(\frac{M_{t}}{173.2 \mathrm{GeV}}\right)^{3.07}\left(\frac{f_{B_{d}}}{190 \mathrm{MeV}}\right)^{2}\left(\frac{\tau_{B_{d}}}{1.519 \mathrm{ps}}\right)\left|\frac{V_{t b}^{*} V_{t d}}{8.7 \times 10^{-3}}\right|^{2} \\
=\left(1.07 \pm 0.05 \pm 0.09_{f_{B_{d}}}\right) \times 10^{-10} \tag{3.46}
\end{gather*}
$$

Similarly as for the $B_{s}$ case, eq. (3.46) illustrates the impact of the various inputs on the quoted central value and error. In the second line of this equation, we have explicitly separated out the contribution to the error due to $f_{B_{d}}$, which is the most relevant source of uncertainty.

We have quoted the value in eq. (3.45) because it has been used as SM reference by the recent measurements of $\mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)$ by the LHCb and CMS collaborations. Meanwhile, this value has been superseded by the prediction of ref. [116], which reads

$$
\begin{equation*}
\mathcal{B}_{d, \mathrm{SM}}^{(0)}=(1.06 \pm 0.09) \times 10^{-10} \tag{3.47}
\end{equation*}
$$

[^28]barely differing at all from the one of ref. [4].
Finally, eqs. (3.40) and (3.46) translate straightforwardly into a prediction for the ratio of the non-radiative branching ratios, $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right) / \mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)$. Using $f_{B_{s}} / f_{B_{d}}=1.195$ from the separate constants in our table, and indicating its relative error as $\sigma_{f_{s / d}}^{r}$, one easily finds
\[

$$
\begin{equation*}
\frac{\mathcal{B}_{s, \mathrm{SM}}^{(0)}}{\mathcal{B}_{d, \mathrm{SM}}^{(0)}}=30.35\left(1 \pm 0.06 \pm 2 \sigma_{f_{s / d}}^{r}\right) . \tag{3.48}
\end{equation*}
$$

\]

As we will see in the outlook part, this ratio has the same value within the SM and the entire class of models with MFV. Therefore, a measurement not in agreement with eq. (3.48) would be a clear signal of beyond-SM physics and of new flavor spurions beyond the SM Yukawa couplings.

## $3.8 B_{s} \rightarrow \mu \mu$ as a probe of the Yukawa sector

$\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ and $\mathcal{B}\left(B_{d} \rightarrow \mu \mu\right)$ are among the best flavor-physics probes of beyond-SM effects, a first example being effects due to non-standard Higgs sectors. Innumerable studies exist, where plausible model setups are assumed and enhancements on these observables found, typically by orders of magnitude in case of 'nearby', i.e. TeV-scale new physics. Here we will not consider explicitly any of these scenarios. We will instead maintain a modelindependent approach, whereby such effects can be described by contributions to operators in an effective-theory expansion, with Hamiltonian (we follow the normalization of [119])

$$
\begin{equation*}
\mathscr{H}_{\mathrm{eff}}=-\frac{2 G_{F}}{\sqrt{2}} \frac{\alpha}{2 \pi \sin ^{2} \theta_{W}} V_{t b}^{*} V_{t s} \sum_{i=10, S, P}\left(c_{i} \mathcal{O}_{i}+c_{i}^{\prime} \mathcal{O}_{i}^{\prime}\right) \tag{3.49}
\end{equation*}
$$

where the effective operators are defined as

$$
\begin{array}{lll}
\mathcal{O}_{10}=\left(\bar{b} \gamma_{L}^{\mu} s\right)\left(\bar{\ell} \gamma_{\mu} \gamma_{5} \ell\right), & \mathcal{O}_{S}=m_{b}\left(\bar{b} P_{L} s\right)(\overline{\ell \ell}), & \mathcal{O}_{P}=m_{b}\left(\bar{b} P_{L} s\right)\left(\bar{\ell} \gamma_{5} \ell\right) \\
\mathcal{O}_{10}^{\prime}=\left(\bar{b} \gamma_{R}^{\mu} s\right)\left(\bar{\ell} \gamma_{\mu} \gamma_{5} \ell\right), & \mathcal{O}_{S}^{\prime}=m_{s}\left(\bar{b} P_{R} s\right)(\bar{\ell} \ell), & \mathcal{O}_{P}^{\prime}=m_{s}\left(\bar{b} P_{R} s\right)\left(\bar{\ell} \gamma_{5} \ell\right) \tag{3.50}
\end{array}
$$

where, for the sake of simplicity, we have specialized the basis to the $B_{s} \rightarrow \mu \mu$ case. The $B_{d} \rightarrow \mu \mu$ ones is obtained by the obvious replacement $s \rightarrow d$. One may write also operators with tensor Dirac structures. However, their matrix elements necessarily vanish, because, on the quark-bilinear side, the two (antisymmetric) Lorentz indices will be contracted with the only four-vector available, the $B$-meson four-momentum.
The SM case in eq. (3.49) corresponds to setting $c_{10}=-Y\left(x_{t W}\right)$ (see eq. (3.1)) and all the other coefficients to zero. In fact, within the SM the occurrence of scalar and pseudoscalar structures requires a chirality flip on both the quark and the lepton bilinears, implying that the operators $\mathcal{O}_{S, P}^{(1)}$ are suppressed by $m_{b, s} m_{\ell} / M_{W}^{2}$. Since the $m_{\ell} / M_{W}$ suppression factor is present also in the $\mathcal{O}_{10}$ case, the relative suppression of scalar operators with respect to $\mathcal{O}_{10}$ within the SM amounts to $m_{b, q} / M_{W}$ at the amplitude level. As already mentioned, this suppression can be lifted in models where extra fermionic matter can propagate in the loop, so that its mass can replace one of the quark masses (see e.g. [116,119]).
The considerations below eq. (3.50) show already that the delicate SM structure, with the contribution by the $\mathcal{O}_{10}$ operator being by far dominant, is 'easily' spoiled beyond the SM. We would like to now corroborate this statement with plausibility arguments. We will discuss two such arguments, keeping as mentioned a model-independent approach: the first
based on the sensitivity of the $B_{s} \rightarrow \mu \mu$ decay to Yukawa couplings ${ }^{41}$, and the second one on $B_{s} \rightarrow \mu \mu$ as a probe of anomalous $Z$-quark couplings, and based on the results of [5].

This section will be devoted to the first argument. The probably most elemental way to introduce it is the consideration that the short-distance function in the $B_{s} \rightarrow \mu \mu$ rate depends only on one mass ratio, $x_{t}=m_{t}^{2} / M_{W}^{2}$, and that this ratio is large, equalling about 4. One is then led to entertain the case where this ratio goes to infinity, because $m_{t}$ itself goes to the decoupling limit, whereas $M_{W}$ is kept finite. We thus need to understand what happens in this limit of the $Y$ function and of the $\Delta F=1$ effective coupling. The $Y$ function is a gauge-invariant combination of $Z$-penguin and box contributions, sample diagrams of which have been depicted in fig. 8. $Z$-penguin and box contributions are respectively described by the $C_{0}\left(x_{t W}\right)$ and the $B_{0}\left(x_{t W}\right)$ Inami-Lim [58] functions, with gauge dependence canceling in the combination $Y_{0}=C_{0}-B_{0}$. (See e.g. [53] for a pedagogical introduction and explicit formulae.) For any $m_{t}$ value between a few GeV and infinity the by far numerically larger contribution is the one due to the $C_{0}$ function, i.e. to $Z$-penguin diagrams. We can therefore safely neglect box contributions for the rest of this discussion. The $Z$-penguin diagram can be contracted to an effective vertex, see fig. 10, whose top-loop contribution reads [53]

where the $C_{0}$ function reads

$$
\begin{equation*}
C_{0}(x)=\frac{x}{8}\left(\frac{x-6}{x-1}+\frac{3 x+2}{(x-1)^{2}} \log x\right) \tag{3.52}
\end{equation*}
$$

Putting together eqs. (3.51) and (3.52), one sees that in the large- $m_{t}$ limit the $Z$-penguin coupling goes as $G_{F} M_{W}^{2} \times m_{t}^{2} / M_{W}^{2}$, i.e. that it increases as $m_{t}^{2}$. This behavior appears to violate decoupling of the top quark.

In order to understand more closely what is going on, we should isolate Yukawa from gauge interactions. Specifically, let us switch off altogether gauge interactions, by sending $g \rightarrow 0$. This implies that the transverse components of the $W, Z$ bosons do not contribute anymore to the $B_{s} \rightarrow \mu \mu$ amplitude. Furthermore, since in this limit the $W, Z$ bosons are massless, they do not eat up anymore the three Higgs-field components, to be denoted as $\phi^{ \pm}$and $\phi^{0}$ respectively, that provide the longitudinal d.o.f. for the $W, Z$ themselves. It should be noted that, in the $g=0$ limit, and to the extent that the Higgs

Figure 10: Same diagram as the leftmost one in fig. 8 , but for the fact that the $Z$-penguin vertex has been shrunk to a local one. The very short $Z$ boson propagator denotes that this is also a local object, as a consistent effective-theory treatment demands. vev $v$ is kept finite, all the effective-theory diagrams that result from those in fig. 8 when integrating out the $t, W, Z$ propagator - with the diagram in fig. 10 being the dominant one - still make sense: the propagating $W, Z$ d.o.f. are the $\phi^{ \pm}$and $\phi^{0}$, with mass of $\mathrm{O}(v)$. Even in the $g=0$ limit it is therefore sensible to consider the effective Hamiltonian in eq. (3.49). Let us isolate in its expression all the terms

[^29]with non-null mass dimensions, plus those that are functions of $g$. They are
\[

$$
\begin{equation*}
G_{F} \cdot \alpha \cdot Y_{0}\left(x_{t W}\right) \sim \frac{1}{v^{2}} \cdot g^{2} \cdot \frac{m_{t}^{2}}{M_{W}^{2}} \sim \frac{y_{t}^{2}}{v^{2}} \tag{3.53}
\end{equation*}
$$

\]

where in the middle member we have used the fact that in the $g \rightarrow 0$ limit one has $Y_{0}(x) \rightarrow$ $x / 8$, and on the r.h.s. we have used the relations $M_{W}=g v / 2$ and $m_{t}=y_{t} v / \sqrt{2}$, where $y_{t}$ is the top Yukawa coupling.
From eq. (3.53) we see that, in fact, at the level of the effective Hamiltonian the $g$ dependence cancels altogether in the $g \rightarrow 0$ limit. The short-distance dynamics giving rise to this Hamiltonian is therefore dominated by Yukawa interactions, or more specifically by the large top-Yukawa entry. In short, the $g=0$ limit allows to see transparently that in the $B_{s} \rightarrow \mu \mu$ decay it is basically the external-states peculiarity - a pseudoscalar decaying into a lepton pair, implying the absence of a photon penguin by gauge invariance - that selects the interesting configuration where only longitudinal $W, Z$ propagate, i.e. where only Yukawa interactions are at work, as the dominant kinematic configuration.

The above discussion shows that the $B_{s} \rightarrow \mu \mu$ decay is an exquisite probe of the Yukawa sector of the SM, namely of Higgs-quarks interactions. This decay provides in particular an excruciating test of the question whether the Higgs sector consists of a single doublet, as in the SM, or else of, for example, two doublets $H_{1,2}{ }^{42}$ with two separate vevs $v_{1}$ and $v_{2}$. One plausible case thereof is the case where the former doublet gives mass to down-type fermions and the latter to up-type ones. One could in this case assume that $v_{2} \gg v_{1}$, thereby explaining the $m_{t}$ vs. $m_{b}$ hierarchy in terms of a hierarchy between the vevs, while allowing all the third-generation Yukawa couplings to be of $\mathrm{O}(1)^{43}$. The natural parameter to control this scenario is therefore $\tan \beta=v_{2} / v_{1} \gg 1$. As a matter of fact, one finds that $\mathcal{B}\left(B_{s} \rightarrow\right.$ $\mu \mu) \propto \tan \beta^{6}$ in this case, namely that this observable can easily undergo enhancements by orders of magnitude for a TeV -scale Higgs sector. This example demonstrates at the same time the enormous sensitivity of this decay even to very decoupled additional degrees of freedom in the Higgs sector.

Finally, eq. (3.53) also clarifies the apparent non-decoupling behavior observed below eq. (3.52) as $m_{t} \rightarrow \infty$. Since $m_{t} \sim y_{t} v$, the decoupling limit is to be understood as a $v \rightarrow \infty$, and not as a $y_{t} \rightarrow \infty$ limit. In fact we se that in the $v \rightarrow \infty$ limit the product in eq. (3.53) - that summarizes the basic coupling vs. mass behavior of the Hamiltonian in eq. (3.49) - does go correctly to zero. Conversely, in the $y_{t} \rightarrow \infty$ limit, this product increases indefinitely, confirming again that the effective interaction responsible for $B_{s} \rightarrow \mu \mu$ is, to first approximation, built out of Yukawa interactions only.

## $3.9 B_{s} \rightarrow \mu \mu$ as an EW precision test

In the previous section we have provided a general argument for the fact that $B_{s} \rightarrow \mu \mu$ is an excellent probe of new contributions from scalar and pseudoscalar operators, $\mathcal{O}_{S, P}^{(\prime)}$. In this section we turn to the second general argument also mentioned there, namely the fact that $B_{s} \rightarrow \mu \mu$ is likewise an outstanding probe of anomalous $Z$-quark-quark effective couplings, namely of new contributions from the SM operator $\mathcal{O}_{10}$, and especially its righthanded counterpart $\mathcal{O}_{10}^{\prime}$, absent within the SM . Let us consider the effective $Z-\bar{d}_{i}-d_{j}$ coupling depicted in fig. 11. It can be described by the following effective Lagrangian

$$
\begin{equation*}
\mathscr{L}_{\mathrm{eff}}^{Z}=\frac{g}{c_{W}} Z_{\mu} \bar{d}^{i} \gamma^{\mu}\left[\left(g_{L}^{i j}+\delta g_{L}^{i j}\right) P_{L}+\left(g_{R}^{i j}+\delta g_{R}^{i j}\right) P_{R}\right] d^{j} \tag{3.54}
\end{equation*}
$$

[^30]Here $g_{L, R}^{i j}$ denote the effective SM couplings, whereas $\delta g_{L, R}^{i j}$ describe non-standard effects. It is useful to recall here the leading structure of the SM couplings:

$$
\begin{gather*}
\left(g_{L}^{i i}\right)_{\text {tree }}=-\frac{1}{2}+\frac{1}{3} s_{W}^{2}, \quad\left(g_{R}^{i i}\right)_{\text {tree }}=\frac{1}{3} s_{W}^{2} \\
\left(g_{L, R}^{i \neq j}\right)_{\text {tree }}=0 \tag{3.55}
\end{gather*}
$$



Figure 11: General $Z-\bar{d}_{i}-d_{j}$ effective coupling.

At the one-loop level the $g_{L, R}^{i i}$ are gauge dependent, but they assume the following simple and gauge-independent form in the already discussed limit $m_{t} \gg M_{W}$ or $g \rightarrow 0$ :

$$
\begin{equation*}
\left(g_{L}^{i j}\right)_{1-\text { loop }}^{(g=0)}=\frac{m_{t}^{2}}{16 \pi^{2} v^{2}} V_{t i}^{*} V_{t j}, \quad\left(g_{R}^{i j}\right)_{1-\text { loop }}^{(g=0)}=0 \tag{3.56}
\end{equation*}
$$

as one may easily derive from the Feynman rule (3.51) as well.
Let us now consider the flavor-conserving version of the interaction in eq. (3.54), in particular the case $i=j=3$. It will contribute to $Z$-peak observables, accurately measured at LEP, in particular $R_{b}, A^{b}$ and $A_{\mathrm{FB}}^{0 b}$, to be introduced later on. Conversely, the flavor offdiagonal part of this interaction will contribute to $Z$-penguin-dominated FCNC processes, most notably $B_{s} \rightarrow \mu \mu$, as already argued around fig. 10. The interesting observation $[121,122]$ is that there exists a wide class of models where the only relevant deviations from the SM in these two classes of observables can be described in terms of the modified $Z$-boson couplings of eq. (3.54).

Purpose of this section is to compare the effectiveness of $B_{s} \rightarrow \mu \mu$ to that of $Z$-peak observables in constraining these anomalous couplings. In this comparison, we will again try to keep model dependence to a minimum. It turns out that the new-physics contributions parameterized by $\delta g_{L, R}^{i j}$ can be related to the couplings of a manifestly gauge-invariant effective Lagrangian [5],

$$
\begin{equation*}
\mathscr{L}_{\mathrm{eff}}^{\mathrm{NP}}=-\frac{1}{2} \sum_{n, A} \sum_{i, j} \frac{c_{n A}^{i j}}{\Lambda^{2}} O_{n A}^{i j} \tag{3.57}
\end{equation*}
$$

with the following set of dimension-six operators:

$$
\begin{align*}
& \mathcal{O}_{1 L}^{i j}=i\left(\bar{Q}_{L}^{i} \gamma^{\mu} Q_{L}^{j}\right) H^{\dagger} \stackrel{\leftrightarrow}{D}_{\mu} H, \quad \mathcal{O}_{1 R}^{i j}=i\left(\bar{D}_{R}^{i} \gamma^{\mu} D_{R}^{j}\right) H^{\dagger} \stackrel{\leftrightarrow}{D}_{\mu} H \\
& \mathcal{O}_{2 L}^{i j}=i\left(\bar{Q}_{L}^{i} \tau^{a} \gamma^{\mu} Q_{L}^{j}\right) H^{\dagger} \tau^{a} \stackrel{\leftrightarrow}{D} \mu \tag{3.58}
\end{align*}
$$

Defining the flavor indices $\{i, j\}$ in the mass-eigenstate basis of down-type quarks, the mentioned relation between the $\delta g_{L, R}^{i j}$ and the $c_{n A}^{i j}$ is easily found to be

$$
\begin{equation*}
\delta g_{L}^{i j}=\frac{v^{2}}{4 \Lambda^{2}}\left(c_{1 L}^{i j}+\frac{1}{4} c_{2 L}^{i j}\right), \quad \delta g_{R}^{i j}=\frac{v^{2}}{4 \Lambda^{2}} c_{1 R}^{i j} \tag{3.59}
\end{equation*}
$$

In fact, the set of operators in eq. (3.58) is not the complete set of gauge-invariant dimension-six operators contributing to $B_{s} \rightarrow \mu \mu$ and $Z \rightarrow b \bar{b}$ at the tree level. In principle, we can consider also four-fermion (two-quarks/two-leptons) operators, terms of the type $J_{\nu} \times D_{\mu} F^{\mu \nu}$, or terms of the type $H^{\dagger} J_{\mu \nu} \times F^{\mu \nu}$, where $J_{\nu}$ and $J_{\mu \nu}$ are quark bilinears, and $F^{\mu \nu}$ generically denotes the field-strength tensor of $U(1)$ or $S U(2)_{L}$ gauge fields. However, the effects of these operators cannot be described by means of $\mathscr{L}_{\text {eff }}^{Z}$ and we lose
the natural correlation between these two observables. ${ }^{44}$ For this reason in the following we concentrate only on the set of operators in eq. (3.58).
In order to correlate effects in $B_{s} \rightarrow \mu \mu$ and in $Z \bar{b} b$ observables, we need to specify the flavor structure of the effective theory, namely the couplings $c_{n A}^{i j}$. We consider two reference frameworks:

1. the hypothesis of Minimal Flavor Violation (MFV), as defined in ref. [35], already introduced in chap. 1;
2. the generic flavor structure implied by the hypothesis of Partial Compositeness (PC) [123], following the effective-theory approach described in refs. [124, 125].
To make the discussion to follow self-contained, it is useful to very shortly review here the basic aspects of the effective-theory approach to PC $[124,125]$ advocated above. The main advantage of this approach is that, akin to the MFV approach of [35], it allows to organize EFT operators according to their flavor suppression.
The defining property of PC is the assumption that, at a cutoff scale $\Lambda$, the SM fermions, to be generically denoted as $f_{i}^{a}$, couple linearly to operators $\mathscr{O}_{i}^{a}$ of a confining sector, namely

$$
\begin{equation*}
\text { PC-defining interactions }=g_{\rho} \epsilon_{i}^{a} f_{i}^{a} \mathscr{O}_{i}^{a}, \tag{3.60}
\end{equation*}
$$

where the index $a$ labels the SM fermion fields $\left(Q_{L}, u_{R}, \ldots\right)$ and $i$ their flavor; the operators $\mathscr{O}_{i}^{a}$ interpolate the resonances of the confining sector, characterized by the reference mass $m_{\rho}$ and coupling $g_{\rho}$, and the $\epsilon_{i}^{a}$ accordingly measure the degree of compositeness of the fermion $f_{i}^{a}$ : if a given $\epsilon$ is zero, the corresponding fermion is not coupled to the composite sector, hence it is elementary, as in the SM; conversely, for $\epsilon \sim 1$, the given fermion can be interpreted as a fully composite state (see [125] for a nice introduction).
From eq. (3.60) it is evident that the relevant low-energy d.o.f. are not $f_{i}^{a}$, but rather $\epsilon_{i}^{a} f_{i}^{a}$. Hence, building our effective theory out of the $\epsilon_{i}^{a} f_{i}^{a}$, the flavor structure will be automatically fixed - apart from $\mathrm{O}(1)$ factors that will be immaterial to our main points. From the form of the low-energy Lagrangian ${ }^{45}$ implied by the assumption (3.60) one evinces the following structure for the familiar SM Yukawa matrices [125]

$$
\begin{equation*}
\left(Y_{u}\right)_{i j} \sim g_{\rho} \epsilon_{i}^{q} \epsilon_{j}^{u}, \quad\left(Y_{d}\right)_{i j} \sim g_{\rho} \epsilon_{i}^{q} \epsilon_{j}^{d}, \tag{3.61}
\end{equation*}
$$

where $\sim$ denotes that this form is fixed up to $\mathrm{O}(1)$ unknown matrices in flavor space, related to the hypothesis of flavor anarchy in the composite sector. Relations (3.61) can be understood intuitively by taking two instances of the interaction in eq. (3.60) and integrating out the composite operators $\mathscr{O}$. The result is a low-energy interaction bilinear in the SM fermion fields and in their respective amounts of compositeness.

We can now go back to our main line of discussion, concerned with studying correlated effects to $B_{s} \rightarrow \mu \mu$ and to $Z \bar{b} b$ observables within the two reference frameworks of MFV or PC. The discussion to follow will show that, in either case of MFV or PC, flavor-violating and flavor-conserving couplings will be proportional to two universal shifts: $\delta g_{L}$ and $\delta g_{R}$. Once these two couplings are specified, also predictions for $B_{s} \rightarrow \mu \mu$ and $Z \bar{b} b$ observables are.
In the MFV framework there is a strict correlation between flavor-diagonal (but non-
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case
universal) and flavor-violating couplings of the operators listed in eq. (3.58). Restricting to the contributions relevant to this correlation, the effective couplings can be decomposed as follows:

$$
\begin{align*}
\left(c_{n L}^{i j}\right)^{\mathrm{MFV}} & =a_{n L} \times\left(Y_{u} Y_{u}^{\dagger}\right)_{i j} \approx a_{n L} \frac{2 m_{t}^{2}}{v^{2}} V_{t i}^{*} V_{t j}  \tag{3.62}\\
\left(c_{1 R}^{i j}\right)^{\mathrm{MFV}} & =a_{1 R} \times\left(Y_{d}^{\dagger} Y_{u} Y_{u}^{\dagger} Y_{d}\right)_{i j} \approx a_{1 R} \frac{4 m_{d_{i}} m_{d_{j}} m_{t}^{2}}{v^{4}} V_{t i}^{*} V_{t j} \tag{3.63}
\end{align*}
$$

where $a_{n L, R}$ are unknown $\mathrm{O}(1)$ couplings and $Y_{u, d}$ are the SM Yukawa couplings. The last equalities in eqs. (3.62), (3.63) hold after rotating the Yukawa matrices in the mass-eigenstate basis of down-type quarks, where $Y_{u}=V^{\dagger} \lambda_{u}$ and $Y_{d}=\lambda_{d}$, with $\lambda_{u, d}$ diagonal matrices [35].

From eqs. (3.62) and (3.63) it follows that we can parameterize all the $\delta g_{L, R}^{i j}$ in terms of two flavor-blind parameters, $\delta g_{L, R}$, as mentioned. The latter are defined by

$$
\begin{equation*}
\left(\delta g_{L}^{i j}\right)^{\mathrm{MFV}}=\frac{V_{t i}^{*} V_{t j}}{\left|V_{t b}\right|^{2}} \delta g_{L}, \quad\left(\delta g_{R}^{i j}\right)^{\mathrm{MFV}}=\frac{m_{d_{i}} m_{d_{j}}}{m_{b}^{2}} \frac{V_{t i}^{*} V_{t j}}{\left|V_{t b}\right|^{2}} \delta g_{R} \tag{3.64}
\end{equation*}
$$

The normalization has been chosen such that $\delta g_{L, R}$ can be directly identified with the $i=$ $j=3$ shifts relevant to $Z \bar{b} b$ observables, namely

$$
\begin{equation*}
\delta g_{L(R)}^{b} \equiv \delta g_{L(R)}^{33}=\delta g_{L(R)} \tag{3.65}
\end{equation*}
$$

With this identification, $\delta g_{L, R}$ corresponds to the usual definition of the modified $Z \rightarrow b \bar{b}$ couplings [126]. As can be seen, in the left-handed sector the flavor structure is identical to the one of the leading one-loop contribution within the SM, reported in eq. (3.56). In the right-handed sector the structure is different but the effects are expected to be very small due to the strong suppression of down-type masses. Indeed, eqs. (3.59)-(3.65) imply

$$
\delta g_{L}^{\mathrm{MFV}}=\frac{m_{t}^{2}\left|V_{t b}\right|^{2}}{2 \Lambda^{2}}\left(a_{1 L}+\frac{1}{4} a_{2 L}\right), \quad \delta g_{R}^{\mathrm{MFV}}=\frac{m_{b}^{2} m_{t}^{2}\left|V_{t b}\right|^{2}}{v^{2} \Lambda^{2}} a_{1 R}
$$

Since all the $a_{n L, R}$ couplings are expected to be of $\mathrm{O}(1)$, the above relation displays that, within MFV, the $\delta g_{R}$ shift is naturally suppressed by $m_{b}^{2} / v^{2}$ with respect to the $\delta g_{L}$ one.

A completely analogous derivation can be carried out in the case of PC. In this framework the correlation between flavor-diagonal and flavor-violating couplings is determined up to unknown $\mathrm{O}(1)$ parameters, as already commented on after eq. (3.61). In this case, following the notation of ref. [125], we expect

$$
\begin{align*}
& \left(c_{n L}^{i j}\right)^{\mathrm{PC}} \sim \frac{g_{\rho}^{2} \Lambda^{2}}{m_{\rho}^{2}} \epsilon_{i}^{q} \epsilon_{j}^{q} \propto\left|V_{t i}\right|\left|V_{t j}\right|  \tag{3.66}\\
& \left(c_{1 R}^{i j}\right)^{\mathrm{PC}} \sim \frac{g_{\rho}^{2} \Lambda^{2}}{m_{\rho}^{2}} \epsilon_{i}^{d} \epsilon_{j}^{d} \propto \frac{m_{d_{i}} m_{d_{j}}}{v^{2}\left|V_{t i}\right|\left|V_{t j}\right|} \tag{3.67}
\end{align*}
$$

On the r.h.s. of these relations we have eliminated the $\epsilon_{i}^{q, d}$ in favor of quark masses and CKM angles by means of the relations $[124,125]$

$$
\begin{equation*}
\frac{\left|\epsilon_{i}^{q}\right|}{\left|\epsilon_{j}^{q}\right|} \sim \frac{\left|V_{t i}\right|}{\left|V_{t j}\right|}, \quad \frac{\left|\epsilon_{i}^{q} \epsilon_{i}^{d}\right|}{\left|\epsilon_{j}^{q} \epsilon_{j}^{d}\right|} \sim \frac{m_{d_{i}}}{m_{d_{j}}} . \tag{3.68}
\end{equation*}
$$

Even without a detailed reading of $[124,125]$, the r.h.s. of eq. (3.66) is actually straightforward to obtain, keeping in mind relations (3.61) and adopting the convenient quark-field
basis already advocated below eqs. (3.62)-(3.63), wherein $Y_{d}$ is diagonal, and $Y_{u}=V^{\dagger} \lambda_{u}$. As can be seen from eqs. (3.66)-(3.67), up to $\mathrm{O}(1)$ factors the flavor structure of the lefthanded couplings is the same as in the MFV framework. On the other hand, the structure is significantly different in the right-handed sector, where larger effects are now possible in the flavor-violating case. Ignoring $\mathrm{O}(1)$ factors, we parameterize the structure of the two couplings in the PC framework as follows:

$$
\begin{equation*}
\left(\delta g_{L}^{i j}\right)^{\mathrm{PC}}=\frac{\left|V_{t i}\right|\left|V_{t j}\right|}{\left|V_{t b}\right|^{2}} \delta g_{L}, \quad\left(\delta g_{R}^{i j}\right)^{\mathrm{PC}}=\frac{m_{d_{i}} m_{d_{j}}}{m_{b}^{2}} \frac{\left|V_{t b}\right|^{2}}{\left|V_{t i}\right|\left|V_{t j}\right|} \delta g_{R} \tag{3.69}
\end{equation*}
$$

Similarly to relations (3.64), these relations are completely general within the PC framework, and parameterize the $\delta g_{L, R}^{i j}$ in terms of two flavor-blind numbers, $\delta g_{L, R}^{\mathrm{PC}}$, as advertised at the beginning of this section. Again the normalization has been chosen in order to satisfy eq. (3.65), so that $\delta g_{L, R}^{\mathrm{PC}}$ are directly the $Z \bar{b} b$ shifts. With such choice, one also finds

$$
\begin{equation*}
\delta g_{L}^{\mathrm{PC}} \sim\left(\frac{g_{\rho} \epsilon_{3}^{q} v}{2 m_{\rho}}\right)^{2}, \quad \delta g_{R}^{\mathrm{PC}} \sim \frac{1}{2}\left(\frac{m_{b}}{\epsilon_{3}^{q} m_{\rho}}\right)^{2} \tag{3.70}
\end{equation*}
$$

## Analysis

The previous considerations can be summarized by stating that, within the two reference frameworks of MFV or PC, possible departures from the SM predictions in the $Z \bar{b} b$ couplings and in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ can be parameterized in terms of the two couplings $\delta g_{L, R}$ defined in eq. (3.64) for MFV or in eq. (3.69) for PC. We are now ready to discuss the observables.

Concerning $Z$-peak observables, the $\delta g_{L, R}$ shifts are constrained by $R_{b}, A^{b}$ and $A_{\mathrm{FB}}^{0 b}$. A detailed discussion of all these observables can be found in [126]. To make our discussion perspicuous, we will shortly repeat their definition here. $R_{b}$ is defined as the width of $Z \rightarrow b \bar{b}$, denoted as $\Gamma_{b}$, normalized to the total width of $Z \rightarrow q \bar{q}$, whereby one typically takes $\Gamma_{c} \approx \Gamma_{u}$ and $\Gamma_{s} \approx \Gamma_{d}$ (see e.g. [127]). For a generic fermion $f$, the asymmetry $A^{f}$ is defined as [126]

$$
\begin{equation*}
A_{f} \equiv \frac{\left(g_{L}^{f}\right)^{2}-\left(g_{R}^{f}\right)^{2}}{\left(g_{L}^{f}\right)^{2}+\left(g_{R}^{f}\right)^{2}}, \tag{3.71}
\end{equation*}
$$

where $g_{L, R}^{f}$ denotes the left- and respectively right-handed couplings between the $Z$ and the fermion $f$. Finally, $A_{\mathrm{FB}}^{0 b}$ may be defined as follows [126]

$$
\begin{equation*}
A_{\mathrm{FB}}^{0 b}=\frac{3}{4} A^{e} A^{b} \tag{3.72}
\end{equation*}
$$

and represents the forward-backward asymmetry, averaged over the beam ( $e$ ) and final-state (b) polarizations.

The state-of-the-art SM calculations for these quantities, to which it is straightforward to add the generic shifts in eq. (3.65), can be implemented following ref. [126], taking also into account the recent SM estimate of $R_{b}$ in ref. [127]. These quantities can then be fitted to the averages of experimental results collected in table 3 , where we also report the main inputs necessary for their evaluation beyond the lowest order. All the inputs collected in this table are those used in ref. [5].

The resulting allowed regions at $68 \% \mathrm{CL}$ and $95 \% \mathrm{CL}$ in the $\delta g_{R^{-}} \delta g_{L}$ plane are shown in fig. 12. As can be noticed, for both $\delta g_{L}$ and $\delta g_{R}$ the fit prefers positive non-zero values, and

$$
\begin{array}{lr|l}
M_{h}=125 \mathrm{GeV} & {[18]} & \Delta \alpha_{\text {had }}^{(5)}=0.02772 \\
M_{t}=173.2(0.9) \mathrm{GeV} & {[128]} & R_{b}=0.21629(66) \\
\alpha_{s}\left(M_{Z}\right)=0.1184(7) & {[92]} & A^{b}=0.923(20) \\
\alpha^{-1}\left(M_{Z}\right)=127.937 & {[91]} & A_{\mathrm{FB}}^{0 b}=0.0992(16) \\
\hline
\end{array}
$$

Table 3: Input parameters relevant for the $Z \rightarrow b \bar{b}$ constraints as used in ref. [5]. Quantities without an explicit reference are taken from ref. [26]. We do not show the errors for quantities whose uncertainty has a negligible impact on our numerical analysis.


Figure 12: Constraints on the couplings $\delta g_{L, R}$ describing the modified $Z$-boson couplings to downtype quarks. The inner and outer ellipses denote respectively the $68 \%$ and $95 \%$ CL regions as obtained from $Z \bar{b} b$ observables. The region delimited by solid blue lines denotes the constraint from the $95 \%$ CL experimental range for $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ in eq. (3.75), while those comprised between dotted lines are obtained with the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ accuracy expected by 2018 (see text for details). Left panel: $\delta g_{L}$ constraint from $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ under the hypotheses of either MFV or PC. Right panel: $\delta g_{R}$ constraint from $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ under the hypothesis of PC.
the SM point ( $\delta g_{R}=\delta g_{L}=0$ ) is outside the $95 \%$ CL region. The upper limits for the two parameters are

$$
\begin{equation*}
\left|\delta g_{L}\right|_{Z \bar{b} b}<4.5 \times 10^{-3}, \quad\left|\delta g_{R}\right|_{Z \bar{b} b}<3.0 \times 10^{-2} \quad[95 \% \mathrm{CL}], \tag{3.73}
\end{equation*}
$$

in good agreement with the results recently reported in the analysis of ref. [129].
A comment is in order concerning the $Z$-peak input quantities to the EW-fit ellipse in fig. 12. The $\mathrm{O}(2) \sigma$ tension between the EW-fit minimum and the SM expectation was, at the time of publication of ref. [5], mostly driven by $A_{\mathrm{FB}}^{0 b}$ and, to a lesser extent, by $R_{b}$. In fact, the discrepancy between the SM point $\left(\delta g_{R}=\delta g_{L}=0\right)$ and experiment was $2.5 \sigma$ and $2.1 \sigma$ for $A_{\mathrm{FB}}^{0 b}$ and $R_{b}$, respectively. The rather large discrepancy in $R_{b}$ was new, and caused by the improved two-loop calculation of ref. [127], which exhibited an unexpectedly large negative correction (see also ref. [130], in particular its figure 1). After publication of [5], the $R_{b}$ result in [127] underwent a major revision (erratum), resulting in a sizable reduction of the two-loop correction. As a matter of fact, after this revision the agreement between the SM $R_{b}$ prediction and experiment is at the level of $1.2 \sigma$. As far as fig. 12 is concerned, the effect of this update is to move the EW-fit ellipse slightly upwards. The fit minimum (small dot
within the ellipse) moves from $\left\{\delta g_{R}, \delta g_{L}\right\}=\{0.015,0.0013\}$ to $\left\{\delta g_{R}, \delta g_{L}\right\}=\{0.015,0.0020\}$, and the SM point remains outside of the outmost ellipse ( $95 \%$ CL region). The results in [5] are therefore hardly affected at all and we can stick with the limits in eq. (3.73).

Let us now compare these limits with those obtained from the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ measurement within the frameworks of MFV or PC. The $\delta g_{L, R}^{32}$ couplings shift linearly the $Z$-penguin contribution to the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ amplitude. These shifts can easily be translated into shifts on the short-distance function appearing in the SM formula for the branching ratio (see e.g. ref. [4]). To good accuracy, the effect can simply be described by

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)=\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{SM}} \times\left|1+\frac{\sqrt{2} \pi^{2}}{G_{F} m_{W}^{2} V_{t b}^{*} V_{t s}} \frac{\left(\delta g_{L}^{32}-\delta g_{R}^{32}\right)}{Y_{\mathrm{SM}}}\right|^{2} \tag{3.74}
\end{equation*}
$$

where $Y_{\text {SM }} \approx 0.957$ denotes the $\mathrm{SM} Y$ function. ${ }^{46}$ Using the $95 \%$ CL range on the flavoraveraged branching ratio reported by the LHCb 'evidence-paper' on $B_{s} \rightarrow \mu \mu[78]$

$$
\begin{equation*}
1.1 \times 10^{-9}<\overline{\mathcal{B}}_{\exp }<6.4 \times 10^{-9} \tag{3.75}
\end{equation*}
$$

and the central value of the SM prediction in eq. (3.1) (at this level of accuracy the theoretical error is negligible), ref. [5] obtains the following bounds on $\delta g_{L}$ and $\delta g_{R}$ :

$$
\begin{aligned}
\left|\delta g_{L}\right|_{B_{s} \rightarrow \mu \mu}^{\mathrm{MFV}, \mathrm{PC}}<2.3 \times 10^{-3}, \quad & \left|\delta g_{R}\right|_{B_{s} \rightarrow \mu \mu}^{\mathrm{MFV}}<1.0 \times 10^{-1} \\
& \left|\delta g_{R}\right|_{B_{s} \rightarrow \mu \mu}^{\mathrm{PC}}<1.6 \times 10^{-4}
\end{aligned}
$$

## Present

 boundsThese bounds have been obtained considering the effects of the two couplings separately (i.e. barring the possibility of cancellations between $\delta g_{L}$ and $\delta g_{R}$, on which we will comment at the end of this section) and ignoring the fine-tuned configuration where the non-standard amplitude is about twice, and opposite in sign, compared to the SM one (a possibility that is highly disfavored by the $Z \rightarrow b \bar{b}$ constraints [122]).

These bounds are also depicted in fig. 12 as horizontal or vertical bands delimited by solid lines. From the figure it is evident that, even with its large error, the recent evidence for $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ provides a constraint on $\left|\delta g_{L}\right|$ - under either of the MFV or PC hypotheses more stringent than the one obtained from the $Z \rightarrow b \bar{b}$ observables. Furthermore, the constraint on the $\left|\delta g_{R}\right|$ coupling within PC is stronger than the one obtained from $Z \rightarrow b \bar{b}$ by more than two orders of magnitude. This circumstance is well represented by the right panel of fig. 12, where the thickness of the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$-allowed band (vertical blue 'line') is not resolved at the scale of the electroweak-fit ellipse. This implies that, within anarchic PC models, the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ bound forbids any significant contribution to $Z \rightarrow b \bar{b}$ observables able to decrease the existing tension between data and theoretical predictions.

As far as the bounds on the effective scale of new physics are concerned, in both frameworks the constraints derived from the $\left|\delta g_{L}\right|$ bound in eq. (3.76) are largely dominant. They can be summarized as follows:

$$
\begin{equation*}
\Lambda>2.6 \mathrm{TeV} \quad\left[\operatorname{MFV}\left(\delta g_{L}\right)\right], \quad m_{\rho}>\left(g_{\rho} \epsilon_{3}^{q}\right) \times 2.6 \mathrm{TeV} \quad\left[\mathrm{PC}\left(\delta g_{L}\right)\right] \tag{3.77}
\end{equation*}
$$

the equality of the numerical coefficient in the two cases being an accident due to the approximate relation $m_{t}\left|V_{t b}\right| \approx v / \sqrt{2}$. It is also worth mentioning the $m_{\rho}$ bound implied by $\left|\delta g_{R}\right|$ in PC ,

$$
\begin{equation*}
m_{\rho}>\frac{0.23 \mathrm{TeV}}{\epsilon_{3}^{q}} \quad\left[\mathrm{PC}\left(\delta g_{R}\right)\right] \tag{3.78}
\end{equation*}
$$

[^32]that becomes relevant in the limit $\epsilon_{3}^{q} \ll 1$, in which the bound from $\left|\delta g_{L}\right|$ gets weaker.

While the bounds in eq. (3.76) are per se interesting, the present experimental error on $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ does not do full justice to the sensitivity of this observable to possible modified $Z$-boson couplings. Therefore, ref. [5] also considered the case of a $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ measurement with central value as in eq. (3.1) and error of $\pm 0.3 \times 10^{-9}$, that can be considered a realistic estimate of the experimental sensitivity to this observable around 2018. This statement takes into account the LHCb projections from ref. [77], and the fact that CMS will likely produce a measurement with similar accuracy. We also assume a still subleading theoretical error, as expected from the steady progress in the lattice determination of the $B_{s}$ decay constant $[96,112-114]$. With these assumptions on the projected total error on $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$, the $95 \%$ CL bounds on $\delta g_{L, R}$ become

$$
\begin{align*}
\left|\delta g_{L}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{MFV}, \mathrm{PC}}<4.6 \times 10^{-4}, \quad & \left|\delta g_{R}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{MFV}}<2.0 \times 10^{-2} \\
& \left|\delta g_{R}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{PC}}<3.3 \times 10^{-5} \tag{3.79}
\end{align*}
$$

and the bounds in eqs. (3.77) and (3.78) improve by a factor of about two. The comparison between eq. (3.79) and eq. (3.73) illustrates the potential of uncovering even tiny newphysics deviations in the $Z$-boson couplings to down-type quarks via $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$. Note that, in the pessimistic case where no deviations from the SM prediction are observed in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$, even the bound on $\delta g_{R}$ within MFV will become more stringent compared to the one obtained from the $Z \rightarrow b \bar{b}$ observables.

Finally, as anticipated, the bounds in eq. (3.76) and eq. (3.79) do not take into account the possibility of cancellations in the case where both $\delta g_{L}$ and $\delta g_{R}$ are switched on simultaneously. In practice, admitting such possibility does not lead to any significant changes in the plots of fig. 12. As expected from the hierarchical nature of the bounds in eqs. (3.76) or (3.79), the allowed region in the case of simultaneously non-zero $\delta g_{L}$ and $\delta g_{R}$ is dominated by the region allowed by the strongest constraint, namely $\delta g_{L}$ in the case of MFV and $\delta g_{R}$ in the case of PC.

Projected bounds

## 4 Outlook

In sec. 1.4, and especially in the 'dedicated' sec. 1.6 we have provided numerous arguments in support of a flavor-physics experimental and theoretical program. The bottom line was the identification of rare decays and CP violation as two promising sets of observables, wherein to look for however small, but clear-cut deviations with respect to the SM pattern of predictions. 'However small' emphasizes that, in the absence of firm indications on the scale - hence on the size - of beyond-SM effects, we should be prepared to deviations as small as $1 \%$ or even less. Therefore, emphasis should be put on improving accuracies as much as possible, because this will make the scales probed by flavor-physics observables higher and higher. In turn, 'clear-cut' is intended as unambiguously separable from poorly calculable SM dynamics, notably non-perturbative QCD. This implies that, before any beyond-SM speculation, a substantial part of the theoretical program should be devoted to improving our knowledge of the SM 'background'.

The previous chapters 2 and 3 provide two rather neat examples of the two directions indicated above as promising: CP violation in chapter 2 and rare decays in chapter 3. Furthermore, in the just-advocated spirit of giving theoretical priority to the SM 'background', chapters 2 and 3 provide examples of progress towards a better understanding of the SM prediction in the two mentioned directions. As such, these two examples are well suited for an extrapolation to the future, as is the aim of the present outlook chapter.

### 4.1 Paths towards improving the accuracy of the $\epsilon_{K}$ prediction

In chapter 2 we have emphasized how progress on certain inputs to $\epsilon_{K}-$ most notably on the bag parameter $\hat{B}_{K}$ and on long-distance corrections - have permitted to unveil a tension with another SM test of CP violation, namely $\sin 2 \beta$. Data have meanwhile evolved so as to make the tension practically disappear, as discussed in sec. 2.6. However, the $\epsilon_{K}-\sin 2 \beta$ test - that can be visualized as the intercept between the $\epsilon_{K}$ hyperbola and the $\sin 2 \beta$ ray within 'Unitarity-Triangle' plots in the $\bar{\rho}-\bar{\eta}$ plane - remains one of the most excruciating tests of CP violation, and non-SM effects may well be behind the corner. In fact, it should be kept in mind that, as discussed in sec. $1.5, \mathrm{CP}$ violation in $K^{0}-\bar{K}^{0}$ mixing is the most powerful among the flavor-physics constraints on beyond-SM effects: by virtue of its CKM suppression, it allows to probe, with present accuracies, scales as high as 10000 TeV for generic new-physics couplings, as eq. (1.9) shows.

In order to make progress on the possibility of an $\epsilon_{K}-\sin 2 \beta$ tension hidden by present accuracies, it is crucial to improve in particular the uncertainties on $\hat{B}_{K}$, on the CKM matrix element $\left|V_{c b}\right|$, and on the CKM angle $\gamma$. We will next shortly review the prospects for improvements on these three quantities.

## The bag parameter $\hat{B}_{\boldsymbol{K}}$

The $\epsilon_{K}-\sin 2 \beta$ tension spurred more accurate lattice-QCD calculations of the $\Delta S=2$ matrix element, or of the bag parameter $\hat{B}_{K}$, in terms of which this matrix element is usually parameterized. Here we would like to discuss the $\hat{B}_{K}$ uncertainty and its prospects of improvement. It is fair to say that this second issue is rather difficult to predict, especially because the lattice-QCD approach involves some intrinsic challenges, most of which have been with us since lattice-QCD first proposal [131]. To appreciate where these challenges lie it is useful to provide here a few-sentence introduction to the subject. ${ }^{47}$

[^33]Lattice QCD is a definition of QCD in discretized, Euclidean spacetime, that allows the numerical evaluation of non-perturbative matrix elements within Feynman's path-integral approach. Weak interactions are included through their operator product expansion, whereby one separates out short-distance and long-distance physics via the product between Wilson coefficients and local effective operators. A typical weak process has in fact the form - for concrete examples from this manuscript see eqs. (2.46)-(2.48) for $\epsilon_{K}$ or eq. (3.1) for the $B_{s} \rightarrow \mu \mu$ branching ratio

$$
\begin{equation*}
\text { observable }=\text { known factor } \times\langle\mathscr{O}\rangle \tag{4.1}
\end{equation*}
$$

where $\mathscr{O}$ denotes an effective operator (we take here the case of a single operator in order not to uselessly clutter notation), whereas the 'known factor' represents the product of the Wilson coefficient, including in particular its CKM coupling, and of the phase-space factor, which is also specified once the process is. $\langle\mathscr{O}\rangle$ denotes the matrix element between $\mathscr{O}$ and the external states of the process of interest, and this is the object to calculate on the lattice, using its path-integral definition

$$
\begin{equation*}
\langle\mathscr{O}\rangle=\frac{1}{Z} \int d \mathscr{A} d \Psi_{\text {sea }} d \bar{\Psi}_{\text {sea }} e^{-S_{\mathrm{QCD}}\left(\mathscr{A}, \Psi_{\mathrm{sea}}, \bar{\Psi}_{\mathrm{sea}}\right)} \mathscr{O}\left(\mathscr{A}, \Psi_{\mathrm{val}}, \bar{\Psi}_{\mathrm{val}}\right) \tag{4.2}
\end{equation*}
$$

Here $S_{\mathrm{QCD}}$ indicates the QCD action in Euclidean metric, and $\Psi_{\text {sea }}$ and $\Psi_{\text {val }}$ represent the sea and respectively the valence quark fields. $Z$ is the partition function, and serves to properly normalize the matrix element: it is defined such that $\langle 1\rangle=1$. Lattice calculations reduce the continuously infinite-dimensional integral in eq. (4.2) into a multi-dimensional integral, where the dimension equals $V \times N_{c} \times N_{s} \times N_{f}$. Here $V$ is the number of simulated spacetime-lattice points, $N_{c}=3$ the QCD colors, $N_{s}=4$ the d.o.f. for each spinor field, and $N_{f}$ the number of flavors. Considering that a typical figure for $V$ is $32^{3} \times 64$ (the last number being the number of points in the time direction), it is clear that the integral is still extremely large, and needs to be evaluated through Monte Carlo importance sampling.

It should be intuitively clear at this point that connecting the lattice evaluation of a given matrix element to the actual physical one requires a number of extrapolations, each one leading to an associated uncertainty. The most obvious such extrapolations are the one from the finite lattice spacing to the continuum limit of spacetime, and the extrapolation from finite to infinite volume. Furthermore, being computationally expensive to simulate $u$ and $d$ quarks at their physical masses, simulations are typically carried out with heavier pions, so that extrapolations to their physical mass values are also necessary, implying a chiral-extrapolation error. ${ }^{48}$ Moreover, the regularization and renormalization schemes most natural for lattice quantities are those that use explicitly the lattice spacing as ultraviolet regulator. In this case, a scheme matching must be performed to express these quantities in a continuum scheme such as $\overline{\mathrm{MS}}$. Since continuum schemes are perturbative, whereas (often) lattice ones are not, scheme conversion usually amounts to a further systematic uncertainty, associated in particular with the truncation of the perturbative series.

The above considerations are meant to give a perception of the challenges intrinsic in the lattice approach to $\mathrm{QCD},{ }^{49}$ and to bring notice to the fact that lattice-QCD errors are not just the statistical errors associated with the Monte Carlo sampling; they are actually dominated by systematic components, and as such should be taken cum grano salis.

This being said, lattice $Q C D$ is today a mature field, thanks to a 30 -year long progress

[^34]in algorithms, computational resources and remarkable conceptual developments in each of the issues mentioned in the above paragraphs. That the field is mature and ready to meet the challenges of precision physics can be testified by two arguments. First, while it was not mentioned at all above, in lattice-QCD simulations there used to be one more source of uncertainty, due to the so-called quenched approximation. The latter consisted in taking as constant the fermion determinant present in the integration measure in eq. (4.2) when fermionic variables are integrated over - this approximation is thus equivalent to taking quarks as 'frozen', non-dynamical degrees of freedom. The quenched approximation was common practice in the past, due to the then-enormous computational cost of inverting the fermion determinant. This problem has by and large been completely bypassed today, and lattice simulations are nowadays performed with fully dynamical, 'unquenched' quarks. It should be noted that quenching is not a systematic approximation: quenched QCD is simply another theory (not even unitary) than QCD. The corresponding error can thus be likened to the error associated with using a hadron model, rather than QCD, to compute a certain quantity. The removal of the quenching error is one major step towards making lattice QCD a mature field.

A second argument is the fact that, by now, numerous quantities have been calculated within completely different approaches - for example, different discretized actions, implying a different procedure for most of the extrapolations mentioned above. Remarkable is the fact that all these different approaches have led nonetheless to consistent results, thus confirming universality within the accuracy reached. This offers circumstantial evidence that systematic errors are indeed under control, and has spurred the creation of a lattice averaging group at the end of 2007, FLAG [117], with a spirit akin to that of the PDG or HFAG working groups, namely with the task of collecting and systematizing the existing lattice results and of providing informed averages for quantities useful in phenomenology.

Coming back to the bag parameter $\hat{B}_{K}$, it should be emphasized that it represents one of the benchmark quantities among those calculated on the lattice, so that it may be used as a yardstick for lattice-QCD progress as a whole. As a matter of fact, the latest average published by the FLAG collaboration reads [117]

$$
\begin{equation*}
N_{f}=2+1: \quad \hat{B}_{K}=0.7661(99) \tag{4.3}
\end{equation*}
$$

whereby $N_{f}=2+1$ indicates that the lattice results included in the average are only those with three dynamical light quarks, and such that $m_{u}=m_{d} \neq m_{s}$. Especially noteworthy is the impressive $1.3 \%$ error on the $\hat{B}_{K}$ average in eq. (4.3), that in turn constitutes a significant improvement over the already remarkable $2.7 \%$ uncertainty quoted in the previous FLAG average of end 2010 [133]: $\hat{B}_{K}=0.738(20)$. The substantial reduction, by a factor of two, of the $\hat{B}_{K}$ uncertainty between the two averages, and the fact that the two results are entirely consistent with each other, conveys a quantitative idea of the progress made. The latter is due in particular to improvements in the chiral extrapolation and in the perturbative-truncation error, both of which have been mentioned above.

As far as the $\epsilon_{K}$ prediction is concerned, recalling the discussion in sec. 2.6 we can state that the error component due to $\hat{B}_{K}$ is now definitely subleading, the dominant one being that from $\left|V_{c b}\right|$.

## The CKM matrix element $\left|V_{c b}\right|$

As previously remarked, $\left|V_{c b}\right|$ enters $\epsilon_{K}$ to the fourth power, and this is the reason why it represents the main component to the $\epsilon_{K}$ uncertainty. As a consequence, a firm $\left|V_{c b}\right|$
prediction is arguably the most important ingredient towards a final word on the $\epsilon_{K}-\sin 2 \beta$ tension. Let alone $\epsilon_{K}$, the ratio $\left|V_{u b}\right| /\left|V_{c b}\right|$ represents more generally a crucial ingredient in the overall knowledge of the unitarity triangle depicted in fig. 4. In fact, $\left|V_{u b}\right| /\left|V_{c b}\right|$ measures the side denoted as $R_{b}$, which is adjacent to the angle $\gamma$. Since both $\gamma$ and $R_{b}$ can be obtained from decays expected to be free from beyond-SM contaminations, accurately measuring $\gamma$ and $R_{b}$ can be translated into a determination of the unitarity triangle which is accordingly new-physics free (see e.g. [36,53]), thereby providing a 'standard-candle' for beyond-SM searches.
$\left|V_{u b}\right|$ and $\left|V_{c b}\right|$ can be extracted from semileptonic $b \rightarrow u \ell \bar{\nu}$ and $b \rightarrow c \ell \bar{\nu}$ transitions, respectively, with $\ell$ denoting an electron or a muon. These transitions are dominated by a tree-level $W$-exchange topology, where namely a $W$ is responsible for the $b \rightarrow c$ or $u$ flavor-changing charged current, and it subsequently decays into an $\ell \bar{\nu}$ pair. The only known models able to pollute this SM topology are those with extended Higgs sectors, whereby charged-Higgs scalars may give rise to additional tree-level topologies similar to the one with the $W$. However, in the cases of an $e$ or $\mu$ in the final state, these amplitudes are highly suppressed by small Yukawa couplings. (They are on the other hand relevant for semileptonic decays to a $\tau$, which present their own challenges and will not be covered here.) In short, a $\left|V_{u b}\right| /\left|V_{c b}\right|$ determination from $b \rightarrow\{u, c\} \ell \bar{\nu}$ can be assumed to be new-physics free.
$B$ factories are especially suited for this kind of decays, because, out of the produced $B \bar{B}$ pair, it is possible to fully reconstruct one of the $B$ mesons and hence study the semileptonic decay of the recoiling $B$ with high purity. One can either consider 'exclusive' decays, namely decays to specific final states, or else measure 'inclusively' the decay rate of a $B$ to a charmed (in the $\left|V_{c b}\right|$ case) or uncharmed (in the $\left|V_{u b}\right|$ one) hadron plus an $\ell \nu$ pair. We will henceforth focus on $\left|V_{c b}\right|$.
Exclusive and inclusive $\left|V_{c b}\right|$ determinations are based on rather different theoretical assumptions, and the consistency among the two classes of measurements offers an important cross-check. As we will see below, the consistency between exclusive and inclusive $\left|V_{c b}\right|$ determinations is 'marginal' [26]. In order to convey an impression of the progress to be expected, I will next very shortly review - as a non-expert - either of the two classes of measurements.
In exclusive modes, $\left|V_{c b}\right|$ is determined from $\bar{B} \rightarrow D^{(*)}$ decays. Actually, because of its smaller rate, the decay to an unstarred $D$ is experimentally more difficult, and comes with a larger uncertainty. As such, it plays a marginal role in the $\left|V_{c b}\right|_{\text {excl }}$ average, and will not be considered any further in the discussion. Focusing then on the decay to a starred $D$, the bulk of the theoretical uncertainty in the exclusive determination of $\left|V_{c b}\right|$ arises from the knowledge of the $B \rightarrow D^{*}$ transition amplitude. The starting point is the observation that, in the heavy-quark limit for both the $b$ and $c$ quarks, new 'heavy-quark symmetries' (HQS) appear in the low-energy effective Lagrangian for QCD, implying one single form factor for $b \rightarrow c \ell \bar{\nu}$ transitions, known as Isgur-Wise function $\mathcal{F}(w)$ [134]. The latter depends on the product $w \equiv v \cdot v^{\prime}$ of the four-velocities $v$ and $v^{\prime}$ of the initial- and final-state hadron, respectively. In the HQS limit, the function normalization can be calculated at the kinematic point $w=1$, corresponding to the maximum momentum transfer to the leptonic current.

Therefore, the strategy to determine $\left|V_{c b}\right|$ from exclusive decays consists in extracting from experiment the product $\mathcal{F}(1)\left|V_{c b}\right|,{ }^{50}$ and in estimating $\mathcal{F}(1)$ from theory. Of course, the accuracy attainable in the strict HQS limit for $\mathcal{F}(1)$ is not better than $\mathrm{O}\left(\Lambda_{\mathrm{QCD}} / m_{c}\right)$. Besides, reaching the point $w=1$ typically requires an extrapolation. Therefore, the main steps towards an accurate $\left|V_{c b}\right|_{\text {excl }}$ determination include calculating corrections to $\mathcal{F}(w)$ due to the external-quarks' finite masses, and finding a well-motivated (and possibly economical)

[^35]functional form for the extrapolation to $w=1$.
Away from the infinite-mass (to be referred to also as 'static') limit there are more than one form factor, some of which vanish in the static limit, and others tend to the IsgurWise function in this limit. Because for the latter the normalization is known for $w=1$, the static-limit prediction is still valid to first order in the breaking parameter $\Lambda_{\mathrm{QCD}} / m_{c}$, namely deviations from the static limit arise only at order $\Lambda_{\mathrm{QCD}}^{2} / m_{c}^{2}$. This circumstance is known as Luke's theorem [137]. On the other hand, in the case of form factors that vanish in the static limit, corrections are not protected, and arise already at linear order in the HQS-breaking parameter. Therefore, in general, the corrections to $\mathcal{F}(w)$ due to the external-quarks' finite masses are of order $\Lambda_{\mathrm{QCD}} / m_{c}$.

The $B \rightarrow D^{(*)} \ell \nu$ form factors can be calculated from first principles using lattice QCD. In this approach heavy-quark symmetries are built in even at finite lattice spacing. This implies that also lattice-QCD uncertainties will scale as $\Lambda_{\mathrm{QCD}} / m_{c}$ or $\Lambda_{\mathrm{QCD}}^{2} / m_{c}^{2}$, depending on the form factor vanishing or not in the static limit. Typical lattice calculations quote overall errors in the $2 \%$ ballpark, due mostly to the chiral extrapolation and to the finite lattice spacing. In order to obtain the preferred $\left|V_{c b}\right|_{\text {excl }}$ value, the FLAG collaboration starts from the experimentally-extracted product

$$
\begin{equation*}
\eta_{\mathrm{EW}} \mathcal{F}^{B \rightarrow D^{*}}(1)\left|V_{c b}\right|=35.90(45) \tag{4.4}
\end{equation*}
$$

quoted from HFAG [138]. The $\mathcal{F}^{B \rightarrow D^{*}}(1)$ lattice average from $N_{f}=2+1$ simulations [139] is [117]

$$
\begin{equation*}
\mathcal{F}^{B \rightarrow D^{*}}(1)=0.906(4)(12), \tag{4.5}
\end{equation*}
$$

where the first and second number in parentheses represent the statistical and systematic uncertainties, respectively. To be noted is the $1.3 \%$ error of this average. Using this result, the $\left|V_{c b}\right|_{\text {excl }}$ preferred value is found to be [117]

$$
\begin{equation*}
\left|V_{c b}\right|_{\mathrm{excl}}=39.36(56)(50) \times 10^{-3}, \quad\left[N_{f}=2+1 \text { lattice } \mathrm{QCD}, \quad B \rightarrow D^{*} \ell \nu\right] \tag{4.6}
\end{equation*}
$$

where the errors come from the lattice calculation and experiment plus non-lattice theory, respectively. It should be noted that the two errors are comparable. According to the latest FLAG review, the exclusive determination of $\left|V_{c b}\right|$ will improve significantly over the next year or two because of new lattice-QCD calculations of the $B \rightarrow D^{(*)} \ell \nu$ form factors at nonzero recoil [117]. Hence it will be important to increase experimental accuracies accordingly, which should also be feasible after the BelleII start-up.

The form factor $\mathcal{F}(1)$ can also be estimated with methods based on QCD sum rules $[140,141]$. In this approach, one defines a suitable scattering amplitude, that can be related, using its analytic properties, to the form factor of interest. The relevant amplitude is the Fourier transform of the two-point function of the $b \rightarrow c$ axial current, calculated between external $B$ mesons. The Fourier transform is used to enforce zero momentum transfer, while leaving the mass difference between the initial and final state free. The Fourier-transformed amplitude is thereby function of the parameter $\varepsilon \equiv M_{B}-M_{D^{*}}$, and can be calculated with an operator-product expansion in $1 / m_{Q}$, with $m_{Q}$ to be identified with either of $m_{b}$ and $m_{c}$. Its contour integral along a circle with fixed $|\varepsilon|$ has an elastic component which is the square of the form factor of interest. This component can be isolated provided one can estimate the other contributions, coming from excited states. For the form factor, the PDG quotes the result $\mathcal{F}^{B \rightarrow D^{*}}(1)=0.86(1)(2)$ from refs. [141], where the first uncertainty arises from the perturbative part of the calculation, and the second, dominant one from the excited-state contributions. The $\left|V_{c b}\right|_{\text {excl }}$ prediction resulting from this approach reads [26]

$$
\begin{equation*}
\left|V_{c b}\right|_{\mathrm{excl}}=\left(41.4 \pm 0.5_{\exp } \pm 1.0_{\mathrm{th}}\right) \times 10^{-3}, \quad\left[\mathrm{QCDSR}, \quad B \rightarrow D^{*} \ell \nu\right] \tag{4.7}
\end{equation*}
$$

As clearly stated in [141], the main limiting factor to improvements in the above result is the fact that the OPE involves a charm-mass expansion. While one may conceive strategies based on direct measurements or on lattice-QCD evaluations - to extract the associated nonperturbative input, it is difficult to predict the progress in this error component. Nonetheless, one can see that the result in eq. (4.7) is compatible with the lattice one in eq. (4.6), and is, for the moment being, of comparable accuracy.

The most accurate determination of $\left|V_{c b}\right|$ comes actually from inclusive decays, to which we turn our attention next. The main strategy in this instance is based on the possibility to accurately calculate the total decay rate for $\bar{B} \rightarrow X_{c} \ell \bar{\nu}$, with $X_{c}$ any charmed hadron. The calculation depends on non-perturbative parameters that can be estimated from the mass spectra associated with the total decay rate. The actual possibility of a reliable calculation rests on the validity of the OPE in powers of $1 / m_{b}$, assumed for the relevant matrix element. This validity has actually not been proven in the kinematic region relevant to heavy-quark decays, and it is equivalent to the assumption of 'quark-hadron duality' (see [142]). Violation of this duality would result in terms not described by the $1 / m_{b}$ expansion. The fact that fits to data are consistent with this expansion provides circumstantial evidence for the validity of this assumption.

The total inclusive decay rate is thus the sum of $1 / m_{b}^{n}$ terms, each order $n$ being in turn an expansion in the strong coupling $\alpha_{s}(\mu)$ times calculable functions of the ratio $m_{c} / m_{b}$. Furthermore, each of the different terms in the $1 / m_{b}$ expansion involves non-perturbative parameters, that depend on forward matrix elements between external $B$ states, akin to the one discussed above in the context of the exclusive- $\left|V_{c b}\right|$ determination. While the OPE for the inclusive decay rates has the major advantage of being an expansion in $1 / m_{b}$ only, effects suppressed by $1 / m_{c}$ are introduced by the expectation values of these matrix elements [143].

Let alone the estimate of the $1 / m_{c}$ contributions, the main mass dependence in the OPE relevant for inclusive semileptonic $B$ decays is thus the $m_{b}$ dependence. Crucial is then an accurate $m_{b}$ choice since, for example, the $m_{b}$ scheme affects the convergence of the series of QCD corrections entering at the different orders in $1 / m_{b}$. As a matter of fact, taking for example $m_{b}$ to be the pole mass results in a very poor convergence of the perturbative series, whereas 'short-distance' schemes close to the $\overline{\mathrm{MS}}$ one display a better convergence behavior. ${ }^{51}$ Several such schemes have been proposed, like the 'kinetic' scheme or the ' 1 S ' scheme, whose precise definition is irrelevant to the present discussion.

These qualifications being made, the most consistent way to compare data and theory usually proceeds through global fits. In fact, experiments measure the total rate for $\bar{B} \rightarrow$ $X_{c} \ell \nu$, as well as its moments as a function of the minimum lepton momentum, the electron energy, and the squared hadron mass spectrum [26]. All these measurements are strongly correlated, and for their treatment to be consistent their correlation matrix needs to be taken into account, which in turn calls for a global-fit approach. At the theoretical level, this approach allows to extract $\left|V_{c b}\right|$, the quark masses and the non-perturbative parameters of the heavy-quark expansion. A recent comprehensive analysis [118] within the kinetic scheme, quoted as reference by the PDG, yields

$$
\begin{equation*}
\left|V_{c b}\right|_{\text {incl }}=(42.42 \pm 0.86) \times 10^{-3} . \quad\left[m_{b}^{\mathrm{kin}}\right. \text { scheme: ref. [118]] } \tag{4.8}
\end{equation*}
$$

To be noted is the $2 \%$ relative uncertainty, comparable to the one of the $\left|V_{c b}\right|_{\text {excl }}$ average. An alternative fit within the 1 S scheme can be found in ref. [144] and yields compatible results.

[^36]To conclude, while the main limitation of the inclusive approach to $\left|V_{c b}\right|$ is the lack of knowledge of higher-order perturbative and non-perturbative contributions in the OPE expansion, its major advantage is its 'scalability'. In fact, on the theory side, one can in particular include higher orders in perturbative QCD corrections; on the experimental side, one can pursue sensitivity to higher moments of the relevant spectra, which in turn allows global fits to gain sensitivity to higher orders in the $1 / m_{b}$ expansion, or to unveil duality violations. Both these routes represent clear paths towards improving accuracy and cross-checking systematics.

## ***

The present status of exclusive and inclusive $\left|V_{c b}\right|$ determinations is best summarized by fig. 13, taken from ref. [117]. This figure clearly shows the level of consistency between the two sets of determinations, already mentioned to be marginal [26]. With theory progress, and new measurements from BelleII, we can expect substantial progress to take place on this issue. However, it is difficult to make projections about the 'final' $\left|V_{c b}\right|$ error. In fact, one should keep in mind that this error has a


Figure 13: $\left|V_{c b}\right|$ status. Figure taken from ref. [117]. substantial systematic component, on which progress is notoriously difficult to forecast. As a matter of fact, and as already remarked, over the last few years the quoted uncertainty on $\left|V_{c b}\right|$ has increased, albeit only slightly (see footnote 29).

## The CKM angle $\gamma$

By inspection of unitarity-triangle fits, one can see that the angle $\gamma$ remains one of the least well known parameters of the CKM matrix. Yet, $\gamma$ can be determined in a self-contained way through decays of the type $B \rightarrow D K$, that involve only tree-level amplitudes and as such are expected to undergo little to no pollution at all from non-standard effects. This circumstance is a unique property of $\gamma$ amongst all CP-violating parameters, and makes an accurate, model-independent $\gamma$ measurement a 'standard candle' in flavor physics. As a matter of fact, the determination from tree-level $B \rightarrow D K$ decays has essentially negligible theoretical uncertainty, at the level of $10^{-7}$ [145], as we will detail below.

An accurate and model-independent $\gamma$ measurement will bring more than just accuracy it will boost sensitivity to beyond-SM physics in several key quantities. For a conspicuous example we just need to go back to sec. 2.6, in particular eq. (2.82). Here we noted that the CKM side $R_{t}$ contributes, after $\left|V_{c b}\right|$, the most important component to the $\epsilon_{K}$ uncertainty, and we remarked that the $R_{t}$ input comes with a sizable model dependence, as $R_{t}$ is determined from $\Delta m_{d} / \Delta m_{s}$ (see eq. (2.80)), a quantity very sensitive to new physics. Since $R_{t}$ is opposite to $\gamma$, one sees that the $R_{t}$ error and model dependence in $\left|\epsilon_{K}\right|$ can be bypassed in one stroke by an accurate $\gamma$ determination.

The measurement of $\gamma$ from $B \rightarrow D K$ decays exploits direct CP violation in these decays. As originally pointed out in refs. [146], $B \rightarrow D K$ decays consist of two interfering tree-level amplitudes, $b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{c} s$, whose relative weak phase is exactly $\gamma$, see fig. 14 . These transitions mediate respectively $B^{-} \rightarrow D^{0}(\rightarrow f) K^{-}$and $B^{-} \rightarrow \bar{D}^{0}(\rightarrow f) K^{-}$decays. Note


Figure 14: $B^{-} \rightarrow D K^{-}$decays and sensitivity to $\gamma$. The $V_{u b}$ magnitude is $A \lambda^{3} \sqrt{\bar{\rho}^{2}+\bar{\eta}^{2}}$, hence at the level of CKM couplings the two diagrams are competitive.
that $D^{0}$ and $\bar{D}^{0}$ are assumed to decay into a common final state $f$, which makes interference possible.

Besides $\gamma$, the mentioned decays depend on the ratio between the $b \rightarrow u$ and the $b \rightarrow c$ amplitude magnitudes, on the corresponding ratio involving the $D \rightarrow \bar{f}$ and the $D \rightarrow f$ amplitudes, as well as on the two associated strong-phase differences. Once $f$ is fixed to be a certain 'class' of decays (see below), these parameters can be extracted directly from data. (A possible theoretical evaluation of these parameters is in general challenging, albeit proposals for lattice-QCD evaluations have been put forward lately, that may well be viable [147].)

Along the above lines, several by now established methods have been proposed to measure $\gamma$ in tree decays of the kind $B^{-} \rightarrow D^{(*)} K^{(*)-}$. These methods differ by the $D^{(*)}$ final state $f$ that is being used. Restricting to the decay categories so far accessed by experiments, the considered final states include:

- CP eigenstates. This is the original GLW method [146]. CP eigenstates are advantageous as the $D \rightarrow f$ and $D \rightarrow \bar{f}$ decay amplitudes are the same and their relative strong phase obviously zero. Therefore, beside $\gamma$, observables depend on only one amplitude ratio and one strong phase.
- A combination of Cabibbo-favored (CF) and doubly Cabibbo-suppressed (DCS) decays. This is the so-called ADS method [148]. One considers in turn the colorallowed $B^{-} \rightarrow D^{0} K^{-}$decay followed by DCS $D^{0}$ decays, and the color-suppressed $B^{-} \rightarrow \bar{D}^{0} K^{-}$followed by CF $\bar{D}^{0}$ decays. Thus in this method the choice of DCS final states serves to compensate the color suppression of the parent- $B$ decay, i.e. to maximize the interference effect. The ADS decay chain has been observed for the first time at LHCb, see [149].
- Three-body, self-conjugate final states, in particular $D \rightarrow K_{s}^{0} \pi^{+} \pi^{-}$and $D \rightarrow K_{s}^{0} K^{+} K^{-}$. This is the so-called GGSZ or "Dalitz" method [150] (see also [151]). The choice of this class of final states - more complicated than in the previously mentioned methods, hence necessitating a Dalitz analysis - is compensated by various advantages, including: the presence of resonances, implying large strong phases; the possibility to use only Cabibbo-favored $D$ decays; the possibility to consider final states consisting of only charged particles, that are easily reconstructible and separable from backgrounds.

These different methods share a common, rather intuitive formalism. One needs to parameterize the four amplitudes for $B^{-} \rightarrow \stackrel{(-)}{D}{ }^{0} K^{-}$and $D^{0} \rightarrow \stackrel{(-)}{f}$, and write in terms of them the two interfering amplitudes depicted in fig. 14. Then the formulae in the different methods are, for the most part, ${ }^{52}$ special cases of this basic formalism. A very useful reference in this respect is [77]. Therefore one can expect that, let alone the case of two-body decays, the various methods overlap substantially with each other. Hence the best sensitivity to $\gamma$ arises from a combined analysis of all the applicable methods. The availability of more than one method is also beneficial for the knowledge of the involved hadronic parameters, that are thereby constrained by different theoretical arguments.

An interesting question in the present context is what is the ultimate theoretical uncertainty attainable in the $\gamma$ determination. This question is not only important in connection with $\gamma$ as a standard candle to other measurements, but also to answer the related question of the largest energy scale that can be probed by the $\gamma$ determination. The irreducible theoretical uncertainty in $\gamma$ has been recently reassessed in ref. [145]. The authors underline from the outset that most of the theoretical uncertainties associated with any of the methods mentioned above are, or will become, statistics-dominated, hence reducible. Two further sources of reducible uncertainties can be taken into account by a straightforward modification of the formulae used for the $\gamma$ extraction. These include the effects of $D^{0}-\bar{D}^{0}$ and $K^{0}-\bar{K}^{0}$ mixing, and QED radiative corrections. Since the latter are CP conserving, they can actually be absorbed in the definition of the CP-conserving parameters fitted along with $\gamma$, and as such do not affect the $\gamma$ measurement directly [145]. The authors conclude that the first source of irreducible error comes from higher-order electroweak corrections, and derive an upper bound of $|\delta \gamma| \lesssim \mathrm{O}\left(10^{-7}\right)$. The latter is estimated via a detailed one-loop analysis, keeping only local contributions to electroweak corrections. The authors neglect non-local contributions, as they are more difficult to estimate. However, they argue that these contributions are unlikely to change their $\delta \gamma$ result, quoting as supporting argument the case of $K^{0}-\bar{K}^{0}$ mixing, where long-distance contributions to $K^{0}-\bar{K}^{0}$ mixing are one order of magnitude below the short-distance ones [3].

The $\delta \gamma$ theoretical bound from ref. [145] is far below any foreseeable experimental accuracy. However, it is interesting to derive the new-physics scale that a deviation at that level would probe. This exercise has been carried out in ref. [77]. It turns out that, assuming general flavor-violating new physics, one can probe scales as large as $10^{3} \mathrm{TeV}$, figure that becomes $10^{2} \mathrm{TeV}$ when assuming MFV. By comparison with the $\Delta F=2$ bounds in eq. (1.9), one realizes that, while $K^{0}-\bar{K}^{0}$ mixing remains an unbeaten test of generic new physics, $\gamma$ from $B \rightarrow D K$ decays would become the most powerful probe of MFV effects beyond the SM, if experimental accuracies shrunk to the level of the mentioned theoretical uncertainty. By taking the new-physics scale probed as the fourth root of the experimental yield, we can easily translate the above results to the case of datasets with realistic accuracies. Assuming, with the LHCb upgrade, a projected experimental uncertainty on $\gamma$ as low as $0.9^{\circ}$, one gets scales in the ballpark of 5 and 50 TeV in the case of MFV and respectively generic new physics [77].

The projected LHCb $\gamma$ error of $0.9^{\circ}$ is per se remarkable - as a matter of fact the LHCb upgrade is the only proposed experiment able to reach sub-degree precision. As concerns the Belle upgrade, a combined analysis of the GLW, ADS and Dalitz methods is expected to yield a $1.5^{\circ}$ uncertainty using a data sample of $50 \mathrm{ab}^{-1}$, according to the BelleII physics-reach

[^37]document [153].
An interesting and direct application of such accurate $\gamma$ measurements from $B \rightarrow D K$ decays would be a comparison with $\gamma$ determinations from loop-dominated processes. An example are $B \rightarrow \pi \pi$ and $B \rightarrow K K$ decays, that allow to extract a combination of $\gamma$ and $\beta$. Consistency of the $\gamma$ values obtained across tree- and loop-dominated modes would provide one more excruciating test of CP violation in the SM .

## $4.2 B_{s} \rightarrow \mu \mu$ : outlook and possible new directions

In this section we discuss the progress to be expected on the other main topic treated in this manuscript, namely the rare decay $B_{s} \rightarrow \mu \mu$.

## Outlook on $B_{s} \rightarrow \mu \mu$ and related observables

A first question to be addressed is that of the experimental and theoretical outlook on the total $B_{s} \rightarrow \mu \mu$ decay rate. According to ref. [77], the LHCb accuracy on the time-integrated branching ratio, defined in eq. (3.29), will reach the level of $0.5 \times 10^{-9}$ by 2018, namely by the end of run II of the LHC, and will further improve to $0.15 \times 10^{-9}$ with $50 \mathrm{fb}^{-1}$ of data collected by the LHCb upgrade [154]. 'Extrapolating' present performances, one can anticipate results of comparable accuracy from the CMS experiment. Therefore, it is to be expected that the experimental accuracy will be at the level of $10 \%$ by the end of LHC run II, and about $3 \%$ in the LHCb-upgrade era.
Substantial progress is also to be anticipated on the related decay $B_{d} \rightarrow$ $\mu \mu$. Being 30 times rarer than the $B_{s} \rightarrow \mu \mu$ decay, it is experimentally more challenging, especially as concerns background subtraction. To convey an idea of the challenge, it is worthwhile to note that one of the most prominent background processes is $B_{d(s)} \rightarrow h^{+} h^{\prime-}$, with $h\left({ }^{\prime}\right)=K, \pi$, and that the latter displays a peaking structure in the very same $m_{\mu \mu}$ region as the expected $B_{d} \rightarrow \mu \mu$ signal. This fact can easily be visualized in fig. 15, taken from the LHCb 'evidence' paper [78]. The figure shows that this peaking background (pink dotted curve) is no less than $30 \%$


Figure 15: $B_{s} \rightarrow \mu \mu, B_{d} \rightarrow \mu \mu$ signals (red dashed and green short-dashed lines, respectively) and their backgrounds. Taken from ref. [78]. of the signal (green dashed curve) at peak. Because of this circumstance, the $B_{d} \rightarrow \mu \mu$ challenge is more than just the $\times 30$ more statistics needed with respect to the $B_{s} \rightarrow \mu \mu$ counterpart. According to projections [77], by the end of run II LHCb is expected to be able to measure the ratio $\mathcal{B}\left(B_{d} \rightarrow \mu \mu\right) / \mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ at the level of $100 \%$ error, in case of a SM signal. This error will go down to about $30 \%$ with $50 \mathrm{fb}^{-1}$ of data collected by the LHCb upgrade. In view of experimental techniques greatly outperforming projections, I am ready to bet that actual performances will substantially exceed the above forecasts.
At the theoretical level, as already remarked elsewhere in this manuscript, a measurement of $\mathcal{B}\left(B_{d} \rightarrow \mu \mu\right) / \mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ not in accord with the SM expectation (see end of sec. 3.7) will represent a clear-cut signal of new flavor effects beyond MFV.

Finally, theory uncertainties on $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ have been amply discussed in chapter 3 . Specifically, secs. 3.2 to 3.5 have been concerned with all the known sources of systematic uncertainty, that is therefore expected to be under control. Besides, sec. 3.6 discussed the parametric uncertainty, stressing that it depends on the error assumed for the nonperturbative parameter $f_{B_{s}}$. In fact, the $f_{B_{s}}$ determination is such that one lattice calculation by the HPQCD collaboration (second reference in [112]) comes with an error which is about half of most of the other determinations, and inevitably dominates a weighted average. Hence in ref. [4] we decided to estimate the $f_{B_{s}}$ uncertainty from the spread of the lattice determinations, as is common practice in such cases [26]. With this procedure, we found for $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ a total $8.5 \%$ error, due mostly to $f_{B_{s}}^{2}(7 \%$ at the level of the branching ratio) and to a lesser extent to the CKM combination (4\%). On the other hand, in the approach of ref. [116], $f_{B_{s}}$ is taken with its weighted-average error [117]. This results in a total $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ error of $6 \%$, dominated by the CKM combination rather than by $f_{B_{s}}$.

While the above issue is at present still debatable to some extent - or at least it would be so in case of a discrepancy between experiment and the SM prediction - the $f_{B_{s}}$ error will definitely become a negligible component of the total $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ uncertainty in the next few years, thanks to new lattice-QCD calculations of $f_{B_{s}}$ with errors comparable to that of the present weighted average [117]. The dominant $B_{s} \rightarrow \mu \mu$ uncertainty will thus come from the CKM combination, which will in turn improve from the present $4 \%$. In short, in the foreseeable future the theory uncertainty in $\mathcal{B}\left(B_{d, s} \rightarrow \mu \mu\right)$ is expected to remain at a negligible level with respect to experimental errors.

## $B_{s} \rightarrow \mu \mu$ as an EW precision test: progress to be expected

The pursuit of higher accuracy in the $\mathcal{B}\left(B_{d, s} \rightarrow \mu \mu\right)$ decays is motivated by the reasonable expectation of finding, sooner or later, deviations from the SM predictions, that would signal beyond-SM effects at a scale more or less decoupled from the electroweak scale. In fact, the more this scale is decoupled, the more precision flavor observables such as $\mathcal{B}\left(B_{d, s} \rightarrow \mu \mu\right)$ are well motivated, as they can probe scales far exceeding those that are reachable in direct searches of new resonances. This point has been supported by detailed arguments especially in secs. 1.4-1.6.

As concerns the kind of new physics that the $\mathcal{B}\left(B_{d, s} \rightarrow \mu \mu\right)$ decays are suitable to probe, two prominent examples have been discussed in secs. 3.8 and 3.9. The first one is $\mathcal{B}\left(B_{d, s} \rightarrow\right.$ $\mu \mu)$ as a probe of scalar four-fermion interactions, and thereby of extended Higgs sectors. This example is motivated by the observation that $B_{d, s} \rightarrow \mu \mu$ is a process essentially governed by Yukawa interactions. The second example concerns the $\mathcal{B}\left(B_{d, s} \rightarrow \mu \mu\right)$ sensitivity to anomalous $Z$-quark-quark couplings, feature that makes this decay competitive to, or in fact superior than, electroweak precision observables at the $Z$ peak. This large sensitivity is motivated by the property of the $B_{s} \rightarrow \mu \mu$ amplitude of being (by far) dominated by the $Z$-penguin diagram, the large top mass making completely negligible any other topology, notably box diagrams.

Substantial progress is to be expected in the years to come on both of the above directions. In this subsection and in the next one we would like to provide arguments in support of this statement.

Actually, as concerns $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ as an EWPT (the second of the above topics), the progress to be expected can by and large be read off from the results of ref. [5], that have been presented in sec. 3.9, and summarized by fig. 12 and eqs. (3.76) and (3.79). In particular, fig. 12 permits to visualize the relative performance of $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ versus $Z$-peak observables as constraints to anomalous right- or left-handed $Z-\bar{d}_{i}-d_{j}$ couplings, reported in
the $x$ - and respectively $y$-axes of the same figure. The performance of $Z$-peak observables is quantified by the area of the outer ellipse, whereas the constraining power of $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ can be appreciated by the horizontal or vertical bands. The following points can be made:

- As already detailed in sec. 3.9, a comparison between $Z-\bar{d}_{i}-d_{j}$ deviations in $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ (where they are flavored) and in $Z$-peak observables, where they are not, can only be made once a flavor model is assumed. The results of ref. [5] hold under the fairly general and well motivated assumptions of either MFV or partial compositeness (abbreviated with ' PC ' above the plots in fig. 12).
- Most importantly, from the width of the bands enclosed by solid blue lines, that correspond to the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ constraint as of the LHCb evidence paper [78], one can realize that the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ visibly outperforms $Z$-peak ob-


Figure 16: Same as the left panel of fig. 12, but for a $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ total uncertainty of $3 \%$, corresponding to an LHCb -upgrade scenario. servables, already with the rather limited accuracy (of order $50 \%$ at $1 \sigma$ ) of that first LHCb measurement. This holds true for any of the scenarios displayed in fig. 12. All the corresponding numerical bounds were reported in eq. (3.76).

- Rather striking in this respect is the case of a right-handed coupling in partial compositeness. In this instance, the width of the blue band is not even resolved at the scale of the EWPT ellipse (see vertical 'line' on the rightmost panel in fig. 12). Note that the latter is again obtained with the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ constraint coming from the first LHCb measurement.
- The projection to the case of $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ as of 2018 , with namely $10 \%$ experimental error and negligible theory uncertainty, is likewise displayed in fig. 12 as bands enclosed by dotted blue lines. Already in the case of a left-handed anomalous coupling (leftmost panel), the $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ performance is visibly an order of magnitude better than that of EWPT for both of MFV or PC. The corresponding numerical bounds are reported in eq. (3.79), whence one can see that a $10 \% \mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ measurement will probe anomalous $Z-\bar{d}_{i}-d_{j}$ couplings at the level of one part in $10^{5}$.
- Finally, we can easily extrapolate the projections in the previous item to an LHCbupgrade scenario, namely to a $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ expected accuracy of about $3 \%$ (again dominated by the experimental component). Results in the left-handed case, valid for either of MFV or PC, are shown in fig. 16 as a long-dashed blue band (the innermost band). The corresponding plot for the right-handed PC case is not shown, because the obtained band is, like the 'band' on the rightmost plot of fig. 12, resolved as a line.

Numerically, the bounds expected in the era of the LHCb upgrade read

$$
\begin{align*}
\left|\delta g_{L}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{MFV}, \mathrm{PC}}<1.4 \times 10^{-4}, \quad & \left|\delta g_{R}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{MFV}}<6.3 \times 10^{-3}, \\
& \left|\delta g_{R}\right|_{\left[\sigma\left(B_{s} \rightarrow \mu \mu\right)=3 \times 10^{-10}\right]}^{\mathrm{PC}}<1.0 \times 10^{-5} . \tag{4.9}
\end{align*}
$$

Comparing with eqs. (3.76) and (3.79), one can see that the bounds on the couplings improve linearly with the improvement in accuracy, as expected from eq. (3.74). From eqs. (3.59) one likewise sees that the corresponding increase in the largest new-physics scale probed goes as the square root of the improvement in the coupling bounds, or in accuracy.

## $B_{s} \rightarrow \mu \mu$ as a probe of the Yukawa sector: new observables

In this outlook chapter, the discussion on $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$ has so far been concerned with the progress to be expected on new vector interactions, namely on new contributions from the operators $\mathcal{O}_{10}$ and $\mathcal{O}_{10}^{\prime}$ introduced in eq. (3.50). From the very same equation, it is evident that observables related to the $B_{s} \rightarrow \mu \mu$ decay can be affected by a wealth of new scalar interactions as well, described by the effective operators $\mathcal{O}_{S, P}^{(1)}$. As a matter of fact, the rest of sec. 3.8 was devoted to showing that contributions to these operators (that are a null test within the SM) are very plausible. To this end, we have provided arguments based on general physics considerations, in particular the fact that the $B_{s} \rightarrow \mu \mu$ decay is governed essentially by Yukawa interactions, fact that can easily be seen in the gaugeless limit of the SM, that in turn is a meaningful limit because of the large $\left(m_{t} / m_{W}\right)^{2} \approx 4$ ratio.
The above line of argument is aimed at reiterating that the $B_{s} \rightarrow \mu \mu$ decay is an exquisite probe of Yukawa interactions beyond the SM paradigm. Correspondingly, one can expect that observables related to this decay may be able to extract valuable information on the couplings of the scalar operators $\mathcal{O}_{S, P}^{(\prime)}$, that are still poorly constrained, especially as concerns their phases.
This section is devoted to presenting a class of observables specifically designed for the above purpose. The reader may have noticed that in the previous paragraphs I have already used twice the phrasing 'observables related to' the $B_{s} \rightarrow \mu \mu$ decay. This is because the observables to be invoked will be more involved than the sheer branching fraction, i.e, in order to be constructed, they will necessitate more than 'just' the count of $B_{s}$ or $\bar{B}_{s}$ mesons that have decayed into a $\mu \mu$ pair. Specifically, they will require progress on decay-time information, and eventually on tagging - that for a decay as rare as $B_{s} \rightarrow \mu \mu$ is well-known to be challenging. Nonetheless, it is to be expected that experimental progress on the $B_{s} \rightarrow \mu \mu$ decay will almost necessarily lead to the experimental feasibility of these observables. In fact, experimental progress will mean in the first place larger and purer $B_{s} \rightarrow \mu \mu$ samples, and this will accordingly increase sensitivity to decay-time and tagging information. In short, the ultimate aim of this section will be to show that the LHCb-upgrade era will bring substantial progress on the knowledge of fermion-fermion-scalar interactions, in particular CP-violating effects thereof.
The observables to be introduced are natural byproducts of the effect described in sec. 3.5, and likewise due to work by De Bruyn et al., specifically ref. [86] as concerns the $B_{s} \rightarrow \mu \mu$ decay. The large- $\Delta \Gamma_{s}$ effect presented in sec. 3.5 is summarized by eq. (3.35), relating the theoretical (SM) branching ratio with the experimental one via the factor $1 /\left(1-y_{s}\right)$, with $y_{s}=\Delta \Gamma_{s} /\left(2 \Gamma_{s}\right)$. In fact, as shortly mentioned in the first of the items at the end of that section, this factor is model dependent, and as a matter of fact eq. (3.35) tacitly assumes the SM. Its generalization for arbitrary contributions to the Hamiltonian in eqs. (3.49) and
(3.50) reads [86]

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{th}}=\frac{1-y_{s}^{2}}{1+\mathcal{A}_{\Delta \Gamma} y_{s}} \cdot \mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\exp } \tag{4.10}
\end{equation*}
$$

where we have introduced the quantity $\mathcal{A}_{\Delta \Gamma}$. This quantity bears sensitivity to the scalarand pseudoscalar-operator Wilson coefficients, in particular to their phases. In fact, in the notation of eqs. (3.49) and (3.50) its explicit expression reads [86]

$$
\begin{equation*}
\mathcal{A}_{\Delta \Gamma}=\frac{|P|^{2} \cos 2 \phi_{P}-|S|^{2} \cos 2 \phi_{S}}{|P|^{2}+|S|^{2}} \tag{4.11}
\end{equation*}
$$

where $P$ and $S$ are 'normalized' Wilson coefficients (in terms of the SM one), encoding contributions from operators with pseudoscalar or axial leptonic currents, and from those with scalar leptonic currents, respectively. They are defined as

$$
\begin{align*}
P & \equiv \frac{c_{10}-c_{10}^{\prime}}{c_{10}^{\mathrm{SM}}}+\frac{m_{B_{s}}^{2}}{2 m_{\mu}}\left(\frac{m_{b}}{m_{b}+m_{s}}\right)\left(\frac{c_{P}-c_{P}^{\prime}}{c_{10}^{\mathrm{SM}}}\right) \\
S & \equiv \sqrt{1-4 \frac{m_{\mu}^{2}}{m_{B_{s}}^{2}}} \frac{m_{B_{s}}^{2}}{2 m_{\mu}}\left(\frac{m_{b}}{m_{b}+m_{s}}\right)\left(\frac{c_{S}-c_{S}^{\prime}}{c_{10}^{\mathrm{SM}}}\right) \tag{4.12}
\end{align*}
$$

and the CP-violating phases $\phi_{S, P}$ are such that $P=|P| e^{i \phi_{P}}$ and $S=|S| e^{i \phi_{S}}$. By the definitions in eq. (4.12) one has $P=1$ and $S=0$ within the SM, implying $\mathcal{A}_{\Delta \Gamma}^{\mathrm{SM}}=+1$.

Eq. (4.11) demonstrates in a self-commenting way the high sensitivity of $\mathcal{A}_{\Delta \Gamma}$ to new effects, in particular to shifts from scalar and pseudoscalar Wilson coefficients, and their phases. In principle, $\mathcal{A}_{\Delta \Gamma}$ can be constrained already from eq. (4.10), because $y_{s}$ is also a measurable (and in fact measured, see eq. (3.36)) quantity. However, estimating $\mathcal{A}_{\Delta \Gamma}$ from eq. (4.10) is not a clean procedure, because the l.h.s. of this equation is the theoretical branching ratio.

The question then arises, how to determine $\mathcal{A}_{\Delta \Gamma}$ from measurable quantities only. It turns out that a quantity suited to this purpose is the so-called "effective lifetime" of the $B_{s} \rightarrow \mu \mu$ decay, defined as [85]

$$
\begin{equation*}
\tau_{\mu \mu} \equiv \frac{\int_{0}^{\infty} \bar{\Gamma}\left(B_{s}(t) \rightarrow \mu^{+} \mu^{-}\right) t d t}{\int_{0}^{\infty} \bar{\Gamma}\left(B_{s}(t) \rightarrow \mu^{+} \mu^{-}\right) d t} \tag{4.13}
\end{equation*}
$$

where $\bar{\Gamma}$ denotes the "untagged" rate ${ }^{53}$

$$
\begin{equation*}
\bar{\Gamma}\left(B_{s}(t) \rightarrow \mu^{+} \mu^{-}\right) \equiv \Gamma\left(B_{s}(t) \rightarrow \mu^{+} \mu^{-}\right)+\Gamma\left(\bar{B}_{s}(t) \rightarrow \mu^{+} \mu^{-}\right) \tag{4.14}
\end{equation*}
$$

namely the sum of the decay widths of the $B_{s}(t)$ and of the $\bar{B}_{s}(t)$-implying in turn that eq. (4.13) can be measured without the need of retaining tagging information. As pointed out in ref. [86], $\tau_{\mu \mu}$ allows a clean determination of $\mathcal{A}_{\Delta \Gamma}$ via the relation [86]

$$
\begin{equation*}
\mathcal{A}_{\Delta \Gamma}=\frac{1}{y_{s}} \cdot \frac{\left(1-y_{s}^{2}\right) \tau_{\mu \mu}-\left(1+y_{s}^{2}\right) \tau_{B_{s}}}{2 \tau_{B_{s}}-\left(1-y_{s}^{2}\right) \tau_{\mu \mu}} \tag{4.15}
\end{equation*}
$$

whereby on the r.h.s. only measurables appear. We can also use this relation to eliminate $\mathcal{A}_{\Delta \Gamma}$ in eq. (4.10), obtaining [86]

$$
\begin{equation*}
\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\mathrm{th}}=\left(2-\left(1-y_{s}^{2}\right) \frac{\tau_{\mu \mu}}{\tau_{B_{s}}}\right) \cdot \mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)_{\exp } \tag{4.16}
\end{equation*}
$$

[^38]The interest of this relation is that it allows to correct for the large- $\Delta \Gamma_{s}$ effect, thereby relating the theory with the experimental branching ratio, but, again, it does so using only measurable quantities on the r.h.s., and is furthermore valid for any model. Note also that in eq. (4.16) the dependence on $y_{s}$ is only quadratic, hence it may be neglected to an approximation as good as about $1 \%$.

In short, on the one side the measurement of the effective lifetime $\tau_{\mu \mu}$ should be seen as an integral part of the determination of the theoretical $B_{s} \rightarrow \mu \mu$ branching ratio from the experimental one; furthermore, as evident from eqs. (4.11) and (4.15), the effective lifetime offers an observable sensitive to new physics in a way that is complementary to the measurement of $\mathcal{B}\left(B_{s} \rightarrow \mu \mu\right)$.

At the sheer experimental level, effective lifetimes can be extracted from the decay-time distributions of the very same sample of untagged events used for the measurement of the total branching ratio. This procedure has already been applied to the $B_{s} \rightarrow J / \psi f_{0}$ and $B_{s} \rightarrow K^{+} K^{-}$decays by both the $\mathrm{CDF}[155]$ and $\mathrm{LHCb}[156]$ collaborations, with accuracies of about $7 \%$ with $\mathrm{O}(500)$ events. While in the post-run-II era of the LHC both of (at least) LHCb and CMS will have way more than 500 events for the $B_{s} \rightarrow \mu \mu$ decay, it is next to impossible to make projections about the performance on $\tau_{\mu \mu}$, because the efficiency in the event-by-event extraction of time information does not, of course, depend on statistics alone.

A final point that should be stressed is that a determination of $\mathcal{A}_{\Delta \Gamma} \neq+1$, where, we recall, plus unity is the SM expectation, does not, per se, imply new CP-violating new physics, because the four parameters $|S|,|P|, \phi_{S}$ and $\phi_{P}$ will still be underconstrained from eq. (4.11) alone. However, a measurement of $\mathcal{A}_{\Delta \Gamma} \neq+1$ will certainly indicate a beyond-SM effect. To ascertain whether this new physics is CP-violating or still compatible with CP conservation will call for the measurement of the time-dependent CP asymmetry, namely for a full-fledged time-dependent and tagged analysis. While this will be an overly challenging undertaking - even with the most optimistic assumptions on the LHCb-upgrade performances - one may argue that the result $\mathcal{A}_{\Delta \Gamma} \neq+1$ will spur strong experimental motivation towards this new challenge.
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[^0]:    ${ }^{1}$ From the argument of 'intrinsic uncertainty' one would be tempted to trace back quantum phenomena to a probabilistic theory. Such attempts would however be frustrated by quantum phenomena like interference and entanglement. As a result, we have to date no fully deterministic understanding of quantum physics, as summarized by R.P. Feynman's words: "Nobody understands quantum mechanics".
    ${ }^{2}$ I closely follow the point of view of one of the absolute protagonists of this process, S. Weinberg. See e.g. [6].

[^1]:    3 This 'indirect measurement' may actually appear rather loose. The reason is the fact that the Higgs mass enters only logarithmically in one-loop observables. A quadratic Higgs-mass dependence is possible at two loops, but it is then 'screened' by two extra powers of the electroweak coupling. This argument is known as the "Veltman screening theorem" [15].
    ${ }^{4}$ I expressly leave the case of QCD our out of this argument.

[^2]:    ${ }_{5}$ In principle, in eq. (1.1) we should include also terms of the form $F_{\mu \nu} \tilde{F}^{\mu \nu} \equiv \frac{1}{2} \epsilon^{\mu \nu \rho \sigma} F_{\mu \nu} F_{\rho \sigma}$, that incidentally violate the CP and T symmetries. These terms can actually be rewritten as a total derivative, and as such they do not affect field equations, nor Feynman rules, hence they are irrelevant in perturbation theory. However, these terms have non-perturbative quantum-mechanical effects, arising from the existence of extended field configurations that are also stationary points of the action (see [19]). While these configurations do have physical effects both in strong and electroweak interactions, such effects are well beyond the scope of the present manuscript.

[^3]:    ${ }^{6}$ For example, the SM amount of CP violation seems insufficient to account for baryogenesis, albeit there is no consensus on this matter either (see e.g. [25]).

[^4]:    7 It is to be noted that the top-mass eigenvalue is compatible with one. None of the many efforts attempted to make sense of this circumstance has found support from further data.
    8 As emphasized in [28], the Cabibbo theory of hadronic currents had extended to the weak decays of strange particles the idea of universality pioneered by E. Fermi and later developed and fully established in [8].

[^5]:    9 As an example, an even small new phase in the low-energy Wilson coefficient of the SM magnetic operator, entering several flavor observables, can be easily related via renormalization-group running to the Wilson coefficient of a more exotic operator such as the chromomagnetic one, that however is very common e.g. in supersymmetry.
    10 It is easy to reproduce these divergences by calculating the underlying box diagrams without the charm.
    11 Note that this proposal was at the time less obvious, and more bold, than it may appear to be today, because for one thing a large part of the community was skeptic about the reality of quarks, until the dual (confining/asymptotically free) behavior of strong interactions was finally established.

[^6]:    12 An alternative approach consists in taking an explicit extension of the SM, whereby the extra d.o.f. and their dynamics are completely specified. This approach is generally more predictive, because the short-distance couplings $c_{i}$ are in principle computable, but conclusions are model-specific.
    ${ }^{13}$ Beyond the SM, one can in general write down a total of 8 operators with the SM field content.

[^7]:    14 I will follow here the effective-theory approach to MFV of [35]. The notion of MFV is also used to denote CKM-like flavor violation in [36]. This definition is more restrictive than the one in [35], because, as also discussed in sec. 1.4, the peculiar form of the CKM matrix is only one of the mechanisms behind the pattern of SM flavor breaking, the other mechanism being the peculiar values of quark masses.
    15 Note that this assumption leaves still freedom on the amount of allowed CP violation beyond the SM.

[^8]:    16 The example to follow is quoted from the talk "Spacetime and vacuum as seen from Moscow", given by L.B. Okun in 2001 [37], and of which I became aware thanks to talks by A. Soni and T. Browder.

[^9]:    ${ }^{17}$ L.D. Landau put forward in 1956 the idea of absolute CP invariance, namely the idea that the observed 'sin' of P-violation was committed by particles and antiparticles in a way to globally leave CP as a good symmetry [40]. This idea was widely accepted.

[^10]:    18 A beautiful discussion of this matter can be found in [43]. The main point is however that the $I=0,2$ amplitudes are fully described by just two strong phases. This in turn follows from the fact that, in QCD, a $\pi \pi$ state can only rescatter into itself (due to CP conservation, or else to energy conservation), and the isospin symmetry is almost exact.

[^11]:    19 That this final-state interaction can only be elastic and is thus fully described by just two scattering phases follows from kinematics and QCD conservation laws, and is known as Watson's theorem [47].
    20 With qualifications to be made in sec. 2.5.

[^12]:    ${ }^{21}$ I will use a notation very close to [51] in this part.

[^13]:    22 The $\phi_{\epsilon}$ and $\epsilon^{\prime} / \epsilon_{K}$ values used in this section are, for consistency, those in the PDG as of the time of completion of ref. [1]. However, the latest PDG averages [26] are basically identical: $\phi_{\epsilon}=43.5(5)^{\circ}$, $\left|\epsilon^{\prime} / \epsilon_{K}\right|_{\exp }=1.66(23) \cdot 10^{-3}$.

[^14]:    23 See footnote 22.

[^15]:    $\overline{24}$ For the operator definitions, unnecessary here, see [56].

[^16]:    25 As well known, this RGE evolution is extremely important in order to sum to all orders the effects of large logs of the ratio $M_{Z} / \mu$. A calculation at order $\mathrm{N}^{n} \mathrm{LO}$ is effectively of order $\alpha_{s}^{n}\left(M_{Z}\right) \times\left(\alpha_{s}\left(M_{Z}\right) \log \left(M_{Z} / \mu\right)\right)^{m}$, with $m$ arbitrary.

[^17]:    ${ }^{26}$ In phenomenological applications that consider the full $\Delta S=2$ operator basis (consisting of eight operators), the parameter $B_{K}$ is usually indicated with $B_{1}$.

[^18]:    27 Actually these operators do not appear in the quark effective Lagrangian, hence they do not come with short-distance suppression factors such as $1 / M_{W}^{2}$ [64].

[^19]:    28 For a different point of view on the same tension, see [72].

[^20]:    29 The $\left|V_{c b}\right|$ average in the latest PDG review [26] reads $\left|V_{c b}\right|=(40.9 \pm 1.5) \cdot 10^{-3}$. To be noted is the even larger error with respect to eq. (2.79).

[^21]:    30 After the UTfit claim [76], this exciting possibility was also confirmed by early Tevatron data. Unfortunately, it was then disproved by more statistics and by LHCb measurements.
    31 In turn, the updated analysis in ref. [3] drifted attention towards a first-principle determination of the $\kappa_{\epsilon}$ correction, spurring lattice-QCD studies, as mentioned elsewhere.

[^22]:    32 Most of the above arguments hold basically unchanged for the $B_{d} \rightarrow \mu^{+} \mu^{-}$decay, which, albeit more challenging experimentally, is another major target of LHC searches at run II. LHC experiments are likewise planning to improve bounds on $B_{d, s}$ decays to two taus, albeit the latter are very difficult in a hadronic environment. Finally, $B_{d, s}$ decays to two electrons are exceedingly rare in the SM, and will not be given further consideration in this manuscript.
    33 The reason for this qualification will be clearer in sec. 3.4.

[^23]:    34 Before ref. [78], the first one to report a signal, numerous experiments had obtained more and more stringent upper bounds, the most recent being [79].

[^24]:    ${ }^{35}$ For the central value of $M_{t}$ in table 1, ref. [4] obtains $m_{t}\left(m_{t}\right)^{\overline{\mathrm{MS}}, \mathrm{QCD}}=163.2 \mathrm{GeV}$ and $m_{t}\left(m_{t}\right)^{\overline{\mathrm{MS}}, \mathrm{QCD}+\mathrm{EW}}=$ 164.5 GeV .

[^25]:    ${ }^{36}$ I am grateful to Paolo Gambino for an illuminating discussion in this respect.

[^26]:    37 The reason for the virtual- and real-photon exponents being identical is, ultimately, the fact that the basic ingredient of both calculations - the fermion-fermion-photon interaction vertex - is one and the same.

[^27]:    ${ }^{38}$ More results, not included in this discussion, have meanwhile appeared in [114].
    39 Within this scheme, the authors also consider two different normalizations for the Wilson coefficient, whereby the electroweak coupling is proportional to $G_{F}^{2}$ or respectively to $G_{F} \alpha_{\mathrm{em}}\left(M_{Z}\right)$. We have commented on this point in the paragraph following eq. (3.3). The more natural quadratic- $G_{F}$ normalization was put forward in ref. [115].

[^28]:    40 The latter is the first global fit of semileptonic data that includes also recent determinations of heavy-quark masses by independent methods. Inclusion of the heavy-quark mass constraints is found to reduce the fit dependence on assumptions about theoretical error, thereby leading to more precise and stable fit results, a $\left|V_{c b}\right|$ prediction among the others.

[^29]:    41 I am grateful to Gino Isidori for inspiring discussions on this topic. Albeit my line of argument is somewhat different, an important reference for the material to follow is [120].

[^30]:    42 Provided this extended Higgs sector violates flavor.
    43 at a suitable unification scale.

[^31]:    ${ }^{44}$ The four-fermion operators do not contribute to $\mathscr{L}_{\text {eff }}^{Z}$ at the tree level, hence they have a negligible impact on $Z \rightarrow b \bar{b}$ compared to $B_{s} \rightarrow \mu \mu$. Conversely, operators with the field-strength tensor generate amplitudes suppressed by at least one power of $p / v$, with $p$ the external momentum, that therefore have negligible impact on $B_{s} \rightarrow \mu \mu$ compared to $Z \rightarrow b \bar{b}$.
    ${ }^{45}$ This form can be derived using naive dimensional analysis, in a fashion similar to the way ChPT is derived from QCD [125].

[^32]:    ${ }^{46}$ A similar expression holds for $\mathcal{B}\left(\bar{B}_{s} \rightarrow \mu^{+} \mu^{-}\right)$, with the replacement $\left(\delta g_{L}^{32}-\delta g_{R}^{32}\right) / V_{t b}^{*} V_{t s} \rightarrow\left(\delta g_{L}^{23}-\right.$ $\left.\delta g_{R}^{23}\right) / V_{t b} V_{t s}^{*}$. Once $\delta g_{L, R}^{23,32}$ are expressed in terms of $\delta g_{L, R}$, the $\mathcal{B}\left(\bar{B}_{s} \rightarrow \mu^{+} \mu^{-}\right)$and $\mathcal{B}\left(B_{s} \rightarrow \mu^{+} \mu^{-}\right)$expressions are identical both in the MFV and in the PC parameterization, and can be directly compared with the flavor-averaged branching ratio reported by LHCb [81] or CMS [80].

[^33]:    47 A clear and complete review can be found in the PDG [26]. For a well-written and concise account, see [132].

[^34]:    48 In fact, more and more frequent are simulations performed directly at the physical light-quark masses, thus avoiding the chiral-extrapolation error.
    49 There are additional challenges/limitations related to the analytic properties of Euclidean Green's functions, as opposed to the physical ones in Minkowski metric. One of them has been mentioned below eq. (2.13), and is known as the Maiani-Testa no-go theorem [46].

[^35]:    50 In fact, what one extracts is the product $\eta \mathcal{F}(1)\left|V_{c b}\right|$, where the $\eta$ factor takes into account short-distance, perturbatively calculable corrections from electroweak [135] and QCD [136] interactions.

[^36]:    51 A related issue is of course the assumption on the charm mass. In the fits to be discussed next, $m_{c}$ is typically constrained from data on $\bar{B} \rightarrow X_{s} \gamma$ or direct charm-mass determinations.

[^37]:    52 There is actually an exception, as other methods to measure $\gamma$ exists, that do not exploit direct CP violation in $B \rightarrow D K$ decays, like the methods mentioned so far. An example are $\gamma$ measurements from $B$ decays that are still based on the interference between the two amplitudes depicted in fig. 14, but are sensitive to it via $B_{d}$ or $B_{s}$ mixing [152].

[^38]:    ${ }^{53}$ Refs. $[85,86]$ use the notation $\langle\Gamma\rangle$ for the untagged rate. However, we have already used the symbol $\langle\Gamma\rangle_{[t]}$ in sec. 3.5 to denote time integration, consistently with the notation adopted in ref. [4].

