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Abstract—To identify range deviations by using Compton
cameras (CCs), tomographic image reconstruction of CC data
is needed. Within this context, image reconstruction is usually
performed using maximum likelihood expectation maximization
(MLEM), and more recently, the origin ensemble (OE) algo-
rithm. In this article, we investigate how MLEM and OE affect
the precision and accuracy of estimated range deviations. In
particular, we focus on the effects of data selection, statisti-
cal fluctuations, and artifact reduction. The use of external
information of the beam path through a hodoscope was also
explored. Additionally, two methods to calculate range deviations
were tested. To this aim, realistic proton beams were simulated
using GATE and data from single spots as well as from seven
contiguous spots of an energy layer were reconstructed. MLEM
and OE reacted differently to the poor data statistics. In general,
both algorithms were able to detect range shifts for single spots,
particularly when multiple coincidences were also considered.
Selection of events corresponding to the most relevant energy
peaks decreased the identification performance due to the lower
statistics. When data from several contiguous spots were jointly
reconstructed, the accuracy of the results degraded significantly,
and nonzero shifts were assigned when no shifts had occurred.
The limited size of the cameras and the subsequent restriction in
the orientation and aperture of detected cones, as well as in the
number of detected events are major challenges. Future efforts
should be devoted to noise regularization and compensation for
data truncation.

Index Terms—Compton camera (CC), image reconstruction,
particle therapy, prompt gamma imaging, range verification.

I. INTRODUCTION

IN RECENT years, Compton cameras (CCs) have attracted
attention for range verification in particle therapy [1]–[6].

Within this context, the goal of the CC is to detect prompt
gamma-rays (PG) that are emitted during de-excitation of
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nuclei along the particle path within the body. Tomographic
reconstruction techniques estimate the spatial distribution of
the PG origins. The rationale is that the emission origins of
the PG are indirectly correlated with the range of the beam
in the patient. Hence, the difference between the theoretical
and the actual beam range can be inferred by comparing the
reconstructed image with a reference.

CCs usually consist of several detectors in coincidence,
aimed to register the PG through one or more Compton inter-
actions in the so-called scatterer, and photoelectric absorption
of the scattered photon in the absorber. In conventional CC
imaging, it is assumed that the scattered photon is absorbed
through photoelectric effect after a first interaction in the scat-
terer. In this case, the initial photon energy, E0, is simply equal
to E1 + E2, being E1 and E2 the first and second interactions
energy, respectively. Using Compton kinematics, the unknown
emission point of the PG is constrained to the surface of a
cone, whose vertex is located in the first Compton interaction.
The half-angle of the cone, θ , corresponds to the Compton
scattering angle

cos(θ) = 1 − mec2 · E1

E0(E0 − E1)
(1)

and the cone axis is the line connecting the two interaction
points. The collection of cones calculated from the measured
data is used as input for the tomographic reconstruction of
the origins. However, in prompt gamma-ray imaging (PGI)
the broad energy spectrum of the PG, up to several MeV [7]
poses some challenges to the accurate calculation of θ . As E0
is unknown, (1) can only provide the correct scattering angle
when the photons are fully absorbed. Otherwise, a wrong cone
is assigned to the event, contributing to blur the reconstructed
image. This problem can be overcome when photons interact
at least three times in the detectors [3]. In that case, the initial
energy of the photon is calculated as

E0 = E1 + 1

2
·
⎛
⎝E2 +

√
E2

2 + 4E2mec2

1 − cos(θ2)

⎞
⎠ (2)

where θ2 is the scattering angle of the second Compton
interaction [8].

For CC, tomographic image reconstruction is mainly
performed using the maximum likelihood expectation
maximization (MLEM) algorithm for list-mode (LM) data [9].
The origin ensemble (OE) algorithm [10], [11] has also
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Fig. 1. Left: CC with seven scatterers (green) and the absorber (black).
Right: PG distribution of a single proton beam of 120 MeV.

attracted attention for CC [12]. In particle therapy, image
reconstruction of CC data faces several challenges, such as
very low counts, incomplete sampling, and unknown initial
photon energy. The limited spatial, time, and energy res-
olution of the detectors further impair the quality of the
reconstructed images, which might become noisy, blurred,
and even distorted by truncation artifacts. To cope with
some of these effects, modified versions of OE have been
proposed (e.g., [6] and [13]–[15]). Efforts have been also
put in improving the quality of LM-MLEM images or its
accelerated version Ordered Subset Expectation Maximization
(OSEM) within the context of PGI, e.g., by better modeling
the system response [16]–[21]. Data selection using geomet-
rical or spectral considerations has also been considered for
both LM-MLEM and modified OE approaches and promising
results have been obtained [6], [22].

To the best our knowledge, a comparison between MLEM
and OE within the context of range verification in particle
therapy using CC data has not been done yet. In this arti-
cle, we investigate the capability of MLEM and OE to detect
range shifts with a CC. One of our goals is to identify their
weak points for the proposed applications in order to guide
future developments. To this aim, we have simulated a CC
based on the device being developed by the French collabora-
tion CLaRyS [5]. This article partly focuses on the effects of
data selection techniques and low-count measurements. Data
selection and a-priori information helps to improve the quality
of the data, but at the cost of decreasing the number of events
used in the reconstruction. On the other hand, low-count mea-
surements might lead to biased images, even if the information
content of the data is accurate. As the goal of PGI is range
verification, the capability of the algorithms to detect range
shifts was quantified. For this purpose, data corresponding to
realistic beams were reconstructed and two methods for range
estimation were applied. Attention was also put on their ability
to correctly reveal that no shifts occurred.

II. METHODS

We have performed Monte Carlo simulations of PGI using
realistic proton beams. To simulate interfractional changes
different sources were used. Data were selected for reconstruc-
tion using various criteria. Afterward, two inherently different
reconstruction techniques were applied to generate raw images
that were further used as input for two range verification
methods.

Fig. 2. Energy distribution of PG for a 120 MeV proton beam hitting a
water phantom. After normalization, this spectrum was used as input for the
simulation of the proton beams.

A. Monte Carlo Simulations

GATE 8.0 [23] was used with a new CC module1 that is
currently under development at CREATIS [24]. This mod-
ule includes a coincidence sorter, so that the output of the
simulation are coincidence events. The CC was simulated
as shown in Fig. 1, left. It consists of seven silicon scat-
terers with 90 × 90 × 2 mm3 in size and a 1-cm distance
between their centers. The bismuth germanate (BGO) absorber
is 280 × 210 × 30 mm3 in size and placed 15 cm apart from
the last scatterer (center-to-center distance). The first scatterer
of the CC was located at a distance of 10 cm from the proton
beams. Perfect spatial and energy resolution were simulated
to better identify image degradation effects caused by data
fluctuations and possible data truncation. Only Doppler broad-
ening was included, as this is an intrinsic characteristic of the
detector material.

This article focuses on identification of interfractional
changes of the range using pencil beam spot scanning; for that
reason, we simulated pencil proton beams. To reduce simula-
tion time, the process of proton irradiation, prompt gamma-ray
generation, and subsequent detection in the CC was split in
two simulation steps. First, the spatial and energy distribution
of the PG production was determined by irradiating a rectan-
gular water phantom (10 × 30 × 10 cm3) by a single proton
beam using the pencil beam source available in GATE [25].
The beam spot parameters were chosen following [26], with
a medium-spot size of σspot = 5 mm. To change the range,
the following energies were considered: 120, 121, 122, and
123 MeV. The expected range shifts can be found in Table I.
The resulting spatial and energy distribution of the PG pro-
duction for an exemplary 120 MeV proton beam are shown in
Fig. 1 (right) and Fig. 2, respectively.

In the next step, direct emission of gamma-rays was sim-
ulated based on the spatial and energy distributions obtained
in the first step. The number of simulated PGs per spot was
3.5 · 107, which corresponds to the average PG emission pro-
duced in a GATE simulation of 108 protons (i.e., the number
of protons for one spot in a 2 Gy irradiation in pencil-beam
scanning mode [7]).

1The module will be available in a future GATE release.
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TABLE I
RANGE SHIFT BETWEEN DIFFERENT PROTON ENERGIES

AND A 120 MEV REFERENCE BEAM IN WATER [27]

Fig. 3. PG distribution of a simulated phantom with seven proton spots, view
parallel to the detector surface (xy-plane). Left: energy-layer phantom (refer-
ence), with all spots with 120 MeV proton energy. Right: extended phantom;
(from bottom to top) two spots with 121 MeV, three spots with 120 MeV and
two spots with 123 MeV.

Although the final goal of CCs is to reconstruct the PG
activity from single spots, this might be a challenging task
because several single spots are usually irradiated within a
very short time and the number of detected coincidences per
spot is very limited. On the other hand, the joint reconstruc-
tion of detected PG data corresponding to several spots might
suffer from other degradation effects, due to the overlap-
ping of blurred activity distributions. To study the feasibility
of reconstructing data from several spots, we simulated an
energy-layer phantom, i.e., the extended activity distribution
obtained from seven contiguous spots (with an interspot dis-
tance of 1.5σspot [26]), for a beam energy of 120 MeV. We
also simulated the extended phantom to evaluate the effects of
range shifts. To this end, the energy-layer phantom was modi-
fied as follows: the energy of two proton beams was increased
to 121 MeV, and to 123 MeV for two more beams. The PG
activity distributions of the two phantoms is shown in Fig. 3.
For each phantom, 7 × 3.5 · 107 gamma-rays were simulated.
Such extended activity sources can be of interest to investi-
gate the performance of CC for treatments based on spread-out
Bragg peaks (SOBP).

To account how statistical fluctuations might affect the range
estimation, five independent simulations were performed for
each single beam as well as for each phantom.

B. Reconstruction Algorithms

The algorithms were implemented in C++. A field of view
(FOV) of size 40 × 120 × 40 mm3 was reconstructed for the
single beams. For the energy-layer and extended phantoms,
the FOV was enlarged to cover 80 × 120 × 40 mm3. A voxel
length of 1 mm was chosen for all cases, as smaller voxels
led to poorer image quality, especially for OE.

1) System Response Model: Both MLEM and OE require
to calculate the elements tij of the system matrix. For LM
data, tij describes the probability that the ith event of the
list originated in voxel j. In this article, tij was calculated

following [18] and [28] as:

tij = 1√
2π

K
(
θij|E0

) ∣∣cos
(
θij
)∣∣

l2ij
e− 1

2 d2
ij (3)

where θij is the angle between the vector connecting the center
of voxel j to the location of the first interaction and the nor-
mal of the detector; K(θij|E0) is the Klein–Nishina differential
cross section for the calculated initial energy; lij is the distance
between voxel j and the first interaction in the detector; and
dij is the normalized angular distance between the surface of
cone i and the center of voxel j. The Gaussian was truncated
to include only those voxels intersected the cone surface. The
elements of the sensitivity were computed according to [18] as

sj =
M∑

m=1

∣∣cos
(
θmj
)∣∣

l2mj

(4)

where lmj is the distance between the centers of voxel j and
the mth detector element, for all detector elements M.

2) LM-MLEM: The iterative formula

λ
(n+1)
j = λ

(n)
j

sj

I∑
i=1

tij∑J
k=1 tikλ

(n)
k

(5)

was implemented in a parallelized approach, where j corre-
sponds to the jth voxel from a total of J image elements, and
i refers to the ith event in the coincidence list, and I is the
number of events. The image vector λ(n) contains the spatial
distribution of the PG, estimated at iteration n.

The iteration process was stopped when the maximal voxel-
wise intensity difference between two iterations was below
1 %, or when the number of iterations was larger than 80 to
avoid long reconstruction times.

3) OE: The OE method is based on the Metropolis–Hasting
algorithm [29], which is employed to estimate the expected
value of the PG emission distribution conditioned on the mea-
sured data. To this end, the algorithm generates a sequence
of samples of the emission distribution (states) following a
Markov chain. To create the initial state, an emission origin
is randomly assigned to each detected event. In our imple-
mentation, the origin of an event was generated following an
uniform random sampling on the surface of the corresponding
cone [12]. Next, for each event i a new origin is proposed,
and this event is relocated to the new origin according to a
certain acceptance probability.

The acceptance probability from state X to state X′ was
calculated as

A
(
X → X′) = min

(
1,

tij′ sj
(
xj − 1

)xj−1 (
xj′ + 1

)xj′+1

tij sj′
(
xj
)xj
(
xj′
)xj′

)
(6)

where xj denotes the number of counts in the current voxel j
and xj′ is the number of counts in the voxel which is proposed
as new origin. Equation (6) describes the full acceptance prob-
ability as originally proposed in [10]. For high-count data, this
formula can be simplified as pointed out in [11]; given the
low number of emissions per voxel characterizing this arti-
cle, the full formula was used. In any case, both the full and
the simplified formulas introduced by Sitek take into account
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(a) (b) (c) (d) (e)

Fig. 4. Views (xy-plane) of the reconstructed images of a 120 MeV proton beam, summed along z-direction for MLEM (top row) and OE (bottom row).
(a) Reconstruction of only two interaction coincidences, (b) two interaction coincidences plus multiple interaction coincidences, (c) like (b) plus an energy
selection of 1−14 MeV, (d) like (c) plus an event selection through considering a hodoscope, so that the beam path in yz-direction is known, and (e) selection
of specific energy peaks. All images are normalized to their maximum.

the system response model through the terms tij, tij′ , sj, and sj′ .
These terms are often assumed to be 1 in most works using OE
or its modified versions for CC data (see [6], [12], [13], [15]).
However, our preliminary studies shown that the inclusion of
the system response improves image quality. For comparabil-
ity, we use the same system matrix and sensitivity as for the
LM-MLEM algorithm.

The pseudorandom number generator used was
std::mt19937, which is based on the Mersenne-Twister
algorithm. As the uniform sampling on the cone surface
already takes into account the intersection of the cone surface
and the related image voxel, the Gaussian term in (3) was
not used. One iteration was completed when each event was
proposed a new origin, which might have been accepted or
not. The entropy of the image and the number of shifted
events per iteration were used to inspect when the Markov
chain reached the equilibrium. We calculated the final image
from the average over 9000 states divided by the sensitivity,
as described in [10]. The algorithm was implemented using
the Armadillo linear algebra library [30].

C. Data Selection

Only those data whose cones intersected the FOV were
considered. Different criteria were further used for event
selection.

(a) Classical Scenario: We considered only coincidences
composed of two interactions, the first one in the scat-
terer and the second one in the absorber. The cone
half-angle was calculated assuming that E0 was equal to
E1 + E2. In PGI, this approach may lead to wrong cone
apertures as E0 is unknown and high-energy photons
often scatter in the absorber.

(b) Multiple Interaction: In addition to the classic two-
interaction coincidences, events made of three or
more interactions in coincidence were also considered.
Although recording multiple coincidences may require
complex detector electronics, these events are useful to
increase data statistics and the accuracy of the calculated
cones. We examined further selection criteria to mitigate
the artifacts caused by wrongly calculated cones, mainly
because of wrongly assigned E0.

(c) Energy Cut: Events with a calculated energy E0 <

1 MeV were discarded, as below 1 MeV Doppler broad-
ening strongly deteriorates the angular resolution [31].

Fig. 5. Single 120 MeV proton beam reconstructed with MLEM (top) and
OE (bottom) for scenario (c). On the left the raw images are shown and on
the right the filtered images. All images are normalized to their maximum.

(d) Hodoscope: Together with criterion (c), a-priori
information as the one obtainable from a hodoscope was
used. A hodoscope measures the beam position and its
spread in the yz-plane. This motivated us to select as
valid events only those whose cones intersect a region-
of-interest (ROI) defined by x ∈ [−15 mm, 15 mm] and
z ∈ [−15 mm, 15 mm], for the single beam spots; and
x ∈ [−30 mm, 30 mm] and z ∈ [−15 mm, 15 mm]
for the two phantoms. Stronger constraints using a-
priori information about the beam direction have been
proposed in literature, e.g., [32] and [33]. In our case,
we preferred not to assume that the beam is described by
a perfect line given the non-negligible extension of the
simulated beam and the resulting activity distribution.

(e) Energy Peaks: A common approach in PGI is to select
events whose total deposited energy corresponds to cer-
tain transitions of the excited nuclei within the patient,
reflected as peaks in the spectrum [28], [34]. Here, we
selected the most prominent energy peaks that are seen
in Fig. 2, i.e., 2.3, 4.4, 5.2, and 6.1 MeV.

D. Range Verification

Two approaches were implemented, both partly based on
methods originally proposed for PET-based range verification.

1) Activity Depth Profile: This method relies on the analy-
sis of distal profiles calculated from the reconstructed activity
distributions [35]. In this article, the central slices of the 3-
D image parallel to the CC detectors were summed up in
z-direction. The range shift in the line phantoms was deter-
mined after image post-processing with a 3 × 3 × 3 mm3

Gaussian filter, and extraction of rectangular ROIs for each
line. For each profile, reference points were calculated by
averaging the depths for 25% and 50% maximum activ-
ity. Finally, the line profiles for the single proton beams
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Fig. 6. Estimated range shift and standard deviation for the single beam spots for scenario (a) - (e) reconstructed with MLEM (left) and OE (right). Five
independent simulations and reconstructions were performed. The expected range shift (marked as dashed lines) are (1) 0.0 mm (120 versus 120 MeV), (2)
1.6 mm (120 versus 121 MeV), (3) 3.2 mm (120 versus 122 MeV), and (4) 4.8 mm (120 versus 123 MeV).

(a) (b) (c) (d) (e)

Fig. 7. Views (xy-plane) of the reconstructed images, summed along z-direction for MLEM (top row) and OE (bottom row). (a) Reconstruction of just two
interaction coincidences, (b) two interaction coincidences plus multiple interaction coincidences, (c) like (b) plus an energy selection of 1 − 14 MeV, (d) like
(c) plus an event selection through considering a hodoscope, so that the beam path in yz-direction is known, and (e) selection of specific energy peaks. All
images are normalized to their maximum.

and the two phantoms were compared to determine possible
range shifts.

In spite of the filtering, this method can be very sensitive to
statistical fluctuations, as local maxima might be wrongly used
as reference to localize the distal falloff. Therefore, a second
technique was implemented to evaluate range shifts between
the energy-layer phantom and its extension.

2) Activity Contour: Possible range shifts were evaluated
using the activity contours extracted from the reconstructed
images. Compared to the former method, this technique is
more appropriate for complex treatment plans and can accom-
modate data obtained from various fields. For this article, the
method proposed in [36] was slightly modified to account
for truncation artifacts in z-direction. First, the image was fil-
tered with a 3 × 3 × 3 mm3 Gaussian filter. Next, the images
were summed up in z-direction. Further filtering and contour
extraction was performed as described in [36]. The contours
from two images were then compared voxel-wise within the
Bragg-peak region. To identify possible shifts, the Hausdorff
distance dH [37] was used; dH is defined as the maximum

value of all minimal distances found between the points of
both contours.

For all methods and scenarios, mean values and standard
deviation were computed using the various realizations.

III. RESULTS AND DISCUSSION

In this section, the unprocessed raw images are analyzed
and the resulting range shifts are quantified.

A. Single Proton Spots

In the following, the images are qualitatively evaluated, and
the quantitative results for the estimated range shifts using the
processed images are presented.

1) Image Quality: In Fig. 4, MLEM and OE reconstructed
images for a single realization corresponding to a 120 MeV
proton beam are shown. The images were obtained after sum-
ming along the z-direction, and show the view parallel to the
camera. This view is the one used to identify range shifts.
The average number of reconstructed coincidences varied with
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TABLE II
MEAN NUMBER OF RECONSTRUCTED COINCIDENCES N (N IN ×104

EVENTS) FOR THE SINGLE PROTON BEAMS (SPB) AND THE

ENERGY-LAYER AND EXTENDED (ELP) PHANTOMS

the level of selection (see Table II). Including multiple interac-
tions significantly increased the number of valid events, even if
this type of coincidences are less frequent than two-interaction
events. This is probably due to two facts. On the one hand,
several two-interaction events cannot provide the correct cone
aperture due to incomplete absorption of the scattered photon.
Part of these events are thus rejected since the assigned cones
do not intersect the FOV. On the other hand, most multiple-
interaction events allow for a better estimation of the cone
aperture [see (2)], so the ratio of accepted events is much
larger for multiple than for double coincidences. Furthermore,
the seven scatterers favour multiple scattering when compared
to other CC configurations with fewer scatterers.

The reconstructed activity distributions are either highly
blurred (OE) or extremely noisy (MLEM) for all scenar-
ios. Still, the distal edge is recognizable and correlates well
with the ground truth (depicted in Fig. 1, right). This can
be seen best in the filtered images (see Fig. 5). The appear-
ance of raw MLEM and OE images highly differ, also after
smoothing. MLEM images are characterized by the typical
“night sky” noise which characterizes this algorithm when run
until convergence without any regularization. However, useful
information is recovered after smoothing with the Gaussian
filter.

OE images are blurrier that MLEM ones. The differenti-
ated behavior between the two algorithms possibly results from
their very different nature, and how both cope with the lim-
ited information provided by a CC for the given FOV and
low-statistic data. The MLEM solution is the image which
maximizes the likelihood of the data, whereas the OE algo-
rithm provides samples of the posterior probability of the
number of emissions per voxel, conditioned on the measured
data. In the current scenario, MLEM produces very noisy
images to fit the statistically noisy data; given so few events in
relation to the number of image voxels, OE yields a sequence
of states which can much differ from each other, in spite of the
similar value of the corresponding posterior.2 Consequently,
their average is a blurred image.

2) Range Verification: For the purpose of range verifica-
tion, image quality is secondary as long as range shifts are
calculated correctly. Fig. 6 shows the estimated range shifts
with the Activity Depth Profile method for MLEM (left) and

2In our imaging scenario, a single CC event can originate from a relatively
large number of image voxels, i.e., the intersection between the cone and the
3-D FOV. As few events are available, very similar values of the posterior
can be obtained from states of the Markov chain which correspond to very
different distributions. Since the final image is calculated after averaging over
all these states, the large variability between the states of the chain translates
into the spread of the reconstructed activity over the FOV.

Fig. 8. Profiles along y-axis for the energy-layer phantom, reconstructed
with MLEM (top) and OE (bottom) for scenario (a)–(e). All images are post-
processed and normalized to their maximum.

OE (right). Both reconstruction methods allowed for a cor-
rect identification of zero shifts with a standard deviation σ

smaller than 0.9 mm for almost all scenarios, excepting sce-
nario Energy Peaks in OE with σ = 1.4 mm. The true values
of the nonzero range shifts lied within the error intervals,
whereby scenario Classical and Energy Peaks have the high-
est standard deviation. The estimated range shifts for these
scenarios also deviate the most from the expected range shift.
The results for the Classical scenario are affected by the high
level of noise introduced by the mispositioning of nonabsorbed
photons. In the case of scenario Energy Peaks, the deviation
is probably caused by the low number of events available
for reconstruction despite the high degree of data selection
that should minimize the noise. For the 1.6 mm and 3.2 mm
range shifts, MLEM and OE perform similar. Both methods
tend to slightly overestimate the small and the middle range
shifts. This can be partially due to the voxel size and partial
volume effects. The largest range shift is better estimated by
OE, whereas MLEM underestimates it with a larger statistical
uncertainty.

B. Energy-Layer and Extended Phantoms

In this section, the interplay between the activity distribution
originating from several spots within the same reconstructed
layer is evaluated in the case of range shifts affecting some of
the spots.

1) Image Quality: Raw reconstructed images with MLEM
and OE for all considered scenarios are shown in Fig. 7. The
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Fig. 9. Mean range shift and standard deviation for the extended phantom compared to the energy-layer phantom for scenario (a) - (e) reconstructed with
MLEM (left) and OE (right). Five independent simulations and reconstructions were performed. The expected range shift (marked as dashed lines) are (1)
0.0 mm (120 versus 120 MeV), (2) 1.6 mm (120 versus 121 MeV), and (3) 4.8 mm (120 versus 123 MeV).

images were obtained after summing along the z-direction, and
show the view parallel to the camera.

The images illustrate the role of data statistics as well as
the accuracy of the information provided by the data. The
average number of reconstructed coincidences is provided in
Table II. Compared to the ground truth (Fig. 3, left), the region
of highest activity close to the distal edge is not clearly rec-
ognizable in the images obtained from the Classical scenario
and the Energy Peaks, in agreement with Section III-A. To
better visualize the differences, the y-profiles of the energy-
layer phantom are shown in Fig. 8. In both methods the steep
activity falloff at the distal edges can be observed clearly.
MLEM profiles suffer from noise and intensity losses toward
the entrance of the beam. For scenario (d), Hodoscope, the
maximum intensity peak coincides with the ground-truth peak,
whereas a slight shift of the maximum is visible for the other
scenarios. The blurring of OE images translates into an uni-
form plateau and a falloff less steep than the ground-truth
one. Accordingly, a poorer range-shift identification will be
observed, especially for the lowest count scenario (e) (see the
next section).

Similar trends as for the single-spot case were further
observed: a notable improvement was reached by reconstruct-
ing both two-interaction and multiple coincidences, i.e., sce-
nario Multiple Interactions, and MLEM images were affected
by high statistical noise. OE was able to better reproduce
the relatively uniform activity distribution of the energy-
layer phantom, but at the cost of higher blurring. It must
be noted that the sensitivity term used here only relies
on geometrical considerations and ignores the role of the
energy. We expect to improve image quality by applying
more accurate system response models, as the ones introduced
in [19] and [20].

2) Range Verification: The range shifts estimated with the
Activity Depth Profile method for images reconstructed with
MLEM (left) and OE (right) are shown in Fig. 9. Both

TABLE III
HAUSDORFF DISTANCE FOR THE ACTIVITY CONTOUR METHOD.

ESTIMATED RANGE SHIFT BETWEEN ENERGY-LAYER AND EXTENDED

PHANTOMS dH,RS , AND BASE-LINE dH,0 (IN MM)

reconstruction approaches perform worse for the larger activ-
ity distributions of the phantoms as they did for single spots.
Compared to the latter, the number of detected counts is larger
but also the number of voxels which contained some activity
and the reconstructed FOV. Additionally, some activity orig-
inating from neighboring spots overlaps, partly masking the
shifts. MLEM-based estimated range shifts are, in general,
affected by larger statistical deviations than OE-based ones.
In contrast to the single-beam case, in many cases the true
shifts were not contained within the error margins and the
nonzero shifts were underestimated. The underestimation is
more pronounced for MLEM. Additionally, “false positive”
shifts arose, in particular when using OE. These effects might
be caused by the aforementioned overlapping of the activity
distributions. Since the spots with no shifts lie in the middle
of the extended phantom, the activity from neighbouring spots
is spilled over this region.

Selected results from the Activity Contour method are
shown in Fig. 10. These images correspond to criterion
Multiple Interactions (left column) as well as Energy Cut
(right column), and illustrate the main features of the method.
Because the statistical noise affecting MLEM images is not
completely removed in the image processing step, irregular
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Fig. 10. Range-shift identification with the Activity Contour method for
scenario Multiple Interactions (left) and Energy Cut (right), reconstructed with
MLEM (top) and OE (bottom). The activity contours are shown in solid-green
(energy-layer phantom) and dashed-red (extended phantom).

contours are produced. A higher order filter could overcome
this appearance, but at the expense of a stronger edge blur-
ring. Ideally, the Hausdorff distance should correspond to the
maximum shift present, i.e., dH,RS = 4.8 mm. For these par-
ticular realizations, dH,RS was around 4 to 5 mm for MLEM
and criteria (a)–(d), whereas dH,RS ≈ 3 mm for OE images
and criteria (a)–(d). Mean values of the Hausdorff distance
and their standard deviation are listed in Table III. For refer-
ence, the Hausdorff distance was also calculated between the
realizations of the energy-layer phantom. The corresponding
values, dH,0, are ideally equal to zero. In average, the range
shifts were well detected using MLEM, particularly for sce-
nario (c), and (d) in a lesser extent. OE underestimated the
shifts excepting the noisiest case, (e). Interestingly, MLEM
wrongly identified shifts larger than 2 mm when no shift was
present (probably due to the high fluctuations, as exemplary
shown with the contours in Fig. 10). In general, this effect
was less pronounced for OE.

In principle, the Activity-Contour method is a promising
alternative to deal with large range shifts, as it does not require
any prior knowledge about the spot distribution. Smaller shifts
might be masked by fluctuations in the data; nevertheless, this
was also the case when the shifts were estimated by computing
profiles from specific ROIs.

IV. CONCLUSION

In this article, we have evaluated two reconstruction algo-
rithms, MLEM and OE, for CC-based range verification in
particle therapy. Our goal was not to show the superiority of
one over the other, but to identify their shortcomings and pecu-
liarities in the proposed scenario toward future improvements.

Compared to other works using OE for CCs, our implemen-
tation includes a relatively accurate response model into the
acceptance probability with tij and sj, as used in MLEM. We
also accounted for the stochastic nature of the algorithm by
calculating the reconstructed image after averaging over many
states, whereas other implementations of OE use one single
state which is later smoothed.

The main sources of image degradation were the low num-
ber of counts, limited sampling, and incorrect estimation of
E0. The latter was caused by the Doppler effect as well as
incomplete absorption of scattered photons. Both phenom-
ena led to incorrect cone apertures which, in turn, resulted
in misplaced events, mainly into wrong image slices. This
kind of image degradation will be more prominent for a
real CC, since perfect spatial and energy resolution were
considered in our simulations. Some preliminary simulations
including energy resolution for the scatterers and absorber
show a non-negligible degradation of the shift estimates. To
a certain extend, some compensation should be achieved by
modeling the limited resolution into the reconstruction, either
in the system matrix or in the selection of the cone parame-
ters [14]–[17]. For the considered CC configuration with seven
scatterers including multiple coincidences into the reconstruc-
tion helped to increase the statistical quality of the data and
compensate for the effects of miscalculated E0 introduced by
two-interaction coincidences. Hence, efforts should be put on
implementing a detector read-out able to process such events.

Poor data statistics might remain the most challenging limi-
tation. In our case, it translated into noisy (MLEM) or blurred
(OE) images, and large uncertainty errors affecting the range
estimations. In modified versions of OE, the lack of statistics
is compensated by increasing the number of random points
per event and cone [6], [15]. The results provided by this
approach are very promising. However, it should be examined
if by increasing the number of random points, some bias is
introduced or the balance condition, on which the Metropolis–
Hastings algorithm relies, is still ensured. For single beams,
both MLEM and OE were able to detect interfractional range
shifts; the level of accuracy and precision depended on the data
selection method and the algorithm. Although no well-defined
trends were recognizable, the higher information content of
the data selected by the Energy Peaks criterion could not com-
pensate for the related signal loss and the resulting increase of
statistical fluctuations. In general, a better correlation between
estimated and true range differences was observed for OE,
which tended to overestimate the shifts. MLEM estimates were
affected by larger statistical uncertainties due to the high level
of noise of the underlying images. The noise regularization
achieved by the Gaussian filter might not be sufficient for this
application. As wider smoothing kernels might affect the accu-
racy of the estimation, other regularization techniques should
be investigated. Please note that MLEM was run over a large
number of iterations to assure convergence. If online recon-
struction is desired, the slow convergence of MLEM will be an
issue. The use of priors to regularize MLEM might both help
to increase convergence and reduce noise, but at the cost of
introducing an additional parameter whose optimal value also
depends on the data. This can be problematic in the context of
online range verification, as shown in [38] for in-beam PET.
For OE, poor data statistics translated into blurred images;
we believe that this behavior results from the large variabil-
ity between the states averaged to compute the reconstructed
image. OE results should improve by decreasing the number
of image elements. However, a too strong reduction of the
FOV size can be problematic, as it should be large enough
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to fully cover the region where the PGI originate, and large
voxels will hinder the detection of smaller range shifts. Also
the possibility of using advanced priors within the framework
of OE should be explored, as recommended in [39] for low-
count scenarios. The noninformative flat prior distribution on
which the current OE implementation relies could be substi-
tuted by more informative priors which can compensate for the
little information provided by the measured data. Additionally,
other capabilities of OE could be exploited, e.g., to estimate
the confidence interval of the solution, or optimize the imag-
ing system [40]. Further improvements in the performance of
both algorithms might be achieved by optimizing FOV and
voxel size. There is also much room for improvement in terms
of computational speed, for example, using temporal subsets
(e.g., OSEM); in the case of OE, alternative implementations
include multithreaded execution and massive parallelization
using GPUs [41], [42]. Concerning the role of instrumentation,
image quality could be much improved by enlarging the angu-
lar coverage of the CC, or using two or more CCs (e.g., [43])
to obtain complementary spatial sampling.

Of particular interest was the evaluation of apparent range
shifts when no shifts were present, as this aspect is obviated
in many papers. Care should be taken in choosing an ade-
quate threshold to discard “false positives.” In our case, those
scenarios including multiple coincidences combined with a
mild data selection criterion applied to single spots should
allow for separation between zero-shifts and 1.6 mm shifts.
Smaller shifts might remain undetected. When several spots
were reconstructed in one single image, apparent range shifts
became a problem. At present, single-spot reconstruction is
preferable. It remains open if other CC configurations and
improvements in the algorithms might increase the accuracy
and precision of the results for multiple-spot reconstruction.
Such improvements will be essential if CC are to be used for
treatments using an SOBP.

Here, we have used two methods to calculate the range
shifts. In principle, the method based on depth profiles should
allow single deviations to be calculated. This is theoretically
feasible as long as the direction of the beams is known.
For multiple-spot reconstruction, this method did not provide
reliable results. For this case, the Hausdorff distance was a
more appropriate metric to detect large range deviations. This
method, based on activity contours, does not rely on a-priori
information about the beam direction and can cope with PGs
from several spots and fields. On the other hand, by defini-
tion the Hausdorff distance can only estimate the largest shift.
Nevertheless, this metric combined with a threshold could be
used to trigger a warning signal. Again, care should be put on
selecting a threshold able to separate true shifts from apparent
ones. To explore this possibility, further studies using realistic
treatment plans would be needed.

In the conclusion, we believe that there is still room for
improvement in CC-based PGI, both in software as well as in
instrumentation.
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