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Highlights 

• Optimally scheduling the cleaning of remote photovoltaic systems is challenging. 

• Low cost detection of cleaning interventions helps to decide on further operations. 

• 4 machine learning algorithms are applied on data from a remote photovoltaic system. 

• Reliability of 95% is reached with 3.5 mHz voltage, current and temperature signals. 

• 3 implementation strategies are proposed to meet low cost and accuracy goals. 

Abstract 

Soiling losses are a major concern for remote power systems that rely on photovoltaic energy. Power loss analysis is 
efficient for the monitoring of large power plants and for developing an optimal cleaning schedule, but it is not adapted 
for remote monitoring of standalone photovoltaic systems that are used in rural and poor regions. Indeed, this technique 

relies on a costly and dirt sensitive irradiance sensor. This paper investigates the possibility of a low-cost monitoring of 
cleaning interventions on photovoltaic modules during daytime. We believe that it can be helpful to know whether the 

soiling is regularly removed or not, and to decide if it is necessary to carry out additional cleaning operations. The 
problem is formulated as a classification task to automatically identify the occurrence of a cleaning intervention using a 

time window of temperature, voltage and current measurements of a photovoltaic array. We investigate machine learning 
tools based on Logistic Regression, Support Vector Machines, Artificial Neural Networks and Random Forest to achieve 
such classification task. In addition, we study the influence of the temporal resolution of the signals and the feature 

extraction on the classification performance. The experiments are conducted on a real dataset and show promising results 
with classification accuracy of up to 95%. Based on the results, three implementation strategies addressing different 

practical needs are proposed. The results may be particularly useful for non-governmental organizations, governments 
and energy service companies to improve the maintenance level of their photovoltaic facilities.  

Nomenclature 

Symbols  
���           Current of the photovoltaic array (A) 
���                  Voltage of the photovoltaic array (V) 

���           Temperature of one photovoltaic module (°C) 

����            Ambient temperature (°C) 
�	
,	�
           Short-circuit current of the photovoltaic array under standard test conditions (A) 

�

,	�
           Open-circuit voltage of the photovoltaic array under standard test conditions (V) 

Abbreviation  
PV Photovoltaic 
MPPT Maximum Power Point Tracker 
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LR              Logistic Regression 
SVM Support Machine Vector 
RF Random Forest 
ANN Artificial Neural Network 
TS Time Series 
SF Simple Features 
PCA Principal Component Analysis  

1 Introduction 
In the world, more than 1 billion people still have no access to electricity in 2017 and most of them live in rural areas [1]. 
The cost of photovoltaic (PV) energy has been decreasing [2]. Being an accessible and relatively clean source of 

renewable energy [3], a growing number of facilities are adopting it, such as autonomous photovoltaic domestic or 
communal power plants, municipal lighting, photovoltaic water pumps, photovoltaic fridges [4], [5]. The scientific 
community has a growing interest in finding techno-economic optimum for these [6], [7].  

However, the full potential of standalone photovoltaic systems (SAPVS) is far from being exploited in these regions, 
mainly because of the lack of maintenance, which can lead to degraded performance, breakage and abandon if no local 
capacity is present to repair them [8], [9]. In addition, several studies have shown that SAPVS owners in developing 

countries are likely to overestimate the services that the system is able to provide [10], [11] and evidence show that they 
need social, economic and technical support to use properly and maintain service-oriented photovoltaic installations [12]. 

Innovative economic approaches of energy service concessions providing preventive and corrective maintenance have 
been tested in Zambia [13]. However, innovations that increase the reliability and the rate of return - like decreasing the 
maintenance costs of SAPVS - are still needed [14], [15]. 

Soiling is known to deteriorate severely the performance of photovoltaic modules [16]–[18] through various mechanisms 
such as pollution deposition, accumulation of dust or organic particles, or bird droppings that cover the surface of the 
modules. Soiling effect is particularly impacting in desert areas close to the equator, where photovoltaic modules are only 

slightly inclined and very exposed to dust deposits, and where rains are rare during the dry season. In these areas, the 
efficiency of a solar photovoltaic array exposed to dust might decrease down to -6% over one day and -18% over one 

month without any cleaning of dust deposition [19]. The quantification of soiling is crucial since is allows one to 
compute economically optimal intervals for cleaning interventions [20], [21]. There are currently three approaches to 
soiling estimation. 

The first approach to quantify soiling is through power losses estimation, where the measured power output is compared 

with the expected power output calculated from the measured irradiance [22]. The second approach consists in measuring 
directly the soiling rate by comparing the short circuit current of a “soiled” PV cell with the one of a “clean” cell [23].  

But for these two cases, the cost of the soiling measurement station and the cost of the sensors to measure the irradiance 
level, the pollutants concentrations or even atmospheric parameters, are too high to be affordable for small-scale SAPVS. 

And, the irradiance sensor is also sensitive to dirt, which can affect the effectiveness of the soiling estimation in remote 
locations. Another possibility could be to use satellite irradiance data as in [24].  

The third approach is to model the soiling mechanisms [25] and soiling losses [18], [26]. However, the amount of soiling 
losses is difficult to assess because it depends on several parameters such as the meteorological conditions [27], the 

nature and the distribution of particles [28], the surface condition of the modules [29] and their tilt angle [30],[31]. This is 
probably why a large number of publications use statistical tools or machine learning algorithms to improve the accuracy 

of the soiling losses calculation [32]. For instance, Pulipaka et al. [33], [34] proposed an Artificial Neural Network 
(ANN) model that is able to accurately compute the soiling losses and the photovoltaic power output using the irradiance 
signal and some pollutant characteristics. Massi Pavan et al. [18] used a regression model to calculate the soiling losses 

using the irradiance and the cell temperature as inputs, and compared it to Bayesian Neural Networks [35] which were 
found to outperform. ANN have also been used to predict PV soiling as a function of environmental variables such as 

particulate matter concentration, relative humidity and wind speed [26]. 

It is noticeable that, fault detection systems recurrently integrate detection of excessive soiling [36]. In [37] ANN is used 
for the identification of different types of faults in a photovoltaic array that cannot be easily distinguished with If-Then 

rules. Li et al. [38] implemented an ANN that takes the maximum power point array current and voltage, and the module 
temperature as inputs and which detects different types of defaults. Fuzzy logic and Neuro-Fuzzy systems have also been 
implemented for fault diagnostic [39]. It is noticeable that an Adaptive Neuro-Fuzzy Inference System (ANFIS) may 

perform a better fault classification compared to an ANN [40]. Numerous others fault diagnostic models based on semi 
supervised learning techniques [41], decision trees [42], Kalman Filter [43], K-Nearest Neighbors [44] already exist. In 
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order to overcome the non-linearity of fault detection problems and the different operating environments of photovoltaic 

systems, some articles explore other methods to build models that are accurate, reliable and transposable. For instance, 
Chen et al. used a kernel extreme machine learning algorithm based on current-voltage (I-V) characteristics [45], a deep 
residual network using current and voltage curves and ambient irradiance and temperature [46], and a Random Forest 

model using array voltage and string current [47] to achieve a high diagnostic performance with better generalization 
performance. However, these tools do not separate the effect of soiling from other causes of power losses (e.g. mismatch 

effects, inverter's power limitation, Maximum Power Point Tracker (MPPT) failures, temperature effect [37]). This 
makes the scheduling of cleaning interventions difficult.  

In the present article, we propose a low-cost monitoring tool for the detection of cleaning interventions on a photovoltaic 

array. It can be used as a complement to soiling estimation in order to improve the optimal scheduling of cleaning 
interventions. Indeed, the detection of cleaning interventions can be helpful to know whether the soiling is regularly 
removed or not, and to decide if it is necessary to carry out additional cleaning operations. This detection will also 

provide a true picture of the regular care of a remote installation, promoting then Human in the Loop strategies for the 
maintenance of SAPVS. We investigate the feasibility of building a binary classifier for cleaning detection using usually 

measured electrical signals or low-cost temperature sensors. No precise dating of the cleaning intervention is necessary. 
We discuss the minimal temporal resolution, the type of inputs and the nature of the algorithm. We decided to use 

machine learning models to perform this classification task because the modeling of cleaning interventions is complex, in 
particular due to the variety of cleaning techniques, the complexity of the irradiance dynamics and the diversity of 
isolated PV installations. In order to explore the complexity of this problem, we study the use of various linear (Logistic 

Regression and Support Vector Machine) and nonlinear (Artificial Neural Networks, Random Forest) machine learning 
algorithms which present various levels of complexity and explicability. The classifiers are tested using labelled datasets 

collected on a remote photovoltaic water pumping system located in a rural village in Burkina Faso.  

To the best of our knowledge, this paper is the first one to study the detection of cleaning interventions over photovoltaic 
modules. Even though the tool is applied here to a photovoltaic water pumping system, it may be applied to other 
photovoltaic systems. It could be particularly useful for helping non-governmental organizations, governments and 

Energy Service Companies (ESCOs) [13] to improve the maintenance level of SAPVS. 

The test site is presented in section 2. The experimental datasets are described in section 3. The methodology for the 
classification is described in section 4. The results of the different classification algorithms are presented and discussed in 

section 5. 

2 Experimental setup 
2.1 Standalone photovoltaic system  
The studied photovoltaic water pumping system is installed in Gogma, Burkina Faso (GPS coordinates: latitude 
11.724444°; longitude -0.572222°) since January 2018. We described the operation of the system and modeled it in [48]. 

It consists (see Figure 1) in: 

• a photovoltaic array composed of 3 modules (total peak power of the array: 620 Wp STC); 

• a motor-pump (Grundfos SQFlex 5A-7) which includes a maximum power point tracking (MPPT) controlled 
inverter; 

• a controller which starts and stops the motor-pump, with hysteresis control of the water level in the tank; 

• a water tank of 11.4 m3; 

• a fountain at which the inhabitants collect water.  
   

An average local yearly horizontal irradiation of 2130 kWh/m² has been computed for this location using PVGIS [49]. 
Each day, around 7 m3 of drinking water are pumped by this system for the domestic water uses of 280 people of the 
village. A local “Pump Management Office” has been created; it is in charge of ensuring access to clean drinking water, 

collecting the user payments, and managing the maintenance. The Pump Management Office hired one inhabitant to 
regularly clean the modules. He was trained by the team that installed the photovoltaic water pumping system. The 

cleanings must be more frequent during the dry season (November to May) than during the wet season (April to October) 
when precipitation contributes to the regular cleaning of the modules. Manual cleaning with water is used because it is a 
good compromise between costly water jets and low efficiency dry manual cleanings [50]. As water is a low-cost solvent, 

no demineralized water neither costly detergent is used. A wet smooth mop with water from the photovoltaic water 
pumping system is used (Figure 2). The cleaner must climb on a ladder to brush and push the dust from the top to the 

bottom of the modules. 
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Figure 1. Overview of the photovoltaic water pumping system in Gogma 

 
Figure 2. Cleaning intervention on the photovoltaic array  

 

2.2 Monitoring system and cleaning interventions 
A data logger has been monitoring several signals (Table 1). All the signals are measured with a time step of ~2.2 s and 

are then rescaled to an evenly spaced temporal resolution of 3 s by linear interpolation. 

Signal Sensor  
(resolution) 

Sensor location Usually measured on 
SAPVS 

Photovoltaic array voltage ��� 
LEM LV 25P 
(±0.9%) 

PV array output Yes (integrated in MPPT) 

Photovoltaic array current ��� 
LEM LA 55P 
(±0.9%) 

PV array output Yes (integrated in MPPT) 

Photovoltaic module temperature ��� 
PT1000 
(±0.05%) 

On the back of one PV module No 

Ambient temperature ���� 
PT1000 
(±0.05%) 

In the shadow, next to the PV array No 

Irradiance on the plane of the modules ��� 
Solems RG100 
(±10%) 

On the plane of the PV array No 

Table 1 :Monitored signals and sensor characteristics 

Cleaning interventions influence the shape and the level of the signals. These variations depend strongly on the pump 
mode (pumping or standby), and on the instantaneous irradiance. The signals measured during two selected interventions 

are shown in Figure 3 and in Figure 4. The short-circuit current and the open-circuit voltage indicated by the 
manufacturer are plotted as reference levels of the installation. 

In pumping mode (Figure 3), the PV array current is initially proportional to the irradiance. The cleaning intervention 

causes a partial shading. As a result, the array voltage and current drop rapidly (-34% and -60% respectively). The 
significant voltage drop, and its variability are most likely due to the MPPT control in a dynamic partial shading context. 
The water projections cool down the modules (-28%). This has the effect of slightly increasing the array voltage which is 

visible just after the end of the cleaning. It should be noted that the irradiance increase during the cleaning intervention 
has a negligible effect on the array voltage. 

In standby mode (Figure 4), the current is zero. A cleaning intervention decreases the module temperature by -27% ( Δ� 

= -14 °C). King et al. [51] provided a normalized temperature coefficient of the open circuit voltage for mc-Si modules 

���� ≈-0.0042 °C-1. The measured open circuit voltage increase of Δ���,� = 6.9 � is in good agreement with the 

theoretical value Δ���,�� = ���� . ���,	�
 . ΔT = 6,4 V. 

The short dip in the measured irradiance is explained by the fact that the person performing the cleaning was asked to 
clean the irradiance sensor at each cleaning intervention. Naturally the shape of the signals is more complex during 
cloudy days, but the same trends are observed.  
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(a) Irradiance in the plane of the array ��� 

 
(b) Array current ��� 

 
(c) Array voltage ��� 

 
(d) Module temperature ��� and ambient temperature 

���� 

Figure 3 : Measured signals during a cleaning intervention in pumping mode. The cleaning intervention is delimited by the red dashed 

lines 

 
(a) Irradiance in the plane of the array ��� 

 
(b) Array current ��� 
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(c) Array voltage ��� 

 
(d) Module temperature ��� and ambient temperature 

���� 

Figure 4 : Measured signals during a cleaning intervention in standby mode. The cleaning intervention is delimited by the red dashed 

lines. 

In order to train the detection model, we collected a database of labelled time series. As our study aims at detecting 
cleaning interventions on the photovoltaic array without using an irradiance sensor, we focus on the three measured 

signals ���, ��� and ���. In agreement with the Pump Management Office, our team managed the cleaning of the 

photovoltaic modules from the 14th of March 2019 to the 7th of April 2019 (25 days). We planned 80 manual cleanings 
during that period, which were all performed by a local cleaner that we hired. Cleanings were done by manual wet 
cleaning with a wet smooth mop using water from the solar pump in the same way as the Pump Management Office 

cleaner. The date and time were recorded by the cleaner before and after each cleaning intervention. Before labelling the 
dataset, we double-checked manually, by looking at the data, that a cleaning intervention had indeed taken place during 

the time interval specified by the cleaner. 

The cleanings were performed by series of 8 cleanings each spaced of 20 minutes, over 10 different days. We suppose 
that no other cleaning was done, so any other period is assumed to be “no cleaning” period. In order to guarantee the 

representativeness of the samples used for training of the model, the cleanings were carried out for different 
meteorological conditions and for different modes of operation of the SAPVS. Cleaning interventions were evenly 
distributed from 5:00 to 21:00 GMT during the test period. The measurements of 2 cleaning interventions were 

incomplete due to handling errors during data collection. The voltage and current signals are both zero at night. This 
prevents us from detecting any cleaning intervention at night using electrical signals. Thus, only cleaning interventions 

between sunrise 06:00 and sunset 18:00 GMT were finally kept.  At the end, 57 cleaning interventions have been 
retained. Among these, 34 of them were done during pumping mode and the remaining 23 were done during standby 
mode. 

The classifier is designed to determine if a cleaning intervention occurred in a temporal window of observation. Two 
classes are then considered for each window namely “Cleaning” (C) and “No cleaning” (NC). The maximum duration of 
a cleaning is about 12 minutes for the total array surface of 3.9 m², thus a temporal window of 30 minutes is considered 

in this article. For each cleaning intervention, 17 datasets were generated by sliding the window of 30 minutes over the 
signals by steps of 1 minute (Figure 5) so that every data point when cleaning occurs is included in the window. Our 

database has thus 969 datasets labelled C. To get a class-balanced learning database, 969 datasets are extracted randomly 
over the test period, except during the cleaning time range, and from 18:00 to 06:00 and they are labelled NC. Figure 6 

presents the shape of the database. !
"#  (respectively !$
"#) denotes the element % of dataset & of signal ! of the C class 

(respectively NC class). 
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(a) Array voltage ���  

 
(b) Array current ��� 

 
(c) Module temperature ��� 

Figure 5 : Example of 3 cleaning intervention datasets. Datasets are generated by sliding a 30 min window over the three signals 

 

Figure 6: Structure of the database. Each line contains a dataset generated by a sliding 30 minutes temporal window. Green (resp. 

red) block contains datasets belonging to “C” (resp. “NC”) class. Each block contains 969 lines with voltage, current and 

temperature time series.  

Basic descriptive statistics are computed by block over the dataset in order to get a first overview about the frontier 

between the two classes. The results are shown in Figure 7. The near-zero level of the current signal medians for NC 
signals is a result of the intermittent operation of the solar pump. No significant and relevant distinction can be made 
between C and NC periods, using only voltage and current statistics. One trend that can however be observed is that 

temperature levels are likely to be lower during cleaning interventions.  
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(a) Array voltage ��� (b) Array current ��� 

 
(c) Module temperature ��� 

Figure 7: Basic descriptive statistics for the database. For each diagram, we plot the median and the average. The bottom and the top 

edges of the box indicate the 25th and 75th percentiles. Outliers are plotted individually. 

In order to have the same range of values for each of the inputs and thus improve convergence of weight and biases of the 
machine learning models, all values are centered by mean and scaled by the mean of the standard deviations as 
following; 

���((, ))   +,- �./(0,1)2�./
34./

       ���((, ))   +,- 5./(0,1)25./
36./

      ���((, ))   +,- �./(0,1)2�./
37./

 

where 89 and ! are respectively the mean of the standard deviations and the mean of all the datapoints of signal !, and 

!((, )) is the element at line (, column ) from the sub- matrix of the signal !.   

3 Methodology 
We address the problem of cleaning intervention detection by considering the supervised training of a binary classifier 

within the framework of machine learning. Figure 8 summarizes the methodology used for the classification.  

 

Figure 8 : Methodology used for the classification of the windows of observation 

1. Data selection

Input signals
I:;
V:;
T:;
Combination of 
signals

Temporal resolution 
3 s to 900 s

2. Feature 
extraction

Time series (TS)

Simple Featuring (SF)

Principal Component 
Analysis (PCA)

3. Model selection and 
training

Logistic Regression (LR)

Support Vector Machine (SVM)

Artificial Neural Networks (ANN)

Random Forest (RF)

4. Performance 
evaluation

Accuracy  index 
(ACC)
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3.1 Data selection  
Several combinations of input signals are used. All configurations used in this study are listed in Table 2. The temporal 
resolution of the input signals is directly linked to the frequency of the monitoring. A lower acquisition frequency will 

reduce the memory and the energy consumption requirements of the monitoring system but might also lead to a loss of 
information. Hence, we study the performance of the classifiers that use input signals with different temporal resolutions. 
For this purpose, input signals with low time resolution are obtained by nearest neighbor interpolation of the initial data 

(Figure 9). 

 

 

 
Figure 9 : Example of signals with different time resolutions, during a cleaning intervention. Inputs signals with lower time resolution 

are generated by nearest neighbor interpolation of the original 3 s resolution signals. 

Within the framework of this study, a theoretical limit of the time resolution is given by the Nyquist–Shannon sampling 
theorem. The maximum duration of a cleaning intervention is 720 s. However, the module temperature keeps on evolving 

after the cleaning in itself is finished (see Figure 3), and the temperature signal signature lasts up to 1200 s. 
Consequently, the Shannon boundary for the electrical signals is 360 s and for the temperature signal is 600 s. We 

therefore estimate the performances of the classifiers for the following temporal resolutions of the input signals, where 
we consider some temporal resolutions above the Shannon boundary: [3,10, 50, 100, 150, 200, 300, 400, 500, 600, 
900] s. 

 

3.2 Feature extraction 
The nature and the structure of the inputs of a classification model influence the amount of available information, the 
duration of trainings and the accuracy of the predictions. Three feature extraction methods are tested here:  

• Time series (TS) of voltage, current and module temperature can be used as inputs for the classification model. 
However, if one considers three datasets having duration of 1800 s and a temporal resolution of 3 s, up to 
3x600=1800 inputs are provided, which generates excessive computation time for classification. 

• Simple Featuring (SF) consists in extracting the five following features from a given dataset: minimum, 
maximum, average, median, and standard deviation. 

• Principal Component Analysis (PCA) can be used to build features which explain at least 95% of the total 
variance of all the datasets of a given signal. The numbers of features depend on the number, the nature and the 
temporal resolution of the selected input signals. PCA analysis is computed using the pca method from 

MATLAB [52].  

In total, 16 different configurations of inputs signals and feature extraction methods are tested. They are listed in Table 2. 
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Input signals Feature extraction Symbol Dimension of feature vector  
(Temporal resolution = 3 s) 

Dimension of feature vector  
(Temporal resolution = 900 s) 

��� 

Time Series 
(TS) 

TS V 600 2 

��� TS I 600 2 

��� TS T 600 2 

�<=& ��� TS VI 1200 4 

���& ��� TS VT 1200 4 

���& ��� TS IT 1200 4 

��� & ��� & ��� TS VIT 1800 6 

��� 

Simple Featuring 
(SF) 

SF V 5 5 

��� SF I 5 5 

��� SF T 5 5 

���& ��� SF VI 10 10 

��� & ��� & ��� SF VIT 15 15 

��� 

Principal component 
analysis 
(PCA) 

PCA V 11 2 

��� PCA I 6 2 

��� PCA T 4 2 

��� & ��� & ��� PCA VIT 21 2 

Table 2: List of the input signals and their associated feature extraction methods. The size of the feature vectors used for classification 

vary with the temporal resolution of the input signals. 

3.3 Model selection and training 
We compare the performances of several common binary classifiers based on supervised learning [53], [54]. Each has a 
different level of complexity of implementation and is capable to draw linear or nonlinear classification border.   

• Logistic regression (LR) 

Logistic regression is a simple and robust model which is used here as the reference model. This model can handle both 

continuous and categorical variables. It computes the regression of the logit of conditionnal expectation of a detected 

cleaning P(@|!) as a linear combination of explanatory variables ! = (B") [55]. The decision boundaries are linear.  

Logit (P(@|!)) = ln J P(@|!)
1 − P(@|!)M  =  bO + Q bRB"

"
     bR ∈  ℝ (1) 

For this model, the features are continuous variables and we assume that they are explanatory variables. The LR 

coefficients are computed by using the multinomial logistic regression function mnrfit of MATLAB [56]. They are 
initialized to 0. The model is computed only for SF and PCA features as the TS feature vectors have a high dimension 
that prevents the algorithm from converging.  

• Support-Vector Machine (SVM) 

SVM are linear classifiers that are based on the calculation of a maximal margin hyperplane that separates the data into 
two classes.  The data are mapped to a higher dimensional space using a kernel function. In this paper, the SVM is 
trained using the fitcsvm MATLAB function [57] with a Gaussian radial basis function as kernel function [58] with scale 

factor of 1. A non-linear kernel is used in order to study if the considered features can be projected in a larger space 
where the problem could become linearly separable and outperform Logistic Regression. The SVM is not trained for TS 

but only for SF and PCA features for the same reason as for the logistic regression.  

• Artificial Neural Networks (ANN) 

ANN is non linear classification model [53]. ANN can be viewed as a weighted graph where each neuron (node) 
computes an output thanks to an activation function [59]. In our case,  and as a first approach, a simple feedforward 

structure with a single hidden layer of 100 neurons is used. The number of neurons was chosen by computing the results 
for neural networks with 5 to 2000 neurons hidden layer, and by keeping a good compromise between classification 
accuracy and model complexity. A sigmoid function is used as the activation function. Network building, training and 

testing are carried out using the Deep Learning Toolbox from MATLAB [60]. The data used for training are divided into 
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three subsets: 70% for training, 15% for validating and 15% for testing. The standard scaled conjugate gradient 

backpropagation method is used for training [61]. Cross entropy is used as the objective function to measure training 
loss. Initialization of the weight and biases is performed with the Nguyen-Widrow initialization method [62]. The ANN 
is trained with TS, SF and PCA features. 

• Random Forest (RF) 

Random Forest is a supervised learning technique based on two major ideas that are bagging and random features for 
training developed by Breiman [63]. The algorithm uses an ensemble of uncorrelated decision trees that are trained over 
different subsets. Output is computed as the principal mode of the classes given by the individual trees. Averaging the 

result of the forest results makes the RF more robust and accurate than a simple decision tree. Three main parameters 
must be defined for the construction of the RF model, including the number of random variables used at each split, the 

fraction of the original data that is used to build the bootstrap samples and the number of decision trees in the forest. 
Based on the literature for classification RF models [64], the number of predictors used for training is set to the square 

root of the total number of variables. Then, each tree is formed by randomly selecting rows with replacement of the total 
base. Therefore, each bootstrap sample contains on average approximately 2/3 of the observations. Sensitivity results 
show that accuracy results remain almost the same when sampling randomly over 66% and 80% of the total base. The 

remaining rows of the training data are called the Out-of-Bag samples. For all the RF built in our work, the number of 
trees has been set to 100. According to Breiman, a too high number of trees is not an issue since Random Forest does not 

overfit. This choice is based on the computation of the Out-of-Bag error rates with PCA VIT and SF VIT inputs, which 
showed that Out-of-Bag error rate does not decrease when adding more trees in these cases. The RF is trained only with 
SF and PCA features for the same reason as for the logistic regression. The RF algorithm is computed using the 

TreeBagger MATLAB function [65].  

Each test configuration is thus entirely defined by a quadruplet {Input signals, Temporal resolution, Feature extraction 
method, Classification model}. For each quadruplet, 70% of the database is selected randomly for training and the 

remaining 30% is used for performance evaluation. 

3.4 Performance evaluation 
The best quadruplet is supposed to detect both “cleaning” (C) and “no cleaning” (NC) classes without misclassification. 

A common metric for classification algorithm is the percentage of correctly classified data also known as the 

classification accuracy (U@@) which is defined as:  

U@@ =  �VW + �V$
�VW + �V$ + XYW + XY$

 
(2) 

 

where true positives (�VW) and true negatives (�V$) denote the number of correct classifications of positive and negative 

examples respectively. Positive example denotes here the occurrence of a cleaning intervention and negative the 

opposite. False positives (XYW) represent the number of incorrect classification of negative examples into the positive 

class, and false negatives (XY$) are positive examples incorrectly classified into the negative class.  

All the considered binary classifiers provide class membership probabilities. The optimal classification threshold is 

computed for each quadruplet, at each computation, as the one which minimizes the distance between the receiving 

operating characteristic (ROC) and the optimal classifier point. In an effort to limit uncertainties U@@ is computed 100 

times by using random test sample for each quadruplet and the average value U@@ ZZZZZZ is kept. The standard deviation of the 

accuracies is computed in percent of the average accuracy. 

Other indicators may be used for classification characterization like recall, F1 score, or ROC curve analysis [53]. 
However, for the sake of clarity and consistency only the classification accuracy index is used here. 

4 Results and discussion 
4.1 Accuracy of cleaning detection 
The average classification accuracy U@@ZZZZZZ for each quadruplet {Input signals, Temporal resolution, Feature extraction 

method, Classification model} is plotted in Figure 10. The corresponding standard deviations are generally below 2.5%, 

for temporal resolutions below the Shannon limit. Noteworthy exceptions are quadruplets with current as single input 
signal, or above the Shannon limit, where standard deviations are observed up to 10%.  
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(a)  Logistic Regression (LR) 

 

 
(b)  Support Vector Machine (SVM) 

  
(c) Artificial Neural Network (ANN) 

 
(d)  Random Forest (RF) 

Figure 10 : Average classification accuracy U@@ZZZZZZ for each quadruplet {Input signals, Temporal resolution, Feature extraction method, 

Classification model} over 100 trainings. 

Regarding data selection, under the Shannon limit (360 s for the electrical signals and 600 s for the temperature signal), 

an accuracy of 95% is achievable when using voltage or temperature signal. Current signal seems however to be 
ineffective to detect cleanings accurately, as in its best configuration an accuracy of only 70% is achieved. This may be 

due to confusions between cleaning interventions and passing clouds – where irradiance and array current may vary 
rapidly -, and also to cleanings which occur in standby mode – where the array current is zero. As expected, the accuracy 

drops with the temporal resolution for all configurations. 

Regarding feature extraction methods, TS can be effective with ANN even when the temporal resolution is degraded 
close to the Shannon boundary. Indeed 80% accuracy for TS V is observed even at a 300 s resolution. SF provides 
accuracies over 85% when using voltage and temperature signals with SVM, ANN or RF and temporal resolution below 

300 s. PCA featuring improves slightly the accuracy and provides robustness for all models to the price of an increased 
computing time. 

Regarding classification models, LR (Figure 10a) provides accuracy results over 85% for temporal resolution signals 

below 10 s with SF V and over 90% for temporal resolutions below 300 s for SF T. SVM, ANN and RF always 
outperform LR. LR and SVM may provide worse results when using combinations of features of different signals. On the 

contrary, ANN and RF tend to improve their accuracy when combining features from different signals. For instance, at a 
150 s resolution SF V, SF VI  and SF VIT provide respective accuracies of 85%, 88% and 90% with the RF classification 
model. 

All things considered, RF provides the best classification accuracy for cleaning intervention detection when using a 
combination of PCA features of current, voltage and temperature signals (PCA VIT). In this configuration, an average 
accuracy of 97% is achieved at a temporal resolution of 3 s. This observation underlines the high interest of ensemble 

learning techniques that use the mode of the classes of the individual models as the output class. It can be guessed that 
the formulated problem of cleaning detection requires detecting very different types of curves for the same class. This 
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confirms the intuition that the result given by a combination of high number of simple models is likely to be better than 

the one given by a single model.  

4.2 Synthesis & implementation  
In the previous section, we compared the accuracy of different quadruplets. But other constraints must be considered for 

a real-world implementation. Table 3 provides a summary of the different advantages and drawbacks of selecting a given 
input. The choice of the feature extraction method, the temporal resolution and the classification model might be relative 
to the case study. Indeed, it could depend on the configuration of the photovoltaic array (bypass diodes, MPPT 

controller), the duration of the cleaning and the movements done by the cleaner. Table 4 presents a comparison of the 
classification models for this case study. 

Input signals Advantages Drawbacks 

��� Common measure  
 

Low accuracy because of confusions during cloudy days. 
Useless in standby mode because current is zero. 
Useless by night because array current is zero. 

��� Common measure Useless by night because array voltage is zero. 

��� Best accuracy for wet cleaning  A temperature sensor must be installed. 
Assumes that the temperature of one module is representative of the 
temperature of each module of the array. 
The cleaner must use enough water. 

Table 3: Advantages and drawbacks of the different signals for practical use 

Model Classification accuracy 
LR Good (> 75 %) 

SVM High (> 85%)  

ANN High (> 85%)  
RF Very high (> 90%) 

Table 4: Synthesis of the best-case classification accuracy of the different classification models 

Based on the above analysis, three quadruplets {Input signals, Temporal resolution, Feature extraction method, 

Classification model} are proposed in Table 5 corresponding to different user objectives. Monitoring of autonomous 
systems requires a compromise between accuracy of classification, energy consumption and system cost. It is worth 

underlining that the temporal resolution is tightly linked to the hardware acquisition frequency, and therefore to the 
power consumption, data storage capacity, data transfer capacity and computing power for online/offline post processing.  

User objective Input signals Temporal 
resolution 
(s) 

Feature extraction 
method 

Classification 
model 

Average 
accuracy (U@@ZZZZZZ) 

High accuracy �W� & �W� & �W� 10 PCA RF 96 %  
Low cost hardware �W� & �W� 100 SF RF 84 % 
Low energy consumption �W� & �W� & �W� 300 SF RF 90% 
Table 5 : Proposition of quadruplets adapted to different user objectives and associated for this case study. 

Careful considerations are to be made concerning the use of the temperature signal. Firstly, the location and the number 

of temperature sensors are of primary importance to get a true picture of the photovoltaic array temperature. Secondly, 
the temperature signal can be used only for wet cleanings. Indeed, several dry cleanings have been carried out and no 

temperature variation was observed. In any case, dry cleanings are inefficient and are not recommended for SAPVS.  

5 Conclusion 
Several machine learning models have been implemented and succeeded in detecting wet cleaning interventions during 
daytime. A classification accuracy of 97% was obtained when using a real database of 1938 labelled datasets. Extracting 
simple features of the temperature signal alone and using a logistic regression model gives very good detection 

performances (>90 %) for a temporal resolution lower than 300 s. However, more complex tools such as random forest or 
artificial neural networks are needed to maintain good performances for a temporal resolution larger than 300 s. Array 

current and voltage are often already measured on SAPVS and are likely to provide also good accuracy results (about 
85%) for cleaning detection with acquisition time resolution around 100 s. Finally, the combination of simple 
characteristics of module temperature, array voltage, and array current signals with a random forest (RF) model appears 

to provide the most accurate classifier (95%). Three different strategies for the on-site implementation were proposed to 
answer several user objectives. 



    14 
 

This demonstrates that only a few signals (array current and voltage, module temperature) must be monitored with a 

relatively low temporal resolution (300 s i.e. a frequency of 3.5 mHz) to get a good picture of the regular care of a remote 
photovoltaic installation and of its soiling state. This low-cost tool could help manage the schedule of the cleaning. An 
interesting novelty of this approach is that it allows including people in a retroactive loop to take care of a system.  

The variation of the performance with the climatic conditions, the characteristics of the SAPVS (different PV modules 
configuration and load), and the cleaning sequence (duration, quantity of water used, efficiency of movement) will 
notably be studied. Transfer learning algorithms or deep learning techniques could be investigated as interesting 

pathways to avoid the need for large learning databases. The achieved good accuracy of cleaning intervention detection 
opens the possibility to monitor the soiling state of a SAPVS (by comparing the efficiency before and after the cleaning). 

From an application perspective, socio-technical studies would be interesting to better understand local social 
organizations around SAPVS, especially in terms of routine maintenance. These studies would make it possible to build a 
sustainable and suitable management scheme, with low environmental impact, which would help communities better 

maintain PV systems thus increasing their socio-economic impact. 
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