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Abstract: By employing the Bethe-Salpeter formalism coupled
with a non-equilibrium embedding scheme, we demonstrate
that the paradigmatic case of S1 band separation between cis
and trans in azobenzene derivatives can be computed with ex-
cellent accuracy compared to experimental optical spectra. Be-
sides embedding, we show that the choice of the Kohn-Sham
exchange correlation functional for DFT is critical, despite the
iterative convergence of GW quasiparticle energies. We ad-
dress this by adopting an orbital-tuning approach via the global
hybrid functional, PBEh, yielding an environment-consistent
ionization potential. The vertical excitation energy of 20 azo
molecules are predicted with a mean absolute error as low as
0.06 eV, up to three times smaller compared to standard func-
tionals such as M06-2X and PBE0, and five times smaller com-
pared to recent TDDFT results.

In recent years, molecular photoswitches have attracted
much attention from researchers in different disciplines since
they offer an efficient way to achieve light-harvesting through
molecular functionalization. Azobenzene (AB) and its
derivatives constitute an important family of molecular pho-
toswitches which has found a variety of applications such
as in drug delivery,1,2 DNA and RNA manipulation,3,4 gas
separation using metal-organic framework scaffolds,5–7 and
many more.

The trans-cis isomerization in AB occurs upon UV or vis-
ible light irradiation. For device design, the yield of isomer-
ization should be as high as possible to achieve the largest
possible change in the physical properties of the system.5,6

An efficient way to achieve high fractions of cis or trans is
to irradiate using wavelengths that give a selective absorp-
tion of one isomer over the other.8,9 In the case of AB, only
an incomplete yield of isomerization can be obtained upon
n → π∗ (S1) excitation because of the S1 optical bands of
cis and trans largely overlap.10 In this regard, azobenzene
functionalization has been proposed as a successful way to
separate the S1 between trans and cis and thus achieve al-
most complete fractions of each isomer at the photostation-
ary state.11,12

In order to assist experimental efforts devoted to mate-
rial design using azobenzene derivatives, and other photoac-
tive molecules in general, computational methods yielding
an accuracy of below a tenth of eV are required. In this
Letter, we demonstrate that the Bethe-Salpeter equation
(BSE)/GW formalism coupled with a non-equilibrium em-
bedding scheme can yield excitation energies of the S1 in
azobenzene derivatives in excellent agreement with exper-
iments, yielding a mean absolute error as low as 0.06 eV
which is up to five times smaller compared to recent time-

dependent density functional theory (TDDFT) calculations
performed with embedding.13 Our approach is based on two
main points. The first is that environment effects are taken
into account both at the ground state level and the BSE/GW
level by computing, respectively, the solvent-polarized Kohn-
Sham (KS) ground state and the reaction field describing
the fast electronic response of the environment to excita-
tions, employing here a discrete polarizable model. The sec-
ond aspect addresses the large dependence found here of the
computed optical spectra on the starting point functional.
The DFT starting point is here chosen in accordance to the
ionization potentialtheorem for KS DFT (i.e. εH=-IP, with
IP=ionization potential)14–18 thus yielding a different start-
ing point functional in gas phase than in solution.

The BSE/GW formalism,19 which was originally devel-
oped and then applied in the condensed matter community
to describe optical excitations in semiconductors,19–21 has
recently attracted attention even in the world of molecu-
lar systems,22–24 due to its accuracy and efficiency com-
pared with wavefunction-based methods like CASPT225,26

or coupled-cluster,27 and its ability to overcome some of
the limitations of TDDFT such as charge-transfer excita-
tions and Rydberg excitations.22,28 Additionally, compared
to TDDFT, the BSE/GW approach has two advantages, i)
higher accuracy of GW quasiparticle eigenvalues as com-
pared to KS eigenvalues and ii) accurate asymptotic be-
havior of the two-particle (electron and hole) BSE Hamil-
tonian.29 It is a two-step approach. First, within the
GW many-body perturbation theory, where G is the time-
ordered single-particle Green’s function and W the screened
Coulomb potential, the KS eigenvalues are corrected per-
turbatively yielding the true energies to add or remove one
electron, also referred to as quasiparticle (QP) energies. The
second step is to use BSE to describe a two-particle bound
state, i.e. the excited electron and the hole that it leaves
behind. Recently, the BSE/GW formalism has been further
developed to incorporate the effects of classically described
environments.30–33

In this work, we use the BSE/GW as implemented in the
Fiesta package,34,35 starting from the KS states (εKSn , φKSn )
obtained from a DFT calculation using the NWChem pack-
age.36 We perform eigenvalue self-consistent evGW calcu-
lations meaning that the GW quasiparticle energy of n
level is updated iteratively without updating the KS wave-
function.35,37 Hence, the quasiparticle energy reads:

εGWn = εKSn + 〈φKSn |ΣGW (εGWn )− V XC |φKSn 〉 , (1)

and it converges normally within a few iterations.
To compute accurately the optical spectra of solvated

molecules, the solvation effects need to be taken into ac-
count since they are known to bring significant changes in
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Figure 1. Workflow of the non-equilibrium embedded BSE/GW
scheme adopted in this work.

the spectral features, as discussed for the case of azoben-
zene in the review work by Bandara and Burdette.10 Here,
we employ a QM/MM (Quantum Mechanics/Molecular Me-
chanics) approach where the solvent is accounted for at both
the DFT and BSE/GW level. To describe the ground state
polarization effects, among available polarizable continuum
models (PCM), we employ the solvation model based on
the density (SMD)38 whose parameters are taken from the
Minnesota solvent descriptor database.39 At BSE/GW level,
the fast electronic response of the MM part is described by
the reaction field matrix calculated using the solvent optical
dielectric constant, εopt, which adds the contribution of the
reaction field from the MM part to the screened Coulomb po-
tential, W 31,32,40,41. Specifically, starting from the screened
Coulomb potential, W , verifying the Dyson equation for the
gas-phase molecule:

W (r, r′;ω) = v(r, r′)+

∫
dr1dr2v(r, r1)χ0(r1, r2;ω)W (r2, r

′;ω)

(2)
with χ0 being the independent-particle susceptibility, the
solvent effects are incorporated by solving the following set
of equations, written in compact notation:

ṽ = v + vχMMv (3)

We = ṽ + ṽχ0We (4)
where the screened Coulomb potential incorporating solvent
effects is We and the modified Coulomb potential, ṽ, is the
bare Coulomb potential, v, plus a renormalization term in-
cluding the solvent reaction field. To avoid dealing with a full
frequency-dependent χMM , we follow Refs.40,41 and adopt a
strategy that consists in merging the low-frequency optical
limit of GW with a discrete polarizable model that uses a
low-frequency optical dielectric constant (e.g. εopt=1.77 for
methanol). The static Coulomb-hole plus screened exchange
(COHSEX) approach is thus used to calculate We and the
difference between COHSEX self-energy calculated with and
without solvent is added to the evGW eigenvalues to get the
εGWe
n :

εGWe
n ≈ εGWn + ∆εCOHSEX

n

= εGWn + 〈φKSn |ΣCOHSEX/MM − ΣCOHSEX |φKSn 〉
(5)

The We is subsequently used for building the BSE hamilto-
nian. Fig. 1 illustrates the whole computational scheme.

This embedded many-body perturbation approach
includes the environmental dielectric effect on both
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Figure 2. Optical spectra of cis-AB in gas phase calculated with
BSE/GW/DFT@PBEh(α), with α being the fraction of exact ex-
change. The spectra show a large dependence on DFT functional.
E(S1) increases by around 1 eV when α is increased from 0 to 0.75.

charged31,40 and neutral excitations,41 and has demon-
strated the accuracy of the order of a tenth of eV in the
prediction of the ionization potential.32 Both linear response
and state specific solvent contributions are accounted for in
the present BSE scheme.41 In this work, the reaction field
matrix is determined by a discrete polarizable model using
the MESCAL code.42 The solvent is described by a cubic
lattice of polarizable points with the polarizability deter-
mined by the Clausius-Mossotti relation. The convergence
studies for the solvent model is reported in SI (Table S2
and S3) together with validation against literature data
computed using the more standard PCM approach (Table
S4). The optical dielectric constant, εopt, is computed from
the index of refraction at optical frequencies tabulated in
the Minnesota solvent descriptor database.43 To distinguish
the embedded calculations from the gas phase, we use the
symbol GWe in contrast to GWg and similar symbols are
used for DFT calculations. DFTe refers to DFT with SMD.
We name the full embedding scheme BSE/GWe/DFTe. The
spectra are shown by multiplying the oscillator strength by
a Lorentzian of 0.1 eV broadening (HWHM). Geometrical
optimization of AB and its derivatives is computed with
NWchem be employing cc-pVTZ/PBE0/SMD level38,44,45

while the aug-cc-pVDZ basis set46 is employed for the rest of
the DFT calculations needed to generate the KS eigenstates
for subsequent GW and BSE calculations.

Because we employ the evGW approach, a dependence
on the DFT starting point one-body wavefunctions may be
expected. Therefore, the choice of the exchange and correla-
tion functional (XCF) may become important. To illustrate
this, we compare the BSE spectra of AB computed with
different DFT starting points (see Fig. 2), using a hybrid
functional,44,47 PBEh(α), by varying the amount of exact
exchange α. PBEh44 XCF is expressed as:

EPBEhXC = αEexactX + (1− α)EPBEX + EPBEC , α ∈ [0, 1]. (6)

where EexactX is the exact exchange, EPBEX and EPBEC are
PBE exchange and correlation,48 respectively. Fig. 2
demonstrates a notable change on both the excitation energy
and the oscillator strength as a function of the XCF. Specif-
ically, the first excitation energy of cis-AB, E(S1), changes
by as much as ∼1 eV from α equal to 0 (i.e. PBE) to 0.75,
while the oscillator strength changes from 0.009 to 0.044.
In agreement with previous works,22,49 we observe a larger
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dependence of S1, exhibiting a n → π∗ character, than S2

(with π → π∗ character) on the XCF choice. A similar de-
pendence is found for AB-trans (see Fig. S1). Such a large
discrepancy on optical spectra can be attributed to signifi-
cant changes in the input KS wavefunctions from one func-
tional to another (see Fig. S3 and S4). The same qualita-
tive result is obtained when comparing different functionals
within the M06 series50 (see Fig. S2 in SI).

To avoid such impasse, we choose a starting XCF that
fulfills the ionization potential theorem.14–18 Practically, we
choose a value of α that minimizes the following quantity,

J(α) =
∣∣∣εevGWH (α)− εKSH (α)

∣∣∣ , (7)

which is the difference between the HOMO energies in evGW
and DFT. The IP is approximated here by the quasiparti-
cle energy, evGW , computed at each value of α. This ap-
proach allows us to resolve the arbitrariness in the choice of
the starting XCF while improving the asymptotic decay of
the density. Because the highest occupied KS orbital dom-
inates the asymptotic decay of the density51–53 (φKSH (r) →
e−
√
−2εH|r|), and because the exact density of a N-electron

system exponentially decays as54 n(r) → e−2
√
−2IP|r|, the

orbital tuning performed via minimization of equation 7
yields an asymptotic behavior of the density close to the
exact-density case.
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Figure 3. HOMO energy of AB-cis in gas and methanol-
solvated phase as a function of α showing the values of α that
minimize J(α) for gas phase and embedding. The decrease in
IP due to environmental screening effects reduces α from 0.59 to
0.45.

In Fig. 3, we show εKSH and εGWH computed as a func-
tion of α for gas phase AB-cis and see that the condition
that minimizes J(α) is satisfied for αg = 0.59, where ’g’
subscript, we remind, stands for gas phase. We compare
the S1 and S2 excitation energies and oscillator strengths
of cis and trans AB computed with this approach with re-
cent coupled cluster calculations27 performed with aug-cc-
pVTZ basis set, and find an excellent agreement with our
BSE/GWg/DFTg results. The comparison of the excitation
energies is reported in Table S5, together with results from
previous CASPT255 and recent TDDFT13 calculations.

The inclusion of solvent polarization at GWe level nar-
rows the electronic gap of cis and trans AB (see Fig. S5):
the electron removal energies decrease as shown in Fig. 3
whereas the electron addition energies increase due to the
dielectric screening of the hole and electron. This polariza-
tion effect results in a smaller value of α arising from the
matching of εGWe and εKS,DFTe , i.e. αe=0.45. This lower-
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Figure 4. BSE optical spectra of 1-cis and 2-cis calculated with
different embedding schemes. For both molecules, a good agree-
ment with experiment is obtained when the starting XCF is cho-
sen using the environment consistent apprach described in the
text. Experimental spectra in acetonitrile are in black8,12 and
are arbitrarily scaled for better comparison.

ing of α is thus needed within DFT to follow the decrease
in IP and thus mimics the screening of the charged excita-
tion by the environment. We note here that the inclusion
of the ground state polarization using the SMD model, i.e.
DFTe, lowers the KS eigenvalues by 0.3 eV and the quasipar-
ticle energies GWg/DFTe by the same amount (i.e. without
embedding at GW ). Thus, the dynamical screening by the
solvent needs to be accounted for at the GWe level so as
to determine an environment consistent IP. There has been
much effort in the past few years in combining optimal tun-
ing of range-separated hybrid functionals (OT-RSH) with
classical solvation models.56–60 In this respect, our method
bears some resemblance with the optimally tuned screened
range separated hybrid functionals (OT-SRSH) approach61

coupled with a non-equilibrium PCM model, where the tun-
ing of the amount of long-range Fock exchange is performed
by using energies calculated with DFT+PCM.58–60,62

We then extend this approach to compute BSE spectra
of molecules in solution using the full embedding QM/MM
scheme, i.e BSE/GWe/DFTe@PBEh(αe). In order to
demonstrate the validity of the method, we compute the
optical absorption spectra of 10 AB derivatives shown in
Fig. 5 that exhibit varying values of S1 band separation,
∆E(S1), between trans and cis. For this purpose, we have
chosen azo derivatives that exhibit (experimental) values of
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∆E(S1) ranging from 0.13 eV for 1 to 0.54 eV for 6 (see
Table S7 and references within). All experimental values
are taken from the absorption spectra as the maxima of the
n → π∗ transition5,63–66 and they are tabulated in Table
S7. To describe each isomer in solution we use the following
procedure: (1) optimize the geometry using DFTe@PBE0;
(2) determine the α that minimized J(α), which requires few
GWe/DFTe@PBEh calculations at different α, (3) compute
the optical spectra using BSE at the optimal α (see fig. 1).
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in this work.
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Figure 6. Experiment versus calculation comparison for the first
excitation energy, E(S1), of the AB derivatives in the solvated
phase and MAEs. The experimental values5,63–66 taken as refer-
ence are tabulated in Table S2. The full list of E(S1) is reported in
Table S8. The MAE of TDDFT is taken from published data.63

For clarity, we report first the case of 1-cis and 2-cis, i.e.
bare AB and ortho-fluoro-AB (see Fig. 5). In Fig. 4 we
compare the BSE spectra computed using different levels of
embedding with the experimental spectra measured in ace-

tonitrile. Only a full embedding approach with the environ-
ment consistent IP choice (i.e. using αe) reproduces the op-
tical spectra of 1-cis and 2-cis molecules (magenta curves)
in acetonitrile with an accuracy of less than a tenth of eV
for E(S1) (see Fig. 4), compared with experiment (black
curves). Similar results are found for trans and are reported
in Figs. S6 and S7. It is interesting to note that although
one would expect to improve the agreement with experiment
upon inclusion of embedding with GWe@DFTe but using
αg (yellow curve in Fig. 4), the comparison instead worsens
compared with the gas phase calculations (green curves). As
for the the case of acrolein, when keeping the same starting
XCF, we observe a blueshift for the n→ π∗ excitation upon
solvation.41 While for acrolein the blueshift resulted mainly
from the effect of embedding at the DFT ground state level
(Table S4), here embedding at DFTe and GWe contribute
by similar amounts to the total shift as shown in Figs. S6
and S7. The wavefunction is also modified when the SMD
model is used in DFT almost as much as upon changing
α, as illustrated in Figs. S10 and S11. To further assess
the accuracy of this approach we report the value of and
∆E(S1) for molecules 1 and 2 using 4 different computa-
tional schemes that gradually include the solvent effects to
a full embedding scheme, and again, compare it with exper-
iment. The S1 excitation energies reported in Table 1 show
that the best agreement with experiment is obtained with
BSE/GWe/DFTe@PBEh(αe).

Table 1. S1 excitation energies and band separation, ∆E(S1),
in eV, of 1-trans and cis and 2 computed using different embed-
ding schemes. For clarity we use the notation DFT(α) rather than
DFT@PBEh(α).

isomer BSE/GWg BSE/GWe

αg αe DFTg(αg) DFTe(αg) DFTe(αg) DFTe(αe) Exp.

1-trans 0.63 0.48 2.835 2.896 3.002 2.893 2.804
1-cis 0.59 0.45 3.016 3.077 3.112 2.914 2.882

1-∆E(S1) - - 0.182 0.181 0.110 0.022 0.078
2-trans 0.62 0.44 2.529 2.707 2.816 2.668 2.719
2-cis 0.59 0.46 3.121 3.194 3.227 3.027 2.995

2-∆E(S1) - - 0.592 0.486 0.411 0.358 0.276

Finally, the BSE/GWe/DFTe@PBEh(αe) excitation en-
ergies of the 20 geometries (two isomers for each of the
10 derivatives) in different organic solvents are reported in
Fig. 6 and compared with experimental values. It should
be noted that the values of αe are determined for each
AB derivative and trans-cis configurations, and vary only
slightly from case to case (from 0.35 for 5-trans to 0.46 for
3-cis, see Table S2 for the full list of values). An excellent
agreement with experimentally observed first excitation en-
ergies is achieved for both trans and cis (see Fig. 6) with
a mean absolute error (MAE) for S1 as low as 0.06 eV. For
comparison, we also compute the BSE spectra using the full
embedding scheme while using i) PBE0, ii) M06-2X, and
iii) PBEh(αg) throughout. Thus, the calculations follow the
scheme BSE/GWe/DFTe@PBE0, BSE/GWe/DFTe@M06-
2X and BSE/GWe/DFTe@PBEh(αg), respectively. We also
include results from a previous study using TDDFT@B3LYP
with molecules embedded in a continuum using PCM.63 All
data points are shown in Fig. 6 together with the MAEs
of each set of calculations. The whole set of E(S1) excita-
tion energies are tabulated in Table S8. The MAE is slightly
larger for M06-2X (0.08 eV) while it increases by more than a
factor of three for PBE0 (0.19 eV). Interestingly, PBEh(αg)
performs similarly to PBE0 with a MAE of 0.18: while the
former overestimates E(S1) in general, the latter underes-
timates it. This reveals again the importance of the good
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amount of exact exchange. Finally, our approach largely
outperforms recent embedded TDDFT calculations63 with
MAE=0.28 eV (data shown in Fig. S12).

In conclusion, our calculations using the Bethe-Salpeter
formalism combined with a non-equlibrium embedding
scheme show an excellent agreement with experiments for
the lowest singlet energy of a large set of solvated azoben-
zene derivatives. We evidence in particular the importance
of tuning the starting point functional in systems where not
only the energy levels, but also the shape of the KS molec-
ular orbitals, may vary significantly as a function of the se-
lected functional. This may lead to significant effects in the
case of the very standard non-self-consistent or partially self-
consistent BSE/GW schemes where the input Kohn-Sham
eigenstates are kept frozen. The alignment of the KS and
GW HOMO level energies offers a mean to select the start-
ing functional on an ab initio basis, yielding an improved
asymptotic density and leading, in the present case, to an
excellent agreement with experimental data.
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