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ABSTRACT
Word embeddings are shown to be a great asset for several
Natural Language and Speech Processing tasks. While they
are already evaluated on various NLP tasks, their evaluation
on spoken or natural language understanding (SLU) is less
studied. The goal of this study is two-fold: firstly, it focuses
on semantic evaluation of common word embeddings ap-
proaches for SLU task; secondly, it investigates the use of
two different data sets to train the embeddings: small and
task-dependent corpus or huge and out-of-domain corpus.
Experiments are carried out on 5 benchmark corpora (ATIS,
SNIPS, SNIPS70, M2M, MEDIA), on which a relevance
ranking was proposed in the literature. Interestingly, the per-
formance of the embeddings is independent of the difficulty
of the corpora. Moreover, the embeddings trained on huge
and out-of-domain corpus yields to better results than the
ones trained on small and task-dependent corpus.

Index Terms— spoken language understanding, word
embeddings

1. INTRODUCTION

A textual or spoken task-oriented dialogue system involves
several modules, which typically include natural language un-
derstanding, speech recognition, generation, and a dialogue
manager. In this paper, we are interested in natural/spoken
language understanding (SLU). The objective of SLU is to
produce a semantic analysis and an formalization of the user’s
utterance. SLU is often divided into 3 sub-tasks: domain clas-
sification, intent classification, and slot-filling [1]. The latter
can also be considered as a concept detection task [2]. Over
the past five years, most of the work focused on neural ar-
chitectures [3, 4, 5]. While preliminary studies [6] suggested
that neural architecture could benefit from embeddings pre-
trained on huge corpora, most of the work did not use such
pre-trained embeddings (see for example [4]). More recently,
Korpusik et al. [7] investigate the transfer ability for SLU task
of a pre-trained BERT representation [8]. They demonstrate
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state-of-the-art performance on different benchmark corpora
including ATIS, restaurant queries, and written and spoken
meal descriptions.

Word embeddings were shown to be a great asset for sev-
eral Natural Language Processing [9, 10] and Speech Pro-
cessing tasks [11, 4]. They were evaluated on different tasks
such as POS tagging, chunking, analogical reasoning, similar-
ity [12, 13, 14, 15] and ASR error detection [11]. However,
their evaluation on spoken or natural language understanding
is less studied. In this paper, we focus on the semantic eval-
uation of common word embeddings approaches for such a
task. A comprehensive study covering a wide range of eval-
uation criteria and popular embeddings approaches was pro-
posed by [16]. They used three different evaluation criteria:
word relatedness, coherence (i.e. groups of words in small
neighborhood in the embeddings space are mutually related)
and downstream performance. Depending on the criterion,
the ranking of the embedding methods varied. Similarly, in a
previous study focusing on embeddings trained on labeled or
unlabeled data [13], we showed that depending on the down-
stream task (i.e. analogical reasoning or similarity) the results
were not consistent. For that reason, we investigated and eval-
uated several approaches to combine word embeddings to ad-
vantage of their complementarity, and create more versatile
word embeddings.

This study focuses on semantic evaluation of common
word embeddings approaches for SLU task, with the aim of
building a fast, robust, efficient and simple SLU system. We
focus on SLU task as it is defined by [1], specially on concept
detection. We propose to use a simple BiLSTM architecture
composed of two hidden layers, which is enriched only with
word embeddings, no additional features being used. Thus,
we compare context independent (GloVe, Skip-gram, Fast-
Text, CBOW) and contextual (ELMo) word embeddings ap-
proaches. Then, we investigate the use of two different data
sets to train the embeddings: small and task-dependent corpus
or huge and out-of-domain corpus. Experiments are carried
out on 5 benchmark corpora (ATIS, SNIPS, SNIPS70, M2M,
MEDIA), on which a ranking from the most ambiguous to the
almost-solved one was proposed by [17].



2. WORD EMBEDDINGS DESCRIPTION

Word embeddings are real-valued vector representations of
words, that corresponds to projections in a continuous space
of words supposed to preserve the semantic and syntactic
similarities between them. During the last few years, many
approaches have been proposed to build word embeddings.
These approaches can differ in the type of architecture used
and the training time. In this study we focus on the evaluation
of the popular word embeddings approaches, which fall into
two categories: context independent (Skip-gram, CBOW,
GloVe, FastText) and contextual (ELMo), described in the
next sections.

2.1. Word2vec

Word2vec approach, proposed in [18], is composed of a two-
layer neural net that processes text. Its input is a text corpus
and its output is a set of feature vectors for words in that
corpus. It can be obtained using two methods: Skip-gram and
continuous bag of words (CBOW), described as follows.

Skip-gram: This architecture is trained using the negative-
sampling procedure. It takes as input the target word wi and
outputs the context words C. The context is not limited to
the immediate context, and training instances can be created
by skipping a constant number of words in its context, for
instance, wi−3

, wi−4
, wi+3

, wi+4
, hence the name Skip-gram.

CBOW: This architecture takes as input the preceding
and the following words C = wi−2, wi−1, wi+1, wi+2 of the
target word wi, and outputs the resulting word wi. The non-
linear hidden layer is removed, and the projection layer is
shared for all contextual words C, which are projected on the
same position. Moreover, the order of words in the context
does not influence the projection; this is the reason of why
this architecture is called bag of word model in the literature.
The CBOW model learns vectors to predict a word given its
context C by averaging the contextual word vectors and then
running a log-linear classifier on the averaged vector to get
the resulting word wi.

2.2. GloVe

This approach is introduced by [14], and relies on construct-
ing a global co-occurrence matrix X of words, by processing
the corpus using a sliding context window. Here, each ele-
ment Xij represents the number of times the word j appears
in the context of word i. The model is based on the global
co-occurrence matrix X instead of the actual corpus, thus the
name GloVe, for Global Vectors.

2.3. FastText

The FastText approach was proposed in [15], and is based on
the Skip-gram model. This model learns word representations
by taking into account the morphology which is modeled by
considering sub-word units and representing the word as a bag
of character n-grams. Thus, each word is represented as the

sum of its character n-gram representations. This approach
allows to compute word representations for words that did
not appear in the training data, which is not the case for other
approaches.

2.4. ELMo

ELMo (Embeddings from Language Models) is a deep con-
textualized word representation that models both complex
characteristics of word use (e.g., syntax and semantics), and
how these uses vary across linguistic contexts (i.e., to model
polysemy) [19]. They are computed on top of two-layer
bidirectional language model (biLM) with character convo-
lutions, as a linear function of the internal network states.
ELMo embeddings differ from previous word embeddings
approaches in that each token is assigned a representation
that is a function of the entire input sentence. In addition,
ELMo can learn a linear combination of the vectors stacked
above each input word for each end task, which improves
performance over just using the top LSTM layer.

3. EXPERIMENTS: DATA AND RESULTS

In this section, we present the data used in our work, the ex-
perimental setup and then the results.

3.1. Data

We use 5 standard benchmark corpora (ATIS, SNIPS, SNIPS70,
M2M, MEDIA), corresponding to different domains and ap-
plications. The Air Travel Information System (ATIS) corpus
concerns flight information [20]. The MEDIA corpus is about
hotel reservation and information [2]. The M2M corpus con-
tains dialogues for restaurant and movie ticket booking [21].
The SNIPS corpus is a multi-domain dialogue corpus col-
lected by the SNIPS company [22]. It is composed of 7
in-house tasks (intents) such as Weather information, restau-
rant booking, managing playlist, etc. The SNIPS70 corpus
is a sub-part of the SNIPS corpus, in which the training set
is limited to 70 queries per intent randomly chosen. MEDIA
data are in French while the other corpora are in English.

In [17], the authors propose a classification of those cor-
pora according to their level of difficulty for system devel-
opment. The ranking, from the most difficult to the easiest,
is as follows: MEDIA, SNIPS70, SNIPS, SNIPS70 ATIS,
M2M. Table 1 summarizes the description of all the corpora.
More information can be found in [17]. Note that the ME-
DIA corpus used in this study is slightly different from the
one used by [17], since our version contains empty turns and
turn-mixes (i.e. turns of dialogues where there is a mix of
speakers).



Corpus ATIS MEDIA SNIPS SNIPS70 M2M
vocab. 1117 2463 14354 4751 900
#tags 84 70 39 39 12

train size 4978 12908 13784 2100 8148
test size 893 3518 700 700 4800

Table 1. Benchmark corpora description

3.2. Experimental setup

3.2.1. Word embeddings training

Besides studying the performance of the different embeddings
approaches, we are interested in the impact of the corpora
used for their training: small and task-dependent corpus or
huge and out-of-domain corpus.

For small and task-dependent corpus we used the training
part of the benchmarks. In addition, we kept all the words due
to the small data size.

For huge and out-of-domain corpus we used Wikipedia
dumps (WIKI) in English and French, which are composed
respectively of 2 billion and 573 million of words. Note that
words occurring less than 5 times have been discarded, result-
ing in a vocabularies sizes of 923k words for French and for
2 million words for English. The common parameters used
to train Skip-gram, CBOW, GloVe and FastText are: window
size = 5, negative sampling = 5, dimension = 300. They have
been selected based on previous studies [14, 15].

For the ELMo embeddings we used the default parame-
ters 1. The dimension of the resulting ELMo embeddings is
equal to 1024, which corresponds to the weighted average of
all biLM layers. As the training of ELMo on Wikipedia data
from scratch takes a lot of time (more than 1 month on one
GPU), we decided to used the publicly available pre-trained
models 2, which are trained on 20-million-words data ran-
domly sampled from the raw text released by the CoNLL
2018 shared task [23].

3.2.2. SLU model

The SLU model used in this study is based on the pytorch
NeuroNLP2 implementation3 [24], which is a BiLSTM (Bidi-
rectional long short-term memory) network, that has been
proven to be relevant to model output dependencies on ME-
DIA and ATIS data [3, 4, 5]. The network is composed of
two hidden layers of n hidden units, followed by a Softmax
output layer.

For our experiments we made some hyper-parameters tun-
ing by varying the size of the BiLSTM hidden layers n ∈
{128, 256, or512} and the batch size b ∈ {16, 32, 64}. The
feature set fed to the network is composed only of the word

1https://github.com/allenai/bilm-tf
2https://github.com/HIT-SCIR/ELMoForManyLangs
3https://github.com/XuezheMax/NeuroNLP2

embeddings of size d ∈ {1024, 300} according to the em-
bedding approach as mentioned in section 3.2.1. Note that
for test corpus, the out of vocabulary (OOV) words are repre-
sented by null vectors, except for FastText and ELMo, which
are able to predict vectors for OOV words. The word embed-
dings have been frozen during training, in order to evaluate
the performance of the different embeddings on SLU task, as
it has been shown in [25] that fine-tuned different word em-
beddings show very similar performance and provide compa-
rable results.

3.3. Quantitative evaluation

In this section, we provide the quantitative results for all the
benchmark corpora, by comparing the different embeddings
approaches trained on small and task-dependent (in domain)
corpus and on huge and out-of-domain corpus (WIKI English
or French). The results are evaluated using the standard eval-
uation metrics: F-measure F1 computed by conlleval 4 eval-
uation script that consider a segment correct if both bound-
aries and class are correct. In addition, we used Wilcoxon
signed-rank test 5 to evaluate the significance of the results.
The result is significant if the P-value 6 is lower than 0.05.

Results, summarized in Table 2, show that when the em-
beddings are trained on task-dependent data, GloVe signifi-
cantly achieves the best results on all the benchmark corpora
except ATIS. This is mainly due to the fact that GloVe, being
a count-based approach, is not impacted by the small size of
the training corpus, and can takes advantage of global con-
text even if the training corpus is small. FastText achieves the
lowest results on the five corpora. It seems that FastText is the
most impacted approach by the small corpus size.

In addition, the embeddings trained on huge and out-of-
domain corpus yield to better results than the ones trained on
small and task-dependent corpus for all the benchmark cor-
pora. Each of these embeddings is better in one of those
benchmark corpora except CBOW that achieves the best re-
sults on ATIS and SNIPS70. We notice that increasing the
data size and changing the domain have a big impact on Fast-
Text and yields to significant improvements varying from 9.8
to 41.56 points of F1. FastText achieves the best results on
SNIPS. Another result is that context independent approaches
outperform significantly the contextual embeddings (ELMo)
on all the benchmark except for MEDIA where ELMo out-
performs slightly (not significantly) CBOW.

Finally, as we mentioned before, the five benchmark cor-
pora are ranked according to their level of difficulty for sys-
tem development, however the performance of the embed-
dings is independent of the corpora difficulty. This can be
explained by the fact that this difficulty is located at a level
that does not seems to be directly modeled by the word em-
beddings approaches.

4https://github.com/tpeng/npchunker/blob/master/conlleval.pl
5https://en.wikipedia.org/wiki/Wilcoxon_signed-rank_test
6the probability that there is no difference between the samples



task-dependent Out-of-domain
Bench. ELMo FastText GloVe Skip-gram CBOW ELMo FastText GloVe Skip-gram CBOW
M2M 88.89 72.13 92.54 88.87 89.39 91.14 93.01 91.77 93.19 92.13
ATIS 94.38 85.72 92.95 90.84 91.87 94.93 95.52 95.35 95.62 95.77
SNIPS 78.68 76.35 87.40 82.10 83.94 90.29 94.85 93.90 94.43 94.05
SNIPS70 53.06 38.19 63.65 47.11 49.76 75.19 79.75 78.68 78.90 80.13
MEDIA 80.26 71.73 82.66 80.01 79.57 86.42 85.30 85.11 85.95 86.06

Table 2. Tagging performance of different word embeddings trained on task-dependent corpus (ATIS, MEDIA, M2M, SNIPS
or SNIPS70) and on huge and out-of-domain corpus (WIKI English or French) on all benchmark corpora in terms of F1 using
conlleval scoring script (in %)

3.4. Qualitative evaluation

To perform a visual evaluation of the word representations
we computed the t-SNE representations of the data sets trans-
formed using the various embedding methods. For a given
method and task, we compared the t-SNE obtained using em-
beddings learned on a small in-domain corpus versus a large
general corpus (WIKI). This visual evaluation concerns the
words that carry out frequent semantic tags that have an F1
score lower than the median. An example on MEDIA (top)
using ELMo and on SNIPS70 using CBOW (bottom) is given
in Figure 1. When comparing the representations, we observe

MEDIA WIKI

SNIPS70 WIKI

Fig. 1. t-SNE representations on MEDIA using ELMo and on
SNIPS70 using CBOW, showing the most frequent tags that
have F1 score below the median, when they are trained on
Media or SNIPS70 and Wikipedia data (WIKI)

that tags of the same types are more scattered on the represen-
tation learned on the small in-domain corpus, whereas they
are more compact and clustered when using the large and
general corpus. This better separation between terms may
allow the downstream model to generalize more efficiently.

This phenomena is observed for all the embeddings on all the
benchmark corpora.

We were also interested to the evaluation of computation
time needed to train and test the embeddings. For training
and test time, we observe that ELMo is the slowest one, how-
ever we can avoid training time by using pre-trained models.
Regarding to the obtained results, for example for MEDIA,
ELMo achieves the best results followed by CBOW which is
the fastest in terms of train and test time. As for dialog system
the SLU model has to be simple, robust, efficient and fast, in
this case CBOW is the adequate approach we can use.

4. CONCLUSIONS

This paper presented the evaluation of the word embeddings
on SLU task. In this study, we were interested in provid-
ing semantic evaluation of common word embeddings ap-
proaches (ELMo, FastText, GloVe, Skip-gram and CBOW).
We also investigated the use of two different data sets to train
the embeddings: small and task-dependent corpus or huge
and out-of-domain corpus. Experiments were carried out on 5
benchmark corpora (ATIS, SNIPS and SNIPS70, M2M, ME-
DIA), on which a relevance ranking was proposed in the liter-
ature. Experimental results show that embeddings trained on
huge and out-of-domain corpus yields to better results than
the ones trained on small and task-dependent corpus, since
huge and out-of-domain corpus can capture general seman-
tic and syntactic characteristics that remain relevant to SLU
tasks. A conclusion from these experimental results is that
the count-based approaches like GloVe are not impacted by
the lack of data. However CBOW, Skip-gram and especially
FastText need more data for training to be efficient. Each
of these embeddings is better in one of the benchmark cor-
pora except CBOW that achieves the best results on ATIS and
SNIPS70. The obtained results are interesting, since the em-
beddings are not tuned during training and we are not using
additional features, so those results can be easily improved.
Moreover, ELMo is the slowest one in terms of train and and
test time, and for downstream tasks (e.g. dialog system), it is
preferable to use the fastest embedding model that achieves
good performance.
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