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INTERSECTION MULTIPLICITY OF A SPARSE CURVE
AND A LOW-DEGREE CURVE

PASCAL KOIRAN AND MATEUSZ SKOMRA

Abstract. Let F (x, y) ∈ C[x, y] be a polynomial of degree d and let
G(x, y) ∈ C[x, y] be a polynomial with t monomials. We want to es-
timate the maximal multiplicity of a solution of the system F (x, y) =
G(x, y) = 0. Our main result is that the multiplicity of any isolated so-
lution (a, b) ∈ C2 with nonzero coordinates is no greater than 5

2d
2t2. We

ask whether this intersection multiplicity can be polynomially bounded
in the number of monomials of F and G, and we briefly review some con-
nections between sparse polynomials and algebraic complexity theory.
Mathematics Subject Classification: 14C17, 14H50, 14Q20.

1. Introduction

In this paper we consider the following problem. Let F (x, y) ∈ C[x, y] and
G(x, y) ∈ C[x, y] be two polynomials with complex coefficients such that F
has degree d > 1 and G has t > 1 monomials. We want to estimate the
maximal multiplicity of an isolated solution of the system

F (x, y) = G(x, y) = 0 . (1)
Our main result is the following theorem.
Theorem 1.1. Suppose that p := (a, b) ∈ (C \ {0})2 is an isolated solution
of system (1). Then, the intersection multiplicity of F (x, y) and G(x, y) at
p is at most 5

2d
2t2.

The assumption that a and b are nonzero is crucial, as shown by the
following examples.
Example 1.2. Let F (x, y) := x− y and G(x, y) := x2n− yn. Then, (0, 0) is a
solution of (1) and its multiplicity is equal to n. Similarly, let F (x, y) := x−1
and G(x, y) := yn+x−1. Then, (1, 0) is a solution of (1) and its multiplicity
is equal to n. In Theorem 1.1 the restriction to points p with nonzero
coordinates is therefore unavoidable.

A polynomial bound on the number of real zeros of a system of the same
form was obtained in [KPT15a]: the number of real isolated solutions of (1)
is O(d3t + d2t3). More generally, this bound applies to the number of con-
nected components of the set of real solutions. Theorem 1.1 can there-
fore be viewed as an analogue for intersection multiplicity of this result
from [KPT15a]. Both results belong to fewnomial theory, which seeks quan-
titative bounds on polynomial systems1 in terms of the number of nonzero
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monomials occurring in the system. Historically, quantitative bounds were
first obtained in terms of the degrees of the polynomials involved instead
of the number of monomials. For instance, Bézout’s theorem shows that
deg(F ) · deg(G) is an upper bound on the intersection multiplicity of any
isolated solution of the system (the same bound of course applies in fact to
the sum of intersection multiplicities of all isolated solutions). The bound in
Theorem 1.1 is of a mixed form since it involves the number of monomials
of G but the degree of F . It is natural to ask for a bound that depends
only on the number of monomials in F and G. We therefore highlight the
following question.

Question 1. Let F,G ∈ C[x, y] be two polynomials with at most t mono-
mials each. What is the maximal multiplicity of an isolated solution p =
(a, b) ∈ (C \ {0})2 of system (1)? In particular, is the multiplicity of p
polynomially bounded in t, i.e., bounded from above by tc where c is some
absolute constant?

The first focus of fewnomial theory [Kho91, Sot11] was on the number
of real solutions of multivariate systems. In particular, a seminal result by
Khovanskii [Kho91] shows that a system of n polynomials in n variables
involving l + n+ 1 distinct monomials has less than

2(l+n2 )(n+ 1)l+n (2)

non-degenerate positive solutions. This bound was improved by Bihan and
Sottile [BS07] to

e2 + 3
4 2(l2)nl.

These results can be viewed as far reaching generalizations of Descartes’
rule of signs, which implies that a univariate polynomial with t monomials
has at most t− 1 positive roots. As pointed out in [KPT15a], the analogue
of Question 1 for real roots is very much open: it is not known whether
the number of isolated real solutions of a system F (x, y) = G(x, y) = 0 is
polynomially bounded in the number of monomials of F and G.

The first result on fewnomials and multiplicities seems to be an analogue
of Descartes’ rule due to Hajós (see [Haj53, Len99] and Lemma 3.9 below):
the multiplicity of any nonzero root of a univariate polynomial f ∈ C[X]
with t monomials is at most t− 1. For multivariate systems, an analogue of
Khovanskii’s bound (2) was obtained by Gabrielov [Gab95]. He showed that
for a system of n polynomials in n variables involving at most t monomials,
the multiplicity of any solution in (C \ {0})n does not exceed

2t(t−1)/2[min(n, t) + 1]t.

In particular, this provides a 2O(t2) upper bound for Question 1. Gabrielov’s
result also implies an exponential bound for the problem considered in The-
orem 1.1 instead of our polynomial bound. After [Gab95], subsequent work
has focused on multiplicity estimates for more general (“Noetherian”) mul-
tivariate systems, see, e.g., [GK98, BN15].

It is easily seen that the Hajós lemma is tight, but nevertheless proving
tight bounds for “structured” univariate polynomials may be challenging. As
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an example, we propose the following question (we consider in Section 1.1
more general structured families of polynomials).

Question 2. Let f, g ∈ C[X] be two univariate polynomials with at most t
monomials each. What is the maximal multiplicity of a nonzero root of
the polynomial f(x)g(x) + 1? In particular, is there an o(t2) bound on this
maximal multiplicity?

Note that the Hajós lemma yields t2 as an upper bound for the maximal
multiplicity. We note also that this question can be cast as a question on
bivariate systems of the form (1) with at most t+1 monomials each, namely:
F (x, y) := y − f(x), G(x, y) := g(x)y + 1. Indeed, the multiplicity of any
root a of fg + 1 is equal to the multiplicity of (a, f(a)) as a root of this
bivariate system (this follows from instance from Proposition 3.3 below). It
is not clear whether this more “geometric” formulation is useful to make
progress on Question 2, though.

1.1. Sparse polynomials in algebraic complexity. Obtaining effective
bounds for sparse polynomials or sparse polynomial systems is an interesting
subject in its own right, but there is also a connection to lower bounds in
algebraic complexity. In particular, the following “real τ -conjecture” was
put forward in [Koi11] as a variation on the original τ -conjecture by Shub
and Smale (Problem 4 in [Sma98]).

Conjecture 1.3 (real τ -conjecture). Consider a nonzero polynomial of the
form

f(X) =
k∑
i=1

m∏
j=1

fij(X),

where each fij ∈ R[X] has at most t monomials. The number of real roots
of f is bounded by a polynomial function of kmt.

It was shown in [Koi11] that this conjecture implies the separation of the
complexity classes VP and VNP.2 See [GKPS11, KPT15a] for some partial
results toward Conjecture 1.3 and applications to algebraic complexity. It
was recently shown that Conjecture 1.3 is true “on average” [BB18]. For
earlier work connecting “sparse like” polynomials to algebraic complexity
see [BC76, Gri82, Ris85]. For an introduction to the VP versus VNP problem
we recommend [Bür00]. The authors’ interest for intersection multiplicity
was sparked by the following variation on Conjecture 1.3:

Conjecture 1.4 (τ -conjecture for multiplicities). Consider a nonzero poly-
nomial of the form

f(X) =
k∑
i=1

m∏
j=1

fij(X),

where each fij ∈ C[X] has at most t monomials. The multiplicity of any
nonzero complex root of f is bounded by a polynomial function of kmt.

2The separation result derived in [Koi11] is actually a little weaker than VP 6= VNP; a
proof that Conjecture 1.3 implies the full separation VP 6= VNP can be found in the PhD
thesis by Sébastien Tavenas [Tav14]. In fact, a bound on the number of real roots that is
polynomial in kt2m would suffice for that purpose [Tav14, Theorems 3.25 and 3.38].



4 PASCAL KOIRAN AND MATEUSZ SKOMRA

The idea of looking at multiplicities in this context was introduced by
Hrubeš [Hru13]. Conjecture 1.4 implies a slightly weaker separation than
VP 6= VNP, which can be obtained under a bound on multiplicities that is
only polynomial in kt2m [Tav14, Section 2.2]. Finally we point out that there
is also a “τ -conjecture for Newton polygons,” which implies the separation
VP 6= VNP [KPTT15]. It was recently announced by Hrubeš [Hru19] that
Conjecture 1.3 implies the τ -conjecture for Newton polygons. Moreover, it
follows from [Hru13] that Conjecture 1.3 also implies Conjecture 1.4. The
real τ -conjecture is therefore the strongest of these 3 conjectures (and there
is no known implication between the other two).

1.2. Outline of the proof. In this section we present some of the ideas of
the proof of Theorem 1.1 in an informal way. The actual proof is presented
in Section 5 after some preliminaries in Sections 2 to 4.

Like in [KPT15a] we rely heavily on the properties of Wronskian deter-
minants. Let us assume first that the relation F (x, y) = 0 can be inverted
locally in a neighborhood of (a, b) as y = φ(x), where φ is an analytic func-
tion. In this case we just have to bound the multiplicity of a as a root of
the univariate function

G(x, φ(x)) =
∑
α∈Λ

cαx
α1φ(x)α2 ,

where the support Λ of G is of size t. This multiplicity can be bounded with
the help of the Wronskian determinant of the t functions {xα1φ(x)α2 : α ∈ Λ}
(see Proposition 2.6 and Remark 2.7). The entries of the Wronskian deter-
minant may be of very high degree due to the presence of the exponents
α1, α2, over which we have no control. Fortunately, it turns out that high
exponents can be factored out and we can reduce to the case of a deter-
minant with entries of low degree in x and φ(x). We can then conclude by
applying Bézout’s theorem (Theorem 3.8) to F (x, y) = 0 and to a low-degree
determinant.

The above proof idea is not always applicable since it might not be possible
to invert the relation F (x, y) = 0 as y = φ(x). In particular, we must
explain how to handle the case where (a, b) is a singular point of the curve
F (x, y) = 0. It is well known that the behavior of an algebraic curve near a
singular point can be described with the help of Puiseux series (they were
invented for that purpose). In the actual proof we therefore work with
Puiseux series instead of analytic functions, and we use a characterization
of intersection multiplicity in terms of Puiseux series (Proposition 3.3).

2. Puiseux series, their derivatives, and Wronskians

Definition 2.1. A Puiseux series is a formal series of the form

S(x) =
∞∑
i=1

cix
λi , (3)

where the coefficients ci are nonzero complex numbers and the exponents
(λi)i>1 ⊂ QN form a strictly increasing sequence of rational numbers with
the same denominator. (We also allow the sum in (3) to be finite.) There
is also a special empty series denoted by 0.
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Puiseux series can be added and multiplied in the usual way. Moreover,
it is well known that the set of Puiseux series forms an algebraically closed
field (see, e.g., [Wal78, Chapter IV, § 3.2]). In this paper, we denote the
field of Puiseux series by C{{x}}.

Definition 2.2. Given a Puiseux series S(x) as in (3) we define its valuation
val(S(x)) as the lowest exponent of S(x), i.e., val(S(x)) := λ1. We use the
convention that val(0) = +∞. We denote by O ⊂ C{{x}} the set of all
Puiseux series with nonnegative valuation,

O := {S(x) ∈ C{{x}} : val(S(x)) > 0} .

It is easy to check that the valuation map has the following two properties.
For every pair of Puiseux series S(x), T (x) ∈ C{{x}} we have

val(S(x)T (x)) = val(S(x)) + val(T (x)) ,
val(S(x) + T (x)) > min

(
val(S(x)), val(T (x))

)
.

(4)

In particular, (4) shows that O is a subring of C{{x}}. This subring is called
the valuation ring (of Puiseux series). We can now define the derivatives of
Puiseux series and their Wronskians.

Definition 2.3. Given a Puiseux series S(x) as in (3) we define its (formal)
derivative ∂S

∂x (x) ∈ C{{x}} as

∂S

∂x
(x) :=

∞∑
i=1

λicix
λi−1 .

Similarly, for every n > 1, we denote by ∂nS
∂xn ∈ C{{x}} the nth derivative

of S(x), i.e., the series obtained from S(x) by deriving it n times. We use
the convention that ∂0S

∂x0 (x) = S(x). To improve readability, we also use the
notation ∂n

∂xn (S(x)) instead of ∂nS∂xn (x).

It is easy to check that derivatives of Puiseux series satisfy the following
natural properties. For every pair of Puiseux series S(x), T (x) ∈ C{{x}} we
have

∂(S + T )
∂x

(x) = ∂S

∂x
(x) + ∂T

∂x
(x) ,

∂(ST )
∂x

(x) = ∂S

∂x
(x)T (x) + S(x)∂S

∂x
(x) .

(5)

Moreover, we note that for every Puiseux series S(x) ∈ C{{x}} we have the
inequality

val
(∂S
∂x

(x)
)
> val(S(x))− 1 . (6)

(The inequality is strict when val(S(x)) = 0.)
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Definition 2.4. If S1(x), . . . , Sn(x) ∈ C{{x}} are Puiseux series, then we
define their Wronskian, denoted W (S1(x), . . . , Sn(x)) ∈ C{{x}}, as the de-
terminant

W (S1(x), . . . , Sn(x)) := det



S1(x) S2(x) . . . Sn(x)
∂S1
∂x

(x) ∂S2
∂x

(x) . . .
∂Sn
∂x

(x)
...

...
...

...

∂n−1S1
∂xn−1 (x) ∂n−1S2

∂xn−1 (x) . . .
∂n−1Sn
∂xn−1 (x)


.

(7)

It is immediate to see that if S1(x), . . . , Sn(x) are linearly dependent
over C, then their Wronskian is identically zero. Bôcher [Bôc00] proved
that the converse is true in the context of analytic functions.3 It is easy
to check that the proof presented in [Bôc00] carries over to Puiseux series.
(The proof is based on the fact that ∂S

∂x (x) = 0 implies S(x) = c for some
c ∈ C and this is true for both for analytic functions and Puiseux series.)

Theorem 2.5 ([Bôc00]). If S1(x), . . . , Sn(x) ∈ C{{x}} are Puiseux series,
then their Wronskian is equal to 0 if and only if S1(x), . . . , Sn(x) are linearly
dependent over C. In other words, we have W (S1(x), . . . , Sn(x)) = 0 if and
only if there exist complex constants c1, . . . , cn ∈ C, not all equal to 0, such
that c1S1(x) + · · ·+ cnSn(x) = 0.

In [VvdP75], Wronskians are used to bound multiplicities of zeros of
certain functions. The next proposition and its proof is an adaptation of
[VvdP75, Theorem 1] to the context of Puiseux series.

Proposition 2.6. Suppose that S1(x), . . . , Sn(x) are Puiseux series with
nonnegative valuations. Then, we have the inequality

val(S1(x)+S2(x)+· · ·+Sn(x)) 6 n(n− 1)
2 +val

(
W
(
S1(x), S2(x), . . . , Sn(x)

))
.

Proof. Let T (x) := S1(x)+S2(x)+· · ·+Sn(x). By multilinearity of the deter-
minant we haveW

(
S1(x), S2(x), . . . , Sn(x)

)
= W

(
S1(x), . . . , Sn−1(x), T (x)

)
.

Using the Laplace expansion, we obtain

W
(
S1(x), S2(x), . . . , Sn−1(x), T (x)

)
=

n−1∑
k=0

∂kT

∂xk
(x)Mk ,

where Mk ∈ C{{x}} are some (n− 1)× (n− 1) minors of the matrix in (7).
Since we assumed that S1(x), . . . , Sn(x) have nonnegative valuations, (6)
implies that every entry in row i of this matrix has valuation at least −(i−1).
Hence, by (4) we have

val(Mk) > −
n∑
i=2

(i− 1) + k = −n(n− 1)
2 + k .

3An alternative proof for formal power series can be found in [BD10].
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In particular,

val
(
W
(
S1(x), S2(x), . . . , Sn−1(x), T (x)

))
> min

k

(
val
(∂kT
∂xk

(x)
)

+ val(Mk)
)
.

By (6), the right-hand side is bounded from below by

min
k

(
val(T (x))− k − n(n− 1)

2 + k
)

= val(T (x))− n(n− 1)
2 . �

Remark 2.7. The original version of Proposition 2.6 in [VvdP75] is about
analytic functions rather than Puiseux series. The restriction to analytic
functions makes it possible to obtain a better bound: instead of the term
n(n− 1)/2 in Proposition 2.6 we have just n− 1 in [VvdP75, Theorem 1].
Example 2.8. Let S1(x) := xα1 , . . . , Sn(x) := xαn where 0 < α1 < · · · <
αn < 1. The valuation of S1(x) + S2(x) + · · ·+ Sn(x) is equal to α1, and it
is easily checked that

val
(
W
(
S1(x), S2(x), . . . , Sn(x)

))
= α1 + · · ·+ αn −

n(n− 1)
2 .

Since the αi can be taken as close to 0 as desired, this example shows that
the inequality in Proposition 2.6 is essentially optimal.

3. Intersection multiplicity

In this section, we recall the definition of intersection multiplicity of two
curves and we give an equivalent characterization that is suitable for our
purposes.

Let C(x, y) be the field of rational functions in two variables over C. Then,
for every p = (a, b) ∈ C2 we define the local ring at p, Op ⊂ C(x, y), as the
ring of all rational functions whose denominators do not vanish at p,

Op :=
{F (x, y)
G(x, y) : F (x, y), G(x, y) ∈ C[x, y], G(a, b) 6= 0

}
.

Definition 3.1. If F (x, y), G(x, y) ∈ C[x, y] are two polynomials and p =
(a, b) ∈ C2 is any point, then we define the intersection multiplicity (of
F (x, y) and G(x, y) at point p) as

Ip(F,G) := dimC
(
Op/〈F,G〉

)
,

where 〈F,G〉 is the ideal in Op generated by F (x, y) and G(x, y), and dimC
refers to the dimension of Op/〈F,G〉 interpreted as a vector space over C.

The next lemma gathers some classical properties of intersection multi-
plicity.
Lemma 3.2. Intersection multiplicity has the following properties:

(1) Ip(F,G) = 0 if and only if F (a, b) 6= 0 or G(a, b) 6= 0;
(2) If F (x, y) and G(x, y) are nonzero polynomials, then Ip(F,G) = +∞

if and only if F (x, y) and G(x, y) have a common factor H(x, y) that
satisfies H(a, b) = 0;

(3) Ip(F,G) = Ip(G,F );
(4) If F (x, y) = F1(x, y)F2(x, y), then Ip(F,G) = Ip(F1, G) + Ip(F2, G);
(5) If L : C2 → C2 is an invertible affine map and we define F := F ◦L,

G := G ◦ L, then Ip(F,G) = IL−1(p)(F ,G).
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There are many equivalent characterizations of intersection multiplic-
ity. For instance, there is an axiomatic definition given in [Ful69, Sec-
tion 3.2], a definition using resultants [BK12, Section 6.1], a definition
by parametrization [GLS07, Chapter I, Section 3.2] or by infinitely near
points [Wal04, Section 4.4]. In this work, we will use a variant of the charac-
terization of the intersection multiplicity by parametrization. Suppose that
F (x, y), G(x, y) ∈ C[x, y] are two polynomials. Since the field of Puiseux
series is algebraically closed, we can decompose F and G as

F (x, y) = S0(x)(y − S1(x)) . . . (y − SδF (x)) ,
G(x, y) = T0(x)(y − T1(x)) . . . (y − TδG(x)) ,

(8)

where S0(x), T0(x) ∈ C[X] and S1(x), . . . , SδF (x), T1(x), . . . , TδG(x) ∈ C{{x}}
are Puiseux series (not necessarily distinct). Furthermore, we can order the
factors in such a way that there are two numbers 0 6 r 6 δF and 0 6 s 6 δG
such that the series S1(x), . . . , Sr(x), T1(x), . . . , Ts(x) have strictly posi-
tive valuations,4 while the valuations of the series Sr+1(x), . . . , SδF (x) and
Ts+1(x), . . . , TδG(x) are zero or smaller than zero. Moreover, let m > 0 be
the highest number such that F (x, y) is divisible by xm and n > 0 be the
highest number such that G(x, y) is divisible by xn.

The following proposition characterizes the intersection multiplicity.

Proposition 3.3. If m > 0 and n > 0, then I0(F,G) = +∞. Otherwise,
we have the equality

I0(F,G) = ms+
r∑
i=1

val
(
G
(
x, Si(x)

))
= nr +

s∑
j=1

val
(
F
(
x, Tj(x)

))

= ms+ nr +
r∑
i=1

s∑
j=1

val
(
Si(x)− Tj(x)

)
.

(9)

Furthermore, if p = (a, b) ∈ C2 is any point and we define F (x, y) := F (a+
x, b+ y), G(x, y) := G(a+ x, b+ y), then Ip(F,G) = I0(F ,G).

We note that (9) is sometimes proven under additional assumptions (such
as m = n = 0), see, e.g., [Wal78, Chapter 4, Section 5.1] or [Wal04, Sec-
tion 4.1]. However, the variant stated in Proposition 3.3 is valid in general:
for a detailed proof, we refer to [Bix06, Chapter IV] and in particular to
Definition 14.4 and Theorem 14.6 of this reference. The second part of
Proposition 3.3 follows from Lemma 3.2(5).

We finish this section by stating some known results. The first one states
that the numbers r, s can be easily characterized by means of Newton poly-
gons. This follows from the Newton–Puiseux algorithm. Although the
knowledge of this algorithm is not necessary to understand the results of
this paper (we only need Proposition 3.5 stated below), it is useful to point
out the main features of this algorithm. The Newton–Puiseux algorithm

4In this list we include the series that are identically 0 since their valuation is +∞ by
convention.
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Figure 1. Newton polygon from Example 3.6.

allows us to compute the decomposition given in (8). To compute this de-
composition, we denote

F (x, y) = F0(x) + F1(x)y + · · ·+ FδF (x)yδF ,
G(x, y) = G0(x) +G1(x)y + · · ·+GδG(x)yδG

and we note that m = mink{val(Fk(x))}, n = mink{val(Gk(x))}. Then, we
define the Newton polygons of F and G as the convex hulls of points

{
(
k, val(Fk(x))

)
: 0 6 k 6 δF , Fk(x) 6= 0} ,

{
(
k, val(Gk(x))

)
: 0 6 k 6 δG, Gk(x) 6= 0} .

Remark 3.4. The Newton polygon is sometimes defined as the convex hull of
the points (α, β) such that the monomial yαxβ appears in F with a nonzero
coefficient. These two polygons have the same set of lower edges, and as
explained below this is all that matters to determine the valuations of the
series in (8).

The Newton–Puiseux algorithm implies that the valuations of the series
S1(x), . . . , SδF (x), T1(x), . . . , TδG(x) ∈ C{{x}} are given by the (negated)
slopes of the lower edges of the corresponding Newton polygons. Further-
more, the number of series with a given valuation (counted with multiplicity)
is equal to the length of the projection of the corresponding edge on the first
axis. This does not include the series that are equal to 0, but their num-
ber can also be deduced from the Newton polygons, since it is equal to
min{k : Fk 6= 0} and min{k : Gk 6= 0} respectively. In particular, we obtain
the following characterization of the numbers of series in (8) with strictly
positive valuations (denoted by r and s as in the paragraphs above). It will
be used in the proof of Lemma 5.1.
Proposition 3.5. We have the equalities r = min{k : val(Fk(x)) = m} and
s = min{k : val(Gk(x)) = n}.

Example 3.6. Consider the polynomial
F (x, y) = xy(y − x+ x2)2(y − 1 + x)(xy3 − 1) .

To find its decomposition, note that
(xy3 − 1) = x(y3 − x−1) = x(y − x1/3)(y − ωx1/3)(y − ω2x1/3) ,

where ω := (−1 + ı
√

3)/2 is a third root of unity. Therefore, we have

F (x, y) = x2
7∏
i=1

(y − Si(x)) ,
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where S1(x) = 0, S2(x) = S3(x) = x − x2, S4(x) = 1 − x, S5(x) = x−1/3,
S6(x) = ωx−1/3, S7(x) = ω2x−1/3. Note that exactly three of these series
have strictly positive valuation (namely S1(x), S2(x), and S3(x)). Further-
more, we have

F (x, y) = y(x3 − 3x4 + 3x5 − x6) + y2(−2x2 + 3x3 − x5)
+ y3(x+ x2 − 2x3) + y4(−x− x4 + 3x5 − 3x6 + x7)
+ y5(2x3 − 3x4 + x6) + y6(−x2 − x3 + 2x4) + y7x2 .

In particular, the Newton polygon of F is the convex hull of the points

{(1, 3), (2, 2), (3, 1), (4, 1), (5, 3), (6, 2), (7, 2)} ,

as depicted in Figure 1. Its lower edges have slopes −1, 0, and 1/3, while the
lengths of their projections on the abscissa are equal to 2, 1, and 3 respec-
tively. As discussed above, the edge with slope −1 indicates that the decom-
position has two series of valuation 1 (these are S2(x) and S3(x)), the edge
with slope 0 indicates that the decomposition has one series with valuation
0 (this is S3(x)), and the edge with slope 1/3 indicates that the decomposi-
tion has three series with valuation −1/3 (these are S5(x), S6(x), and S7(x)).
Furthermore, we have min{k : Fk 6= 0} = 1 and min{k : val(Fk(x)) = m} =
3, which, as claimed in Proposition 3.5, is equal to the number of series with
strictly positive valuation.

We refer to [CA00, Chapter 1] for a detailed presentation of the Newton–
Puiseux algorithm and in particular to [CA00, Exercise 1.3] for the cor-
respondence between the number of series with a given valuation and the
length of the projection of the corresponding edge.

The next result follows from Gauss’ lemma and the fact that irreducible
polynomials over fields of characteristic zero are separable.

Lemma 3.7. Suppose that F (x, y) ∈ C[x, y] is an irreducible bivariate poly-
nomial over C and consider the decomposition of F (x, y) given in (8). Then,
the roots S1(x), . . . SδF (x) ∈ C{{x}} are pairwise distinct. Furthermore, if
G(x, y) ∈ C[x, y] is any polynomial that satisfies G(x, Si(x)) = 0 for some
1 6 i 6 d, then F (x, y) divides G(x, y) in C[x, y].

Proof. Gauss’ lemma (see, e.g., [AW92, Section 2.6] or [Lang93, Section 4.2])
implies that F is still irreducible if we consider it as an element of

(
C(x)

)
[y]

(polynomials with coefficients in the field of rational functions of x) since
C[x] is a unique factorization domain. Therefore, the fact that the series
S1(x), . . . SδF (x) ∈ C{{x}} are pairwise distinct follows from the separa-
bility of irreducible polynomials in

(
C(x)

)
[y] (see, e.g., [Mor96, Proposi-

tion 4.6] or [Lang93, Corollary 6.12]). To prove the second part, suppose
that G(x, Si(x)) = 0 for some i. Then, the polynomials F and G have a
nontrivial greatest common divisor in

(
C{{x}}

)
[y]. However, since both F

and G belong to the subring
(
C(x)

)
[y], their greatest common divisor also

belongs to this subring (because the gcd can be computed using Euclidean
division). As F is irreducible, we obtain that G is divisible by F in

(
C(x)

)
[y].

We use Gauss’ lemma once again to conclude that G is divisible by F in
C[x, y]. �
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The next two results are Bézout’s theorem and the Hajós lemma.

Theorem 3.8 (Bézout’s theorem in affine space). Let F (x, y), G(x, y) ∈
C[x, y] be two polynomials of degrees d1 > 0 and d2 > 0 respectively. Let

Ω := {(a, b) ∈ C2 : F (a, b) = G(a, b) = 0, I(a,b)(F,G) < +∞}
be the set of isolated solutions of the system F (x, y) = G(x, y) = 0. Then,
we have the inequality ∑

p∈Ω
Ip(F,G) 6 d1d2 .

The following result can be found in [Haj53] and in a more general form
in [Len99, Proposition 3.2]. We provide a short proof for the sake of com-
pleteness.

Lemma 3.9 (Hajós’ lemma). Suppose that F (y) ∈ C[y] is a univariate
polynomial with t > 1 monomials and let z ∈ C \ {0} be a nonzero root of
F (y). Then, the multiplicity of z as root of F (y) is not greater than t− 1.

Proof. We prove the claim by induction on t. If t = 1, then the claim is
trivial. Otherwise, we can write F (y) = ym(a0 + a1y + · · ·+ ady

d) for some
m, d ∈ N and complex constants (a0, . . . , ad) such that t of them are nonzero
and a0 6= 0. We note that is it enough to prove the claim for G(y) := a0 +
a1y+· · ·+adyd. Let z ∈ C\{0} be a nonzero root of G(y). If the multiplicity
of z is higher than 1, then z is a root of G′(y) = a1 + 2a2y + · · ·+ dady

d−1.
Moreover, by the induction hypothesis, the multiplicity of z as root of G′(y)
is not higher than t− 2. Hence, the multiplicity of z as root of G(y) is not
higher than t− 1. �

4. Two lemmas about derivatives

In this section, we present two lemmas about derivatives that are used
in the proof of our main theorem. These results appeared in [KPT15a,
KPT15b] in the context of analytic functions and they carry over to Puiseux
series. We use the convention that N = {0, 1, . . . } and N∗ = {1, 2, . . . }. For
every k > 0, we denote by Sk ⊂ NN∗ the set of sequences defined as

Sk :=
{
(s1, s2, . . . ) ∈ NN∗ :

∞∑
i=1

isi = k
}
.

We note that every sequence in Sk has finitely many nonzero entries. Fur-
thermore, for every s ∈ Sk we denote |s| :=

∑∞
i=1 si and we note that |s| 6 k.

Lemma 4.1. There exist integer constants (ξn,s)n∈N,s∈NN∗ such that for ev-
ery nonzero Puiseux series S(x) ∈ C{{x}} and every k, n ∈ N we have

∂k

∂xk
(
S(x)n

)
=
∑
s∈Sk

ξn,sS(x)n−|s|
k∏
l=1

(∂ lS
∂xl

(x)
)sl

.

(We use the convention that 00 = 1 and that an empty product is equal to 1.)

The proof of Lemma 4.1 proceeds by induction on k, using the elementary
properties of derivatives given in (5). We refer to [KPT15b, Lemma 10] for
the details. The following lemma appeared in [KPT15a, Lemma 3].
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Lemma 4.2. For every k ∈ N∗ there exists a polynomial Rk ∈ Z[x1, . . . , xl]
with integer coefficients, l :=

(k+2
2
)
− 1 = 1

2k(k + 3) variables, and degree at
most 2k − 1 such that for every pair F (x, y) ∈ C[x, y] \ {0}, S(x) ∈ C{{x}}
that satisfies F (x, S(x)) = 0 we have(∂kS

∂xk
(x)
)(∂F

∂y
(x, S(x))

)2k−1
= Rk

(( ∂p+qF

∂xp∂yq
(x, S(x))

)
16p+q6k

)
.

For instance, the case k = 1 of this lemma is:

S′(x)∂F
∂y

(x, S(x)) = −∂F
∂x

(x, S(x)) .

The proof presented in [KPT15a] is based on the fact that for any polynomial
P ∈ C[x1, . . . , xn] and any Puiseux series S1(x), . . . , Sn(x) ∈ C{{x}} we have

∂

∂x

(
P
(
S1(x), . . . , Sn(x)

))
=

n∑
k=1

∂P

∂xk

(
S1(x), . . . , Sn(x)

)∂Sk
∂x

(x) .

The proof in [KPT15a] is in fact stated for analytic functions, but it is easily
checked that the same proof applies to Puiseux series. An alternative proof
of Lemma 4.2 can be found in the appendix to the arXiv version [KS19] of
the present paper.

5. Proof of the main theorem

In this section, we give the proof of Theorem 1.1. The proof is based on
the following two lemmas. The first one relies on the Hajós lemma.

Lemma 5.1. Suppose that G(x, y) ∈ C[x, y] is a polynomial with t > 1
monomials. Furthermore, fix (a, b) ∈ (C \ {0})2 and let

G(x, y) := G(a+ x, b+ y).

Then, G(x, y) ∈ (C{{x}})[y] regarded as a polynomial in variable y with
coefficients in the field of Puiseux series has at most t − 1 roots (counted
with multiplicity) that have strictly positive valuations.

Proof. Let G(x, y) =
∑
α∈Λ cαx

α1yα2 with cα 6= 0 for all α ∈ Λ. Let mi =
max{αi : (α1, α2) ∈ Λ} for i ∈ {1, 2} and

Gk,l :=
∑

α∈Λ,α1>k,α2>l

(
α1
k

)(
α2
l

)
cαa

α1−kbα2−l

for every 0 6 k 6 m1, 0 6 l 6 m2. Then, we obtain

G(x, y) =
∑
α∈Λ

cα(a+ x)α1(b+ y)α2 =
m1∑
k=0

m2∑
l=0

Gk,lx
kyl .

For every 0 6 l 6 m2, let Gl(x) =
∑m1
k=0Gk,lx

k ∈ C{{x}}. Let n be the
highest number such that xn divides G(x, y), i.e., n := minl{val(Gl(x))}.
Let s be the number of roots of G(x, y) ∈ (C{{x}})[y] with strictly posi-
tive valuation, counted with their multiplicities. By Proposition 3.5, s =
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min{l : val(Gl(x)) = n}. In particular, s is the smallest number such that
Gn,s 6= 0. Consider the univariate polynomial

H(y) :=
∑

α∈Λ,α1>n

(
α1
n

)
cαa

α1−nyα2 .

Denote H(y) := H(b+ y) and observe that

H(y) =
m2∑
l=0

Gn,ly
l .

Therefore, s is equal to the multiplicity of b as root of H(y) (and s = 0 if
H(b) 6= 0). Hence, by Lemma 3.9, we have s 6 t− 1. �

Lemma 5.2. Suppose that F (x, y) ∈ C[x, y] is an irreducible polynomial
of degree d > 1 and G(x, y) ∈ C[x, y] is a polynomial with t > 1 mono-
mials that is not divisible by F (x, y). Furthermore, fix (a, b) ∈ (C \ {0})2,
and let S1(x), . . . , Sr(x) ∈ C{{x}} denote all the series with strictly positive
valuations such that F (a+ x, b+ Si(x)) = 0 for 1 6 i 6 r. Then, we have

r∑
i=1

val
(
G
(
a+ x, b+ Si(x)

))
6

1
2d(4d+ 1)t(t− 1) .

Proof. We proceed by induction on t. If t = 1, then val
(
G
(
a+x, b+Si(x)

))
=

0 for all i and the claim holds. Otherwise, denote G(x, y) =
∑
α∈Λ cαx

α1yα2

with cα 6= 0 for all α ∈ Λ and |Λ| = t. Furthermore, denote the elements of
Λ by Λ = {α(1), α(2), . . . , α(t)}.

Case I : Suppose that W
((

(a+ x)α
(k)
1 (b+ Si(x))α

(k)
2
)t
k=1

)
= 0 for some i.

Then, by Theorem 2.5 there exists a nonzero polynomial

H(x, y) =
∑
α∈Λ

c̃αx
α1yα2 ∈ C[x, y]

such that H(a+x, b+Si(x)) = 0. Hence, by Lemma 3.7, H(x, y) is divisible
by F (x, y). In particular, the equality H(a+x, b+Si(x)) = 0 holds for all i.
Let α∗ be such that c̃α∗ 6= 0. Then, the polynomial

Ĝ(x, y) := G(x, y)− cα∗

c̃α∗
H(x, y)

has at most t− 1 monomials and satisfies

G
(
a+ x, b+ Si(x)

)
= Ĝ

(
a+ x, b+ Si(x)

)
for all i. Moreover, Ĝ(x, y) is not divisible by F (x, y) because G(x, y) is
not divisible by F (x, y). In particular, Ĝ(x, y) is a nonzero polynomial.
Therefore, the claim follows by applying the induction hypothesis to Ĝ(x, y).

Case II : Suppose that W
((

(a + x)α
(k)
1 (b + Si(x))α

(k)
2
)t
k=1

)
6= 0 for all i.

By Proposition 2.6, it is enough to bound the valuation of this Wronskian
in order to bound the sum

∑r
i=1 val

(
G
(
a + x, b + Si(x)

))
. To do so, let
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S(x) ∈ C{{x}} be any of the series S1(x), . . . , Sr(x) and denote by Sym(t)
the group of permutations of {0, . . . , t− 1}. We have

W
((

(a+ x)α
(k)
1 (b+ S(x))α

(k)
2
)t
k=1

)
=

∑
σ∈Sym(t)

sign(σ)
t−1∏
k=0

( ∂k
∂xk

(
(a+ x)α

(σ(k))
1 (b+ S(x))α

(σ(k))
2

))
.

(10)

Moreover, by Lemma 4.1, for every α ∈ Λ and every 0 6 k 6 t− 1 we have

∂k

∂xk
(
(a+ x)α1(b+ S(x))α2

)
=

k∑
l=0

(
k

l

)( ∂ l
∂xl

(a+ x)α1
)( ∂k−l
∂xk−l

(b+ S(x))α2
)

=
p∑
l=0

∑
s∈Sk−l

((
k

l

)
α1!

(α1 − l)!
ξα2,s(a+ x)α1−l(b+ S(x))α2−|s|

k−l∏
j=1

(∂ jS
∂xj

(x)
)sj)

,

(11)
where p := min{k, α1}. Let F (x, y) := F (a+x, b+y) ∈ C[x, y]. Since F (x, y)
is irreducible, F (x, y) is also irreducible, and Lemma 3.7 shows that S(x)
is a root of F (x, y) ∈ (C{{x}})[y] of multiplicity 1. In particular, we have
∂F
∂y (x, S(x)) 6= 0. Hence, by Lemma 4.2, for every 1 6 j 6 k there exists a
polynomial Rj ∈ Z[x1, . . . , xj(j+3)/2] of degree at most 2j − 1 such that

∂ jS

∂xj
(x) =

(∂F
∂y

(x, S(x))
)1−2j

Rj
(( ∂p+qF

∂xp∂yq
(x, S(x))

)
16p+q6j

)
. (12)

We note that
∑k−l
j=1(2j−1)sj = 2k−2l−|s| for every s ∈ Sk−l. In particular,

for every s ∈ Sk−l we have

k−l∏
j=1

(∂ jS
∂xj

(x)
)sj

=
(∂F
∂y

(x, S(x))
)|s|+2l−2k k−l∏

j=1

(
Rj
(( ∂p+qF

∂xp∂yq
(x, S(x))

)
16p+q6j

))sj
.

(13)

We now want to combine (11) and (13). To do so, fix 0 6 k 6 t − 1 and
note that for every 0 6 l 6 p and every s ∈ Sk−l we have

(a+ x)α1−l(b+ S(x))α2−|s|
(∂F
∂y

(x, S(x))
)|s|+2l−2k

= (a+ x)α1−k(b+ S(x))α2−k(
∂F
∂y (x, S(x))

)2k (a+ x)k−l(b+ S(x))k−|s|
(∂F
∂y

(x, S(x))
)|s|+2l

.

(14)
Furthermore, by Lemma 4.2, the product

∏k−l
j=1R

sj
j has degree at most∑k−l

j=1(2j − 1)sj = 2k − 2l − |s|. Hence, by (11), (13), and (14), we can
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write ∂k

∂xk

(
(a+ x)α1(b+ S(x))α2

)
as

(a+ x)α1−k(b+ S(x))α2−k(
∂F
∂y (x, S(x))

)2k Pα,k
(
a+ x, b+ S(x),

( ∂p+qF

∂xp∂yq
(x, S(x))

)
16p+q6k

)
,

(15)

where Pα,k is a polynomial with integer coefficients and degree not greater
than

max
06l6k,s∈Sk−l

(
(k − l) + (k − |s|) + (|s|+ 2l) + (2k − 2l − |s|)

)
= max

06l6k,s∈Sk−l

(
4k − l − |s|) 6 4k .

As a consequence of (10) and (15), we have

W
((

(a+ x)α
(k)
1 (b+ S(x))α

(k)
2
)t
k=1

)
= (a+ x)A1(b+ S(x))A2(

∂F
∂y (x, S(x))

)t(t−1) QΛ
(
a+ x, b+ S(x),

( ∂p+qF

∂xp∂yq
(x, S(x))

)
16p+q6t−1

)
,

where Ai :=
(∑t

k=1 α
(k)
i

)
−
(t

2
)
for i ∈ {1, 2} and QΛ is a polynomial with

integer coefficients and degree not greater than 2t(t − 1). Moreover, for all
1 6 p+ q 6 t− 1 we have

∂p+qF

∂xp∂yq
(x, y) = ∂p+qF

∂xp∂yq
(a+ x, b+ y) .

Hence, there exists a bivariate polynomial QΛ,F (x, y) ∈ C[x, y] of degree at
most 2dt(t− 1) such that

W
((

(a+ x)α
(k)
1 (b+ S(x))α

(k)
2
)t
k=1

)
= (a+ x)A1(b+ S(x))A2(

∂F
∂y (a+ x, b+ S(x))

)t(t−1)QΛ,F
(
a+ x, b+ S(x)

)
.

Furthermore, we have 0 6 val
(
∂F
∂y (a + x, b + S(x))

))
< +∞ and, since

a, b 6= 0, val
(
(a + x)A1(b + S(x))A2

)
= 0. Moreover, since we assumed that

the WronskianW
((

(a+x)α
(k)
1 (b+S(x))α

(k)
2
)t
k=1

)
is not equal to 0, we obtain

val
(
QΛ,F

(
a+ x, b+ S(x)

))
< +∞. In particular, we have

val
(
W
((

(a+ x)α
(k)
1 (b+ S(x))α

(k)
2
)t
k=1

))
6 val

(
QΛ,F

(
a+ x, b+ S(x)

))
< +∞ .

(16)

We recall that the polynomials Rj from Lemma 4.2 do not depend on
the choice of S(x). Hence, the polynomials Pα,k and QΛ that appear in
the computations above also do not depend on S(x). This implies that
QΛ,F (x, y) does not depend on the choice of S(x). Hence, by Proposition 2.6
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and (16),
r∑
i=1

val
(
G
(
a+ x, b+ Si(x)

))
is upper bounded by

rt(t− 1)
2 +

r∑
i=1

val
(
QΛ,F

(
a+ x, b+ Si(x)

))
. (17)

Consider the system of equations F (x, y) = QΛ,F (x, y) = 0 and assume that
I(a,b)(F,QΛ,F ) = +∞. Since F is irreducible, by Lemma 3.2(2) we obtain
that F (x, y) divides QΛ,F (x, y). Consequently we have

QΛ,F
(
a+ x, b+ Si(x)

)
= 0

for every i, which gives a contradiction with val
(
QΛ,F

(
a+x, b+S(x)

))
< +∞.

Therefore I(a,b)(F,QΛ,F ) < +∞. Since the degree ofQΛ,F is not greater than
2dt(t−1), Bézout’s theorem (Theorem 3.8) gives I(a,b)(F,QΛ,F ) 6 2d2t(t−1).
By Proposition 3.3 we get

∑r
i=1 val

(
QΛ,F

(
a + x, b + Si(x)

))
6 2d2t(t − 1).

Since r 6 d we obtain
r∑
i=1

val
(
G
(
a+ x, b+ Si(x)

))
6
dt(t− 1)

2 + 2d2t(t− 1) = 1
2d(4d+ 1)t(t− 1)

from the upper bound (17).
�

We are now ready to present the proof of our main theorem.

Proof of Theorem 1.1. Let F (x, y) ∈ C[x, y] be a polynomial of degree d > 1
and G(x, y) ∈ C[x, y] be a polynomial with t > 1 monomials. Furthermore,
suppose that p := (a, b) ∈ (C\{0})2 is a point such that 0 < Ip(F,G) < +∞.
Factorize F (x, y) as F (x, y) =

∏`
k=1 Fk(x, y)wk , where Fk(x, y) ∈ C[x, y] are

irreducible polynomials and let dk > 1 denote the degree of Fk(x, y). By
Lemma 3.2(4) we have

Ip(F,G) =
∑̀
k=1

wkIp(Fk, G) .

Take any k such that Ip(Fk, G) 6= 0. Since Ip(F,G) < +∞, we have
Ip(Fk, G) < +∞, and, by Lemma 3.2(2), G(x, y) is not divisible by Fk(x, y).
We can now estimate Ip(Fk, G) using our previous results. To do so, let
Sk,0(x), . . . , Sk,rk(x) denote all Puiseux series with strictly positive valua-
tions such that Fk(a+ x, b+ Sk,i(x)) = 0. By Proposition 3.3 we have

Ip(Fk, G) = mks+
rk∑
i=1

val
(
G
(
a+ x, b+ Sk,i(x)

))
,

where mk is the highest number such that Fk(a + x, b + y) is divisible by
xmk and s is the number of series with strictly positive valuations in the
decomposition of G(a + x, b + y). In particular, we have mk 6 dk. Fur-
thermore, Lemma 5.1 shows that s 6 t − 1 and Lemma 5.2 shows that
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∑rk
i=1 val

(
G
(
a+ x, b+ Sk,i(x)

))
6 1

2dk(4dk + 1)t(t− 1). Hence, we have

Ip(Fk, G) 6 dk(t−1)+ 1
2dk(4dk+1)t(t−1) 6 dk(t−1)+ 1

2dk(4d+1)t(t−1) .

As a consequence we obtain Ip(F,G) 6 d(t − 1) + 1
2d(4d + 1)t(t − 1) =

2d2t2 − 2d2t + 1
2dt

2 + 1
2dt − d. Since 1

2dt − 2d2t − d < 0 and 1
2dt

2 6 1
2d

2t2,
we have Ip(F,G) < 5

2d
2t2. �
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