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Auditory speech perception enables listeners to access phono-
logical categories from speech sounds. During speech production
and speech motor learning, speakers’ experience matched audi-
tory and somatosensory input. Accordingly, access to phonetic
units might also be provided by somatosensory information.
The present study assessed whether humans can identify vow-
els using somatosensory feedback, without auditory feedback.
A tongue-positioning task was used in which participants were
required to achieve different tongue postures within the /e,
ε, a/ articulatory range, in a procedure that was totally non-
speech like, involving distorted visual feedback of tongue shape.
Tongue postures were measured using electromagnetic articulo-
graphy. At the end of each tongue-positioning trial, subjects were
required to whisper the corresponding vocal tract configuration
with masked auditory feedback and to identify the vowel associ-
ated with the reached tongue posture. Masked auditory feedback
ensured that vowel categorization was based on somatosensory
feedback rather than auditory feedback. A separate group of sub-
jects was required to auditorily classify the whispered sounds.
In addition, we modeled the link between vowel categories and
tongue postures in normal speech production with a Bayesian
classifier based on the tongue postures recorded from the same
speakers for several repetitions of the /e, ε, a/ vowels during
a separate speech production task. Overall, our results indicate
that vowel categorization is possible with somatosensory feed-
back alone, with an accuracy that is similar to the accuracy of
the auditory perception of whispered sounds, and in congruence
with normal speech articulation, as accounted for by the Bayesian
classifier.

speech production | somatosensory feedback | categorical perception

Producing speech requires precise control of vocal tract artic-
ulators in order to perform the specific movements that

give rise to speech sounds. The sensory correlates of speech
production are therefore both auditory (associated with the
spectrotemporal characteristics of sounds) and somatosensory
(related to the position or shape of the vocal tract articulators
and to contacts between articulators and vocal tract boundaries).
While the propagation of sounds is the means through which lin-
guistic information passes between speakers and listeners, most
recent models of speech motor control [DIVA (1), FACTS (2),
HSFC (3), Bayesian GEPPETO (4), and ACT (5)] posit that
both auditory and somatosensory information is used during
speech production for the planning, monitoring, and correction
of movements. The crucial role of auditory information has been
documented in experiments using bite blocks or lip tubes (6, 7),
in which articulation has been shown to be reorganized in order
to preserve the acoustical characteristics of speech. The impor-
tance of somatosensory information in speech production has
been shown in studies in which external perturbations of jaw
movement induced compensatory reactions (8, 9). A study of
speech production in cochlear implanted patients, who switched

their implants on and off (10), has provided evidence that a com-
bination of both sensory inputs results in greater accuracy in
speech production.

Auditory speech perception involves the categorization of
speech sounds into discrete phonetic units (11, 12), and neural
correlates of phonetic representations have been found in the
superior temporal gyrus (13). However, it is unknown whether
somatosensory information in speech can also be categorized by
listeners in a similar and coherent way. In nonspeech tasks, there
is extensive evidence of the use of somatosensory information
for categorization as, for example, in tactile object recognition
(14), but in speech, no study so far has addressed whether
speakers are able to identify phonemes based on somatosensory
information.

In the present study, we provide evidence that phonological
representations can be accessed from somatosensory informa-
tion alone. Our results indicate that participants are able to
recognize vowels without any contribution of auditory feedback,
based on tongue postures. This finding has required the design
of a paradigm adapted to the specificities of the tongue. Indeed,
unlike studies of limb movement in which tests of somatosen-
sory processing can be conducted by using a robotic device to
passively displace the limb, provoking passive displacement of
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the tongue is very challenging: the tongue is difficult to access
inside the oral cavity and highly resistant to displacement. In
our paradigm, speakers were instead required to position their
tongue using visual feedback in a task that provided no infor-
mation about the shape and the location of the tongue. We
were able to show that subjects succeed in this positioning task,
although some speakers are more successful than others. We
then tested whether, once they had positioned their tongue,
speakers were able to provide a somatosensory categorization of
the vowel associated with the reached tongue position. At each
reached tongue posture, subjects were asked to whisper in order
to enable a subsequent independent auditory evaluation of their
articulation by a group of external listeners. The auditory feed-
back of the speakers was masked by noise in order to ensure that
categorization was based on somatosensation only.

We found that speakers were able to identify vowels based on
tongue somatosensory information, and there was a good con-
cordance with listeners’ judgements of the corresponding sounds.
Finally, it is shown that subjects’ somatosensory classification of
vowels was close to the classification provided by a Bayesian clas-
sifier constructed separately from subjects’ vowel articulations
recorded under normal speech conditions, i.e., with phonation
and auditory feedback. These results suggest that phonologi-
cal categories are specified not only in auditory terms but also
in somatosensory ones. The results support the idea that in
the sensory–motor representation of phonetic units, somatosen-
sory feedback plays a role similar to that of the auditory
feedback.

Results
In order to assess whether vocal tract somatosensory informa-
tion can be used for phonetic categorization, we first needed
a means to instruct subjects to achieve a set of tongue pos-
tures without relying on normal speech movement or auditory
feedback that might provide nonsomatic cues. We designed
a tongue-positioning task using electromagnetic articulography
(EMA) to visually guide eight subjects (henceforth somatosen-
sory subjects) toward different target tongue postures, evenly
spanning the articulatory range of the three vowels /e, ε, and a/
(Fig. 1B). Nine target tongue postures were specified for each
subject, including three vowel tongue postures corresponding to
normal productions of vowels /e, ε, and a/, and six intermedi-
ate tongue postures distributed regularly over the same tongue
vowel workspace. Vowel tongue postures were recorded with
EMA for each subject during a preliminary speech production
task involving repetitions of vowels under normal speech condi-
tions (Materials and Methods). Fig. 1 shows the placement of the
EMA sensors and illustrates the set of nine target tongue pos-
tures for one representative subject (the set of targets for other
subjects are presented in SI Appendix, Fig. S3).
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A B

Fig. 1. (A) Sagittal view of EMA sensors (black dots) and (B) example of tar-
get tongue postures from one subject. Targets include three vowel tongue
postures (black lines) and six additional intermediate tongue postures (gray
dashed lines) distributed regularly over the /e-ε-a/ tongue workspace. The
solid line on the top of B represents the subject’s palate trace.

On each trial of the tongue-positioning task (Fig. 2A), one of
the nine target tongue postures was displayed on a screen under
a spatial transformation intended to remove visual information
about tongue position and shape (Fig. 2B). Target positions
were always displayed in the same horizontally aligned config-
uration at the center of the screen, ensuring that targets in all
trials looked the same (red circles in Fig. 2A, Bottom). Subjects
were provided with real-time visual feedback of their tongue
movements according to the spatial transformation shown in
Fig. 2B and were instructed to 1) move their tongue in order
to reach the displayed target within a 5-s time interval (reach-
ing phase), 2) hold the reached tongue posture and whisper with
auditory feedback masked by noise (whispering task), and 3)
identify the vowel associated with the reached tongue posture
(somatosensory identification task).

Importantly, the target tongue postures used in the tongue-
positioning task were chosen in order to sample the articulatory
workspace from /e/ to /a/ via /ε/ as comprehensively and as evenly
as possible, in order to obtain a set of well-distributed articu-
latory configurations for the primary aim of the study, which is
to evaluate the use of somatosensory information in the iden-
tification of these vowels. Thus, for the tongue-positioning task
to be carried out correctly, it was not required that the set of
tongue postures which subjects produced at the end of the reach-
ing phase exactly matched the displayed target tongue postures
but rather that overall, the set of tongue configurations uni-
formly sampled the articulatory workspace for the vowels that
were studied here.

The sounds that were whispered by the eight somatosensory
subjects were identified by eight additional listeners (henceforth
auditory subjects) in a forced-choice (/e/, /ε/, or /a/) auditory
identification task. This perceptual evaluation is crucial since it
is the only way to assess whether or not the tongue position
described by the EMA sensors corresponded to a vowel and
whether or not it was associated with clear auditory character-
istics in the /e/–/ε/–/a/ vowel range. However, it is also crucial
that the whispering phase did not influence the somatosensory
identification performed by somatosensory subjects, by provid-
ing either auditory or motor cues that might have helped them
in their identification task. In regard to possible auditory cues,
we have taken a number of precautions in order to minimize
the likelihood that subjects could hear themselves during the
whispering phase with the auditory feedback masked by noise.
To check the effectiveness of this approach, we asked subjects
to report whether or not they could hear themselves whisper,
and no subject responded that he/she could. We have also
evaluated the acoustic power of the whispers and found them
to be more than 40 dB below the masking noise, which has
been previously shown to make impossible the auditory percep-
tion of vowels in French (15) (see SI Appendix for details). In
regard to possible motor control cues, as is commonly observed
in postural control, subjects did not strictly maintain a stable
tongue posture during the whispering phase (see SI Appendix,
Fig. S1, for a quantification of this articulatory variability).
To check the possibility that these small tongue movements
could have provided helpful motor cues for the somatosen-
sory identification task, we carried out a number of analy-
ses of these articulatory variations, which are described in SI
Appendix. We found no indication supporting such a possibility.
In particular, we found no evidence suggesting that these small
movements would be directed toward vowel tongue postures.
These observations indicate that the somatosensory identifica-
tion task was not biased by auditory or motor cues during
whispering.

The analysis of the data was divided into two main parts. The
first part was devoted to the evaluation of the tongue-positioning
task. This first part is necessary for the second part of the anal-
ysis since one cannot expect subjects that did not perform the
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Fig. 2. (A) Design of each trial of the tongue-positioning, whispering, and somatosensory identification tasks. (Top) The real positions of sensors (sagittal
view) corresponding to the target (red circles and lines) and sensors corresponding to subject’s tongue (black circles and lines). (Bottom) The modified
position of sensors as displayed to the subjects. The lip target sensors were displayed as vertically aligned circles in the left part of the display and were
intended to help subjects to keep their lip position constant during the task. (Bottom Right) The three alternative forced choice display of the somatosensory
identification task. (B) Illustration of the spatial transformation used for the visual display in the tongue-positioning and whispering task. Red circles and
lines correspond to the target tongue posture and black circles, and lines correspond to the actual tongue shape. The target tongue posture is transformed
in such a way that all segments become equal in length and horizontally aligned. Then the actual tongue shape is deformed by preserving δi and αi after
transformation.

tongue-positioning task correctly to succeed in the somatosen-
sory identification task. More specifically, we assessed whether
the participants reached tongue postures 1) that varied continu-
ously and smoothly over the whole /e, ε, and a/ articulatory range
and 2) that corresponded to sounds that can be reliably auditorily
identified as a vowel in the /e, ε, and a/ range. Tongue postures
meeting these evaluation criteria will henceforth be referred to
as vowel-like tongue postures.

In the second part of the study we assessed performance
in the somatosensory identification task. This had three main
parts. First we evaluated the separability of the three vowel cat-
egories as obtained by somatosensory categorization. Second,
we compared the somatosensory categorization with auditory
categorization provided by the auditory subjects who evaluated
the whispered sounds. Finally, we compared the somatosen-
sory categorization with the outcome of a Bayesian classifier
that relied on tongue postures recorded during normal speech
movements.

Stage 1: Evaluation of the Tongue-Positioning Task.
Articulatory analysis of the tongue-positioning task. Fig. 3 shows
for each of the participants in the study the set of tongue pos-
tures reached in the tongue-positioning task, superimposed on
the average tongue configurations measured for /e, ε, and a/ dur-
ing normal speech production. It can be seen that for subjects
S3, S6, S7, and S8 the set of reached tongue postures (Fig. 3,
Bottom, left-hand side of each panel) uniformly covers the /e,
ε, and a/ range, whereas for the remaining subjects (S1, S2,
S4, and S5; Fig. 3, Top, left-hand side of each panel), there

were noticeable deviations from the average vowel postures. In
order to quantitatively assess this observation, we first evaluated
whether the set of reached tongue postures actually covered the
expected /e, ε, and a/ range of tongue configurations. We also
assessed quantitatively whether these tongue postures were uni-
formly distributed over the range and direction associated with
the set of target tongue postures. We conducted two separate
principal component analyses (PCAs) for each subject sepa-
rately, one using their set of target tongue postures and the other
using their set of reached tongue postures. Details about this
analysis are provided in SI Appendix. We summarize the main
results below.

The PCA on the nine target tongue postures showed that the
target tongue posture workspace was well described by a sin-
gle dimension for all subjects but S2. The second PCA showed
that only subjects S3, S6, S7, and S8 produced reached tongue
postures that were also well represented by a single dimen-
sion for the reached tongue postures (see the two clusters in
Fig. 3B). Moreover, for these four subjects we also found a
good match between the single direction which characterized
the target tongue postures and the one which characterized the
reached tongue postures. We also tested whether or not there
was uniform coverage of the task workspace by the reached
tongue postures. To do so we estimated the densities of the
reached tongue postures of each subject along the dimension
defined by the first principal component of the target tongue
postures. In each panel of Fig. 3A the right side shows the
resulting distribution over the range of the nine target tongue
postures. For all subjects apart from S1 and S5 we observe quite
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Fig. 3. (A) Distribution of the set of 90 tongue postures reached by each somatosensory subject across trials in the tongue-positioning task. For each subject
the set of reached tongue postures (gray lines) is represented on the left-hand side of each panel, together with the average /e, ε, a/ tongue postures (black
lines) obtained from the speech production task (Materials and Methods). The right-hand side of each panel presents the distribution of reached tongue
postures in the main /e, ε, a/ direction (represented vertically), as determined by a PCA carried out on the set of target tongue postures. (B) Clustering of
the eight subjects in two classes (elliptical contours drawn by hand), based on the proportion of variance explained by the first two principal components
describing the set of reached tongue postures.
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uniform distributions, and this was confirmed by a statistical
Kolmogorov–Smirnov test.
Auditory analysis of the adequacy of the reached tongue pos-
tures. In order to investigate the adequacy of the reached tongue
postures for purposes of somatosensory vowel identification, we
evaluated whether the whispered sounds associated with these
postures were compatible with vowel production. To do so, sub-
jects’ whispered productions were classified by a separate group
of listeners (auditory subjects). First, we analyzed the consistency
of the responses provided by auditory subjects in the auditory
identification task, which we call auditory answers henceforth.
Second, we inferred from the set of auditory answers given for
each whispered sound a canonical auditory label for this sound
(see Materials and Methods for details) and assessed whether
these auditory labels were associated with well-separated clusters
of tongue postures.

Consistency of Auditory Answers Across Auditory Subjects. We
assessed the consistency of the auditory classification of each
reached tongue posture recorded during the tongue-positioning
task by computing the entropy of the distribution of auditory
answers attributed to each of the whispered utterances (see SI
Appendix for details). We expected that whispers which sound
like whispered vowels would be labeled consistently by auditory
subjects and would therefore result in distributions of auditory
answers with low entropy. On the other hand, we expected that
whispers that would not sound like whispered vowels would be
labeled with greater uncertainty, resulting in distributions of
auditory answers with greater entropy (close to uniformly ran-
dom answers). Fig. 4 presents violin plots of the distribution of
entropies of auditory answers for each whispered sound pro-
duced by each of the somatosensory subjects. From this figure
it can be seen that the whispers of all but two somatosensory
subjects (S4 and S5) have low average entropy, with violin plots
being larger at the base than at the top. This means that most
of the whispers produced by the somatosensory subjects were
classified in a consistent way across auditory subjects. Statisti-
cal analysis confirmed that the distribution of entropy differs

S1 S2 S3 S4 S5 S6 S7 S8
0

0.2

0.4

0.6

0.8

1

1.2

En
tro
py

Fig. 4. Distribution of entropy of auditory answers for each whisper pro-
duced by each somatosensory subject (violin plots). Small entropy values
correspond to whispers with low uncertainty about vowel identity; in par-
ticular, zero entropy values correspond to whispers that were given the
same label by all auditory subjects. Data points correspond to the differ-
ent whispers performed across trials by the somatosensory subjects during
the positioning task. They are distributed over 10 entropy values, which
correspond to possible entropy values for the three vowel labels and eight
auditory answers (see SI Appendix for details). The dashed line indicates the
theoretical maximum uncertainty (entropy of 1.1) of auditory labeling. Gray
colored bars represent the average entropy of the auditory answers for each
somatosensory subject.

across subjects (Kruskal–Wallis χ2 =123.95, P < 0.001). Pair-
wise comparisons revealed that the entropy distributions for
subjects S4 and S5 were significantly greater than for the oth-
ers (P < 0.01 with Wilcoxon test and Benjamini and Hochberg
correction method for multiple comparisons). This indicates that
the whispers produced by these two subjects conveyed little infor-
mation about vowel identity, presumably because the associated
reached tongue postures did not correspond to one of the sounds
/e, ε, and a/ that were under test.

Consistency and Separability of the Clusters of Reached Tongue Pos-
tures Associated with the Three Auditory Labels. In normal speech
production there is substantial similarity of tongue posture across
repetitions of the same vowel (consistency across repetitions),
and these tongue postures can also be reliably distinguished
from the tongue postures associated with repetitions of another
vowel (separability across vowels). In order to check whether the
tongue-positioning task reproduced these speech characteristics,
we asked whether or not the set of tongue postures associated,
for example, with sounds that listeners judged as the vowel /a/
was different from the set of tongue postures associated with
sounds that listeners judged as /ε/. We assessed the auditory
labels assigned by the set of auditory subjects by evaluating the
consistency and the separability of the grouping of tongue pos-
tures made on the basis of the auditory labels. We expected that
whispers that carry relevant information for vowel classification
should be associated with articulatory characteristics that are 1)
consistent within each category and 2) different enough across
categories to preserve their distinctiveness. Hence, if the four
EMA sensors are good descriptors of the posture of the tongue,
the auditory labels for the whispers that sound like one of the
/e, ε, and a/ vowels should be associated with quite compact
and well-separated clusters of reached tongue postures. In the
case of whispers that do not sound like one of these vowels, the
clusters of reached tongue postures should be wide (more vari-
able) and largely overlap one another. Silhouette scores provide
a measure of clustering quality in terms of consistency and sep-
arability, by comparing how well each data point belongs to its
own cluster as compared to its neighboring clusters (16). Our sil-
houette analysis assigns to each tongue posture a value in the
[−1, 1] range, with positive values corresponding to data that
are well inside their cluster, close to 0 values corresponding to
data that are close to the boundaries of their cluster and nega-
tive values corresponding to data that are closer to a neighboring
cluster than to their own cluster (see SI Appendix for details). The
gray bars in Fig. 5, Middle, show for each somatosensory sub-
ject the average silhouette score of clusters of reached tongue
postures based on auditory labels. We call these scores audi-
tory clustering scores. They are arranged in Fig. 5 in descending
order from left to right. Fig. 5, Middle, also shows average sil-
houette scores of clusters of reached tongue postures based on
somatosensory labels (see below for an analysis of somatosen-
sory clustering). Examples of tongue clusters associated with high
and low average silhouette scores are shown in the left and right
upper panels in Fig. 5, respectively (figures corresponding to
other subjects are presented in SI Appendix, Fig. S5). It can be
seen that for a subject with high silhouette scores (S6; Fig. 5,
Left), the clusters of tongue postures are well separated with
moderate overlap between auditory vowel categories. In con-
trast, clusters of a subject with low silhouette scores (S5; Fig. 5,
Right) show strong overlap. Furthermore, for well-separated
clusters, the tongue postures associated with the auditory labels
/e/, /ε/, and /a/ are correctly distributed from high to low around
the tongue postures characteristic of each vowel (black lines
in Fig. 5, Left).

In order to assess the significance of the auditory clustering
scores, as compared to the null hypothesis that tongue pos-
tures were labeled at random, we performed a nonparametric

6258 | www.pnas.org/cgi/doi/10.1073/pnas.1911142117 Patri et al.
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Fig. 5. Clustering of the reached tongue postures associated with auditory and somatosensory labels. (Middle) Bars show the auditory and somatosensory
clustering scores obtained for each somatosensory subject, arranged in descending order (from left to right) of auditory clustering scores (light gray bars).
Auditory clustering scores are significantly different from chance (P < 0.01) for all subjects except S4 and S5. Somatosensory clustering scores are significantly
different from chance (P < 0.01) for all subjects. The clusters of reached tongue postures associated to each vowel category for a representative subject
corresponding to (Left) good and (Right) poor clustering scores ([Top] auditory scores and [Bottom] somatosensory scores). For each vowel category, the
associated target tongue postures are specifically colored in order to distinguish them from the other reached tongue postures displayed in gray (as in Fig.
3). Black lines correspond to the three vowel tongue postures indicated for reference (upper, middle, and bottom black lines corresponding to /e/, /ε/, and
/a/, respectively).

randomization test (17) with 104 random permutations. It was
found that auditory clustering scores were significantly differ-
ent from chance (P < 0.01 with Holm–Bonferroni correction
for multiple comparisons) for all subjects except S4 and S5. It
can be seen that these two subjects also have the highest val-
ues of entropy of the auditory answers provided by listeners
(Fig. 4). This is consistent with our hypothesis, stated above,
that their whispers conveyed little relevant information for vowel
identification because their reached tongue postures poorly cor-
respond to configurations compatible with vowel production.
Two other somatosensory subjects (S1 and S2) had silhouette
scores that were clearly lower than those of the remaining four
subjects, despite the fact that their whispers seemed to convey
some relevant information for vowel identification, as indicated
by their low level of entropy of the auditory answers (Fig. 4).
In contrast, the high auditory clustering scores of the remaining
four somatosensory subjects (S3, S6, S7, and S8), for whom low
entropy auditory classification was also observed, indicate that
these subjects regularly reached tongue postures compatible with
typical productions of the vowels /e/, /ε/, and /a/ and that the
regularities observed in the EMA sensor positions are reliable
indicators of the whole tongue posture typically associated with
these vowels. This interpretation of the relationship between
tongue postures and sounds is further supported by the fact that
the three subjects with the highest clustering scores are also those
who present the fewest data points with high entropy in the violin
plots of Fig. 4.

Stage 2: Evaluation of Performance in the Somatosensory Identi-
fication Task. We next focus on subjects’ classification based
on their somatosensory feedback. The analysis addresses three
specific questions: 1) Was each somatosensory subject able to
use somatosensory feedback to identify which vowel among
/e/, /ε/, and /a/ was associated with each reached tongue pos-
ture? 2) Was somatosensory vowel identification consistent with
auditory identification, providing specific categorization regions
well separated from one vowel category to the other? 3) Was
somatosensory vowel identification consistent with articulatory
patterns?

The previous analysis showed that there are important dif-
ferences across subjects in their ability to perform the tongue-
positioning task, both in terms of coverage of the /e, ε, and a/
task workspace and in the production of conventional tongue
postures associated with these sounds. In the evaluation of the
somatosensory identification, which follows, we will focus on
the subjects who performed well in the tongue-positioning task
because they satisfactorily reached vowel-like tongue postures,
as evidenced by stage 1 of our analysis (Figs. 3–5): subjects
S3, S6, S7, and S8. The results obtained for the other sub-

jects (S1, S2, S4, and S5) will be also displayed for sake of
information only.

We firstly evaluated somatosensory identification by analyz-
ing the consistency and the separability of the clusters of tongue
postures associated to each vowel category on the basis of
the answers provided in the somatosensory identification task
(we call these answers somatosensory labels henceforth). As in
auditory identification, relevant somatosensory classification is
expected to be associated with quite compact and well-separated
clusters, and irrelevant classification is expected to be associ-
ated with wider and poorly separated clusters. The black bars
in Fig. 5, Middle, present the average silhouette values asso-
ciated with the somatosensory labels of each somatosensory
subject (see SI Appendix, Fig. S6, for the clustering of tongue
shapes for each subject and associated silhouette values). We
call these scores somatosensory clustering scores. We assessed
whether or not the somatosensory labeling was random using
nonparametric randomization tests similar to those used for
auditory clustering scores (104 random permutations). We found
that the labeling was different from chance for all subjects
(P < 0.01 with Holm–Bonferroni correction for multiple com-
parisons). Subjects S3, S6, S7, and S8, who performed well
in the tongue-positioning task and had the highest auditory
clustering scores, likewise had auditory and somatosensory clus-
tering scores that were similar in magnitude. This indicates that
these four subjects were able to categorize their own tongue
postures on the basis of somatosensory information as effi-
ciently as the auditory subjects who classified their whispered
speech. As expected, subjects who did not perform the tongue-
positioning task well also had lower somatosensory clustering
scores.

For each somatosensory subject we constructed a somatosen-
sory and an auditory identification curve along an articulatory
continuum that spanned the nine target tongue postures. To do
so, we subdivided the set of reached tongue postures into nine
subsets corresponding to each of the nine target tongue pos-
tures: each subset was composed of the set of reached tongue
postures that were closest to the associated target in articu-
latory space. This resulted in nine steps along an articulatory
continuum from /e/ to /a/. In each subset of reached tongue
postures associated with the steps along this continuum we com-
puted the proportion of tongue postures that were classified
by speakers or listeners as each of the vowels /e/, /ε/, and /a/
(see SI Appendix for details). We quantified the similarity of
somatosensory and auditory identification curves by computing
Pearson’s correlation coefficient between them. Fig. 6 illustrates
the resulting identification curves and the corresponding corre-
lation coefficients for each of the somatosensory subjects. Fig. 6,
Left, presents the curves for the subjects who performed well the
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Fig. 6. Identification curves of somatosensory labels (plain lines) and audi-
tory labels (dashed lines) for subjects associated with (Left) good and (Right)
poor clustering scores. Subjects are arranged within Left and Right in
descending order (from the top to the bottom) of auditory clustering scores,
as in Fig. 5. Blue, cyan, and red curves correspond to /e/, /ε/, and /a/ cate-
gories, respectively. For each of these curves the nine dots along the x axis
indicate the percentage of answers for the corresponding vowel for each of
the nine subsets of reached tongue postures. In all of the panels, Pearson’s
correlation coefficient is reported as a measure of similarity between the
auditory and somatosensory identification curves. Statistical significance:
ns = nonsignificant; *** = significant (P < 0.001).

tongue-positioning task, and Fig. 6, Right, gives the curves for the
other subjects.

Fig. 6, Left, shows curves that display a clear separability of the
regions associated with each vowel in the somatosensory space.
First, in terms of similarity, the somatosensory identification
curves are very close to the auditory identification curves (Pear-
son’s correlation coefficient above 0.8, P < 0.001 from two-tailed
Student statistics implemented in the MATLAB functions corr,
with Holm–Bonferroni correction for multiple comparisons)
that, in agreement with conventional observations, display well-
separated acoustic regions for each vowel. Second, we clearly
see in each curve the existence of three distinct categories with
regions in which only one vowel gets high identification scores
and in a sequential order that matches the sequential order
along the articulatory continuum. As expected, this pattern is not
observed in the curves obtained from the subjects that did not
perform the tongue-positioning task well (Fig. 6, Right).

We further explored the consistency between vowel identifica-
tion provided by subjects in the absence of auditory feedback and
the associated tongue postures by comparing the somatosensory
identification curves with identification curves resulting from a
Bayesian classifier that models the link between vowel categories
and tongue postures during normal speech production (see SI
Appendix for details). We determined the parameters for this
classifier from the statistical distribution of the tongue postures
reached for each vowel during the preliminary production task.
We used the model to predict the identification curves that would
be expected for each subject if their classification was based on
statistics of the tongue postures that they achieved during normal
speech production (see SI Appendix for details).

Fig. 7 presents the identification curves predicted by the
Bayesian classifier (dashed lines) along with those obtained from
the actual somatosensory identification (solid lines). For the
four subjects who performed well in the tongue-positioning task
(Fig. 7, Left), there is a clear similarity between the two curves as
reflected by the high Pearson correlation coefficients. The close

agreement between these two curves provides further evidence
of a strong link between tongue postures achieved during nor-
mal speech production and the perception of these vowels based
on somatosensory feedback. As expected, for the remaining four
subjects shown Fig. 7, Right, the similarity between curves is less.

Discussion
Somatosensory Information May Provide a Perceptual Basis for
Vowel Categories. We have designed an experimental task to
test whether speakers have access to phonologically relevant
somatosensory information from the tongue. In this task subjects
were required 1) to reach a range of vowel-like tongue postures
between the vowels /e-ε-a/, in a setup designed to minimize the
use of everyday speech motor control strategies, and 2) to iden-
tify the associated vowels on the basis of tongue somatosensory
feedback.

A first step in the data analysis involved an evaluation of
whether subjects were able to correctly perform the tongue-
positioning task. In order to do so, we assessed 1) whether
subjects were able to produce a range of articulations that cov-
ered the intended vowel space and 2) whether subjects reached
tongue postures that correspond to the production of a vowel,
by evaluating the consistency of listeners’ perceptual judgments.
Despite the difficulty of the task, four subjects (S3, S6, S7, and
S8) were clearly able to perform the task correctly: 1) they
achieved tongue postures that were well distributed over the
entire intended vowel space (Fig. 3); 2) their whispers were
well identified as vowels by independent listeners, and these
identifications were consistent across listeners (Fig. 4); and 3)
the clusters of reached tongue postures associated with each
auditory vowel category were only partially overlapping and con-
sistent with the expected vowel articulations (Fig. 5, gray bars).
The remaining four speakers (S1, S2, S4, and S5) either failed
to achieve correct tongue postures, were too variable, or pro-
duced whispered speech that was not correctly classified by
listeners in the auditory identification task. We interpret these
observations as evidence for the fact that for these latter four
subjects, tongue postures as a whole did not correspond to
vocal tract configurations that are appropriate for vowel pro-
duction. As a consequence we focused on subjects S3, S6, S7,
and S8 for the evaluation of their capacity to identify vowels
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Fig. 7. Identification curves from somatosensory labels (plain lines) along
with predictions from a Bayesian classifier (dashed lines). In all panels, Pear-
son’s correlation coefficient is reported as a measure of similarity between
model predictions and somatosensory identification curves. Statistical sig-
nificance: ns = nonsignificant; ** = significant (P < 0.01); *** = significant
(P < 0.001). See Fig. 6 for more details.
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based on somatosensory feedback. We found that these four
subjects were quite successful in the somatosensory identifica-
tion task since they judged vowel categories in a consistent way
and they did so in a way that matched the identification of
their whispered sounds by auditory subjects (Fig. 5). Hence, a
first important result of our study is that 100% of the partic-
ipants who, according to the criteria that we described above,
successfully performed the tongue-positioning task also suc-
ceeded in the somatosensory identification of the three vowels
of interest.

These subjects, who produced consistent vowel classification
based on their own tongue postures, yielded somatosensory iden-
tification curves across the /e-ε-a/ continuum that were similar
to the ones provided by auditory subjects listening to their whis-
pers. Moreover, a comparison of the somatosensory and auditory
identification curves shows that for these subjects, somatosensory
identification closely follows the categorical pattern of auditory
identification. We also find that their somatosensory identifica-
tion curves are close to those of a Bayesian classifier that provides
a categorization of each of the vowels of interest based on
statistics of the tongue postures achieved during normal speech
production. Hence, our study provides evidence that somatosen-
sory feedback on its own provides relevant information for
vowel identification; that this identification has categorical prop-
erties, at least along the /e-ε-a/ direction from high-front to
low-back; and that there is a strong link between perception
based on somatosensory feedback and tongue postures produced
in natural speech.

Note that the conclusion that speech phonetic categories can
be perceptually identified from somatosensory information is not
weakened by the inability of some subjects to successfully per-
form the tongue-positioning task. Successful performance of the
task was a prerequisite for us to evaluate somatosensory identifi-
cation in our participants. The tongue-positioning task required
that subjects perform a complex visuo-motor-somatosensory
match, which was needed to avoid providing movement cues that
might be used for identification and because passive positioning
the tongue is effectively impossible. Not surprisingly only half of
our subjects could perform this task satisfactorily.

How Does Somatosensory Feedback Operate in Vowel Perception?
The role of somatosensory information in speech perception has
been previously demonstrated in several studies. Using a robotic
device to stretch the facial skin, Ito et al. (18) showed that the
perceptual boundary between vowels /ε/ (in “head”) and /æ/ (in
“had”) was altered when the stretch was applied with a timing
and in directions compatible with the somatosensory input asso-
ciated with the production of these speech sounds. These results
are in accord with the findings of Fowler and Dekle (19), who
have shown that the perceptual boundary between the labial stop
/b/ and the alveolar stop /d/ on a /ba-da/ acoustic continuum was
influenced by haptic information which resulted from a speaker
silently mouthing one of these two syllables in synchrony with
the acoustic stimulus. In the same vein, Gick and Derrick (20)
applied slight inaudible air puffs to the neck or the hand of par-
ticipants during a perceptual identification test of /ba/ and /pa/
stimuli in noise. They observed that the presence of the air puffs
increased the perception of the unvoiced /pa/, whether it was
applied to the neck or to the hand. Thus, information directly or
indirectly linked with somatosensation during speech production
contributes to speech perception. More generally, these studies
support the idea that speech perception integrates all sensory
inputs that are associated with speech sounds, both those that
are associated with the normal experience of speech and those
that are due to specific training (see, for example, the enhance-
ment of lipreading of speech sentences due to the application
of vibrotactile vocoders to the lips in ref. 21). However, so far,
the contribution of somatosensory feedback to speech percep-

tion was only shown to be modulatory. The present study shows
that somatosensory information also plays a linguistic role in
speech perception; namely, it provides relevant information for
phonetic categorization. The existence of a somatosensory route
to speech perception could be attributable to different cognitive
processes. First, in the theoretical framework according to which
there are targets in the sensory domains that specify goals for
the production of the phonetic units, the identification of pho-
netic units in the absence of auditory feedback could directly
occur in the somatosensory domain, with regions of this domain
typically associated with these units, as was proposed for exam-
ple by Keating (22) or Guenther et al. (23). This might come
about through the repeated pairing of speech sounds and asso-
ciated somatic feedback during speech production and speech
learning. By this account, one would expect that somatosensory
classification would remain possible even if auditory cortex was
suppressed.

Also in the context of the existence of sensory targets for pho-
netic units, an alternative explanation would involve a sensory-
to-sensory map in the brain, as suggested by Tian and Poeppel’s
Dual Stream Prediction Model (24, 25) developed in the context
of studies of mental imagery in speech production and per-
ception using magnetoencephalography. These authors hypoth-
esized that abstract auditory representations could be predicted
on the basis of estimated somatosensory consequences of motor
commands. In this context, somatosensory vowel identification
would result from the association of somatosensory character-
istics with auditory phonological categories, via a sensory-to-
sensory map. By this account, vowel categorization would in fact
occur in the auditory domain rather than in the somatosensory
domain. Accordingly, somatosensory classification should not be
possible without the involvement of auditory cortex.

Alternatively, as was proposed by Houde et al. (26) and more
recently by Parrel et al. (2), phonetic categorization could arise
from the estimation of the state of the vocal tract described in
terms of phonologically relevant geometrical parameters. This
estimation, which establishes a link to phonetic categories, uses
auditory and somatosensory feedback, not for a comparison
with sensory targets but to evaluate whether the vocal tract
state, predicted on the basis of the motor commands, corre-
sponds to the actual state of the vocal tract and if necessary
to update this prediction. This might be tested by perturbing
the cerebellum, which is widely assumed to be crucial for feed-
forward control using forward models (27), with the prediction
that somatosensory phonetic categorization should be rendered
impossible.

By showing that there is categorical somatosensory decoding
of speech configurations, the present study is intrinsically com-
patible with the various cognitive processes that are postulated
above, but it does not enable one to disentangle the alternatives.
Nevertheless, the present study demonstrates that somatic infor-
mation plays a role at a linguistic level in addition to its previously
documented involvement in processes of speech production and
learning.

Materials and Methods
Participants. The overall study was composed of two parts that involved two
different groups of subjects (eight subjects, four males, in each group, ages
ranging between 20 and 36 y, average 24 y, for the first group and between
21 and 35 y, average 29 y, for the second group). The first group of sub-
jects, called somatosensory subjects, performed all tasks described below
except the auditory identification task. The second group of subjects, called
auditory subjects, performed only the auditory identification task. All sub-
jects were native French speakers and reported no cognitive or hearing
impairment.

The experimental protocol was conducted in accordance with the ethical
standards specified in the 1964 declaration of Helsinki and was approved
by the institutional ethics committee of the University Grenoble-Alpes
(IRB00010290-2016-07-05-08). All subjects provided informed consent.
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Experimental and Tasks Design.
Overview. The experimental protocol was designed to achieve two goals.
The first goal was to have subjects produce a set of tongue configurations
that covers the articulatory range of the French vowels /e, ε, a/. These par-
ticular vowels were selected for this study because their primary articulatory
features can be readily observed with an EMA system, which provides highly
accurate information in the front part of the vocal tract (from the lips to the
region of the soft palate). The second goal was to minimize the likelihood
that subjects use anything other than somatosensory information, such as
auditory or visual information or stored motor strategies, to identify the
vowel associated with their tongue configurations.

In a preliminary production task we used EMA to record for each sub-
ject tongue postures associated with the production of vowels /e/, /ε/, and
/a/. Using the average tongue posture for each vowel, we defined a set of
intermediate postures by linear interpolation and extrapolation along /e–ε/
and /ε–a/, such that overall a uniformly distributed set of nine target tongue
postures was obtained, with seven of them spanning the articulatory space
from /e/ to /a/ average tongue postures and the last two extrapolated out-
side of this range (one beyond /e/, the other beyond /a/). An example of the
set of target tongue postures is shown in Fig. 1, Right (for the remaining
subjects, see SI Appendix, Fig. S3). This set of target tongue postures was
then used in the tongue-positioning task described below.

In the tongue-positioning task, subjects (somatosensory subjects) could
see a real-time visually distorted display of the EMA sensors on their tongue,
connected by solid lines, along with a distorted static display of the intended
target. They were given 5 s (reaching phase) to move their tongue toward
the displayed target.

The visual display was designed to avoid providing the subject with visual
information about tongue position or shape (Fig. 2A). Target positions were
always displayed in the same horizontally aligned configuration at the cen-
ter of the screen, ensuring that targets in all trials looked the same (red
circles in Fig. 2A). Then the position and movement of the subject’s sensors
(black circles in Fig. 2A) were displayed on the screen relative to the posi-
tion of the displayed target according to the spatial transformation shown
in Fig. 2B. When the tongue was in the target tongue posture, the sen-
sors’ position matched the horizontally displayed target configuration in
the visual display. In other words, at the target tongue posture, the dis-
played position of subject’s EMA sensors did not correspond to the actual
physical configuration of the subject’s tongue but rather was warped onto
a straight line. In this way, visual information about actual tongue shape
and position was eliminated (see real position vs. visual display panels in
Fig. 2A). The tongue-positioning task thus minimized visual cues regard-
ing tongue posture and the availability of speech motor control strategies.
The goal was to ensure that the subsequent judgment of tongue postures
(the primary task) was not based on anything other than somatosensory
information.

After the reaching phase of the positioning task, somatosensory subjects
were instructed to whisper while holding the reached posture (whisper-
ing task). In-ear masking noise (white noise) was used in the whispering
task to prevent subjects from identifying their reached tongue postures
based on auditory information (Fig. 2A, Middle). Masking noise was sent
through in-ear headphones, compatible with the EMA system (Etymotic
ER1). After each positioning and whispering trial, subjects performed a
somatosensory identification task by indicating which vowel they thought
they were whispering. The response was a three-alternative forced choice
among the target vowels /e/, /ε/, and /a/, as illustrated in Fig. 2A, Bot-
tom Right. The masking noise was maintained during the somatosensory
identification task.

Subjects’ whispers were classified by an additional group of listen-
ers (auditory subjects) in an auditory identification task. Auditory sub-
jects were instructed to indicate which vowel corresponded best to the
whispered sound using a three-alternative choice design similar to the
one in the somatosensory identification task. Each subject in this audi-
tory identification task heard all whispers produced by all somatosen-
sory subjects, and each whisper was heard and identified only once by
each subject.

The task performed by the somatosensory subjects involved two sessions
that were completed on two consecutive days. The session on the first day
was set up in order to provide subjects with training for the positioning
and whispering task. This tongue-positioning and whispering task was pre-
ceded by a production task under normal condition, which was used for
the definition of the target tongue postures used in tongue positioning
and whispering. The session on the second day again included the produc-
tion task under normal conditions for the definition of new target tongue
postures, along with the tongue-positioning and whispering tasks, which

used these new target tongue postures, and the somatosensory identifica-
tion task. These last two tasks are the main experimental tasks of interest.
No use was made on the second day of any of the data recorded on the
first day. The first day was strictly for training. Importantly, no reference
to the forthcoming somatosensory identification task was given during the
training on the first day, in order to prevent the possible development of
strategies for the tongue-positioning task. In all tasks, subjects were seated
in a soundproof room in front of a computer screen. The influence of the
jaw on tongue positioning was removed by means of a bite block specifi-
cally molded for the teeth of each subject (Coltene PRESIDENT putty). The
bite block was designed to keep the jaw in a comfortable position but to
ensure that articulatory positioning was restricted to the tongue. The bite
block was molded by the subject while holding a reference spacing of 15 mm
between their teeth.
Design of specific tasks. The sessions on both days began with a habitua-
tion task followed by a production task in which specific tongue postures
were recorded and used for each subject separately to establish the tar-
get tongue postures that were used in the positioning and whispering
tasks which followed. The habituation task was performed right after the
placement of the EMA sensors and consisted of the production of 10 pho-
netically balanced sentences intended to get subjects used to speaking
with the sensors glued to the tongue (see SI Appendix, Fig. S7, for the
list of phonetically balanced sentences). The bite block was not used in
this habituation task. After the habituation task, the production task con-
sisted of the normal production of five French vowels (/e/, /ε/, /a/, / /, and
/œ/). In each trial of the production task the subjects started from the
tongue posture for the consonant /l/ (see below). This was followed by a
visually displayed “go” signal, upon which subjects were required to pro-
duce the /l/ sound followed by one of the five French vowels (/e/, /ε/,
/a/, / /, and /œ/). In order to maintain a certain level of naturalness, the
consonant–vowel (CV henceforth) syllables were displayed as French words
(“les” [plural “the”] for /le/, “lait” [“milk”] for /lε/, “la” [feminine “the”]
for /la/, “lors” [“during”] for /l /, and “leur” [“their”] for /lœ/). Subjects
were instructed to only produce the syllable onset and nucleus and to hold
the vowel for around 3 s (with the help of a countdown displayed on
the screen). Each of the five CV items was produced 10 times in random
order. The production task and all following tasks were performed with
the bite block.

We selected the consonant /l/ for the onset of the syllable because we
wanted all of the five vowels to be articulated in a prototypical way, in order
to have typical tongue postures for each vowel. This last point required that
the selected initial consonant should have little influence on the articulation
of the subsequent vowel. The French consonant /l/ has an apical, nonve-
larized articulation location. A number of studies (summarized in table 1
of ref. 28) have shown that the nonvelarized /l/ enables a fair amount of
variability in the anterior–posterior positioning of the tongue associated
with the articulation of the subsequent vowel. In addition, electropalato-
graphic data (e.g., ref. 29, p. 189) provided evidence that the nonvelarized
/l/ does not feature tongue grooving but an arched tongue, in the coro-
nal plane. These observations suggest that consonant /l/ should minimally
constrain the articulation of the subsequent vowel, contrary, for example,
to the postalveolar sibilants /s/ and /

∫
/, which would introduce articula-

tory constraints in terms of anterior–posterior positioning and/or coronal
tongue grooving.

The set of target tongue postures for the tongue-positioning task was
obtained from average tongue postures produced for vowels /e/, /ε/, and /a/
during the production task. Average tongue postures were obtained from
the 10 repetitions of each vowel. Six intermediate target tongue postures
were computed as equally spaced linear interpolations (for four postures)
and extrapolations (for two postures) of the average vowel tongue postures,
as illustrated in Fig. 1, Right, for one particular subject (S8). The combined
set of vowel tongue postures and intermediate tongue postures constituted
the nine target tongue postures used during the tongue-positioning task.
The tongue-positioning task. Fig. 2 illustrates the design of each trial. At
the start of each trial, subjects were instructed to start from a tongue posi-
tion for the consonant /l/. The consonant /l/ was chosen because it does
not substantially influence subsequent tongue positioning, while provid-
ing a relatively stable reference in terms of tongue elevation (close to the
palate). The target tongue posture, which was shown as four points in a
straight line (Fig. 2, Bottom Left), was then presented along with a real-time
display of the subject’s sensor positions using the distorted spatial represen-
tation described above (black lines and circles in Fig. 2). Subjects were given
5 s after a visually displayed “go” signal to get as close as they could to
the displayed target. The nine target tongue postures were displayed 10
times each in randomized order across trials. Each subject thus completed
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90 trials (9 targets × 10 repetitions) in this tongue-positioning task. Note
that precisely reaching the targets was not crucial since the main purpose of
this task was to generate a range of tongue configurations that uniformly
covered the full workspace, defined by the nine target tongue postures.
This task was performed while holding the same bite block as during the
production task.
The whispering task. Following each tongue-positioning trial, subjects
were instructed to hold this reached tongue posture while whispering
for a few seconds, with a reference countdown (around 2 s) being dis-
played on the computer screen. To help subjects maintain their position,
the reached tongue posture was displayed on the screen. Auditory feed-
back was masked with white noise (80 dB SPL) presented through in-ear
headphones. In order for the somatosensory subjects to keep their whis-
pering intensity low, a level meter was displayed on the screen (Fig. 2). We
carefully checked the possibility that despite the masking noise, whispers
could provide auditory information. By evaluating the acoustic power of
the whispers, both in the airborne and bone-conducted signals, and compar-
ing these values with the power of the masking noise, we feel confident in
rejecting this possibility (SI Appendix). This observation is in agreement with
reports from subjects, when they were asked whether or not they could hear
their whispers.

Since the whispering task lasted for a few seconds, some small variation in
the tongue posture was expected during each whisper, as it is generally the
case for any kind of postural control. In order to select a reached tongue pos-
ture that was representative of the whispering task, we considered for each
trial the tongue configuration that was the closest to the median tongue
posture calculated within the 1-s time window of best articulatory stability.
The somatosensory identification task. In this task we addressed the pri-
mary question of the study: Are subjects able to correctly identify vowels
based on somatosensory information? On each trial, immediately after the
whispering task, subjects were instructed to classify the reached tongue pos-
ture as one of the three vowels of interest, by selecting “é,” “èè,” or “a”
on a screen (corresponding respectively to /e/, /ε/, and /a/ in French; Fig. 2,
Bottom Right).
The auditory identification task. This part of the study involved a phonetic
evaluation of the reached tongue postures based on auditory classifica-
tion of the whispered speech. This task was performed by eight subjects

(auditory subjects), who were not involved in any of the other tasks. Audi-
tory subjects listened to the whispers one time each through headphones.
The whispers of the somatosensory subjects were presented in separate
blocks. The order of the whispers within each block was randomized and
the order of presentation of blocks was balanced across auditory subjects.
Auditory subjects labeled each sound by clicking on the appropriate but-
ton “a,” “é,” or “èè” on the screen. Each individual label provided by an
auditory subject is called an auditory answer. For each whispered sound we
extracted the most frequent vowel label among /e/, /ε/, and /a/ assigned to
the auditory answers. We considered this label to be the canonical auditory
label for this sound. Note that some whispered sounds could be associated
with two different most frequent vowel labels; in that case, we assigned
randomly the auditory label to one of these two vowel labels. For the sake
of clarity, we call auditory answer the individual answer provided by audi-
tory subjects and auditory label the most frequent answer among the eight
auditory answers for a given whisper.

Data recording, data processing, and data analysis. Details about data record-
ing, data processing, and data analysis (computation of the entropy of audi-
tory answers, computation of the clustering scores using silhouette analysis,
design of the Bayesian classifier, and construction of the identification
curves) are provided in SI Appendix.

All data discussed in the paper and all programs used for their analysis
will be made available to readers upon request.
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