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#### Abstract

The evolution and emergence of antibiotic resistance is a major public health concern. The understanding of the within-host microbial dynamics combining mutational processes, horizontal gene transfer and resource consumption, is one of the keys to solve this problem. We analyze a generic model to rigorously describe interactions dynamics of four bacterial strains: one fully sensitive to the drug, one with mutational resistance only, one with plasmidic resistance only and one with both resistances. By defining thresholds numbers (i.e. each strain's effective reproduction and each strain's transition thresholds numbers), we first express conditions for the existence of non trivial stationary states. We find that these thresholds mainly depend on bacteria quantitative traits such as nutrient consumption ability, growth conversion factor, death rate, mutation (forward or reverse) and segregational loss of plasmid probabilities (for plasmidbearing strains). Next, with respect to the order in the set of strain's effective reproduction thresholds numbers, we show that the qualitative dynamics of the model range from the extinction of all strains, coexistence of sensitive and mutational resistance strains to the coexistence of all strains at equilibrium. Finally, we go through some applications of our general analysis depending on whether bacteria strains interact without or with drug action (either cytostatic or cytotoxic).
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## 1 Introduction

Antibiotic, or antibacterial, resistance (ABR) is a major public health concern worlwide. In the USA, for instance, it has been estimated that, each year, two million people suffer infections from antibiotic resistant bacteria, 35,000 of which

[^0]lead to death [8]. As any trait under natural selection, antibiotic resistance requires that some individual bacteria differ from the sensitive ('wild type') genotype. In short, these individuals can emerge due to mutations, which here encompass any genetic change in the bacterial chromosome that lead to resistance, but also through horizontal gene transfer (HGT). Indeed, many bacterial species can transmit plasmids through conjugation [28], which are self-replicating DNA often encoding drug resistance genes $[24,30,21,23,6,7]$. The origin of antibiotic resistance, through mutation or HGT is important from both epidemiological and evolutionary standpoint. Combination of modern techniques such as whole genome sequencing and phylogenetic reconstruction have for example revealed the evolutionary history of a Staphylococcus aureus lineage that spread in the UK during the 1990s. It turns out that this lineage had acquired resistance both to meticillin and ciprofloxacin - which belong to two distinct antibiotic classes recently introduced into clinical practice - respectively through HGT and point mutation [3].

Several models have been developed to study the evolution of resistance by one or the other mechanism [5] but few consider the two processes. There are exceptions and, for instance, Tazzyman and Bonhoeffer studied the difference of chromosomal and plasmid mutation in an emergence context, where stochasticity is strong [27]. Svara and Rankin [26] develop such a setting to study the selective pressures that favour plasmid-carried antibiotic resistance genes. They use mathematical models capturing plasmid dynamics in response to different antibiotic treatment regimes. Here, we adopt a more formal approach than Svara and Rankin [26] to investigate the properties of the dynamical system describing interactions between bacteria strains. More precisely, we describe qualitatively within-host interactions dynamics, while taking into account the main quantitative traits of the bacteria life cycle introduced below.

In this work, we use a system of ordinary differential equations to model the interaction dynamics between four bacterial strains that are fully sensitive to the drug $\left(N_{s}\right)$, with mutational (or 'genomic') resistance only $\left(N_{m}\right)$, with plasmidic resistance only $\left(N_{p}\right)$ and with both form of resistances $\left(N_{m . p}\right)$. Here, $N_{j}$ 's refer to population size and we denote as $\mathcal{J}=\{s, m, p, m . p\}$ the set of bacteria strains. Each $N_{j}$-strain is then characterized by a strain-specific nutrient consumption ability, growth conversion factor, death rate and mutation (forward or reverse) probability. Additionally, $N_{p}$ and $N_{m . p}$-strains can transmit plasmids through HGT and an offspring from plasmid-bearing strain can be plasmid-free with some probability, a biological process known as segregation.

This paper is organized as follows. In Section 2 we describe the original model developed in this work. Section 3 is devoted to some general remarks on the model properties and the threshold asymptotic dynamics. Section 4 investigates the existence of nontrivial stationary states of the model as well as their stability. In particular, we show that the dynamical behavior of the system is not trivial and can range from the extinction of all strains to the coexistence of two or all of them. Finally, in Section 6, we discuss some scenarios that can be captured by the model, as well as the biological implications of model assumptions and limitations.

## 2 The model description



Figure 1: Flow diagram illustrating the interactions dynamics followed by the four bacterial strain densities: drug-sensitive $N_{s}$, mutation-acquired resistant $N_{m}$, horizontally-acquired resistant $N_{p}$ and doubly resistant $N_{m . p}$, growing on a limiting nutrient concentration $B$. The nutrient is renewed by a constant inflow $\Lambda$ and depleted independently from the focal bacteria at a rate $d$. Bacterial strain $v \in\{s ; m ; p ; m, p\}$ consumes the nutrient at rate $\beta_{v}$, which is converted into growth rate through coefficient $\tau_{v}$. Strains $N_{s}$ and $N_{p}$ mutate at rates $\varepsilon_{s}$ and $\varepsilon_{p}$ respectively while reverse mutation occur to strains $N_{m}$ and $N_{m . p}$ at rates $\varepsilon_{m}$ and $\varepsilon_{m . p}$ respectively (dashed lines). Segregational loss of plasmid occurs during cell growth at rate $\theta$ for strains bearing a plasmid $N_{p}$ and $N_{m . p}$ (dotteddashed lines). Horizontal gene transfer occur from the existing plasmid bearing population at rate $H(N)\left[N_{m . p}+N_{p}\right]$, where $H(\cdot)$ is the Beddington-DeAngelis functional response defined by $H(N)=\frac{\alpha}{a_{H}+b_{H} N}$, and wherein $\alpha$ is the flux rate of HGT (dotted lines). This function covers different mechanisms for HGT: (i) density-dependent, i.e. HGT rate is proportional to the density of the donor; $b_{H}=0 ; a_{H}=1$, (ii) frequency-dependent, i.e. HGT rate is proportional to the frequency of the donor; $a_{H}=0 ; b_{H}=1$ or (iii) a mixed between density- and frequency-dependent; $a_{H}>0 ; b_{H}>0$.

We formulate a general within-host model for interactions between four bacteria strains that are (i) fully sensitive to the drug $N_{s}$, (ii) with mutational (or 'genomic') resistance only $N_{m}$, (iii) with plasmidic resistance only $N_{p}$ and (iv) with both resistances $N_{m . p}$. Figure 1 summarizes interactions between the four compartments of bacteria strains. We assume that the dynamics of the total
bacteria population in the host $N=N_{s}+N_{p}+N_{m}+N_{\text {m.p }}$ reads

$$
\begin{equation*}
\dot{N}(t)=\sum_{j \in \mathcal{J}}\left(\mu_{j} B(t)-d_{j}\right) N_{j}(t) \tag{2.1}
\end{equation*}
$$

where $B(t)$ denotes the concentration of nutrients available at time $t$ for all stains. Parameter $\mu_{j}$ mimics the capacity of a given $N_{j}$-strain to take advantage from the resource, while $d_{j}$ is its death rate.

In the literature, the occurrence of new mutants depends either on (i) the abundance of the parental cells or (ii) both the abundance and growth rate of the parental cells $[19,25,31]$. We first assume the latter (the model under assumption (i) will be discussed later). Therefore, the dynamics of interactions between bacteria strains is given by

$$
\begin{align*}
& \dot{B}(t)=\Lambda-d B-B \sum_{j \in \mathcal{J}} \beta_{j} N_{j}, \\
& \dot{N}_{s}(t)=\tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right) B N_{s}-d_{s} N_{s}+\varepsilon_{m} \tau_{m} \beta_{m} B N_{m}+\theta \tau_{p} \beta_{p} B N_{p} \\
& -H(N) N_{s}\left[N_{p}+N_{m . p}\right], \\
& \dot{N}_{m}(t)=\tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right) B N_{m}-d_{m} N_{m}+\varepsilon_{s} \tau_{s} \beta_{s} B N_{s}+\theta \tau_{m . p} \beta_{m . p} B N_{m . p} \\
& -H(N) N_{m}\left[N_{m . p}+N_{p}\right], \\
& \dot{N}_{p}(t)=\tau_{p} \beta_{p}(1-\theta)\left(1-\varepsilon_{p}\right) B N_{p}-d_{p} N_{p}+\varepsilon_{m . p}(1-\theta) \beta_{m . p} \tau_{m . p} B N_{m . p} \\
& +H(N) N_{s}\left[N_{p}+N_{m . p}\right], \\
& \begin{aligned}
\dot{N}_{m . p}(t)= & \tau_{m . p} \beta_{m . p}(1-\theta)\left(1-\varepsilon_{m . p}\right) B N_{m . p}-d_{m . p} N_{m . p}+\varepsilon_{p}(1-\theta) \tau_{p} \beta_{p} B N_{p} \\
& +H(N) N_{m}\left[N_{m . p}+N_{p}\right],
\end{aligned} \tag{2.2}
\end{align*}
$$

coupled with initial condition $N_{j}(0) \geq 0$ for all $j \in \mathcal{J}$ and $B(0) \geq 0$.
More precisely, parameters of System (2.2) are summarized in Table 1 and are such that

- Nutrients are produced at a constant rate $\Lambda$ and washed out at rate $d$. $\beta_{j}$ is the yield constant representing the amount of nutrients taken by the specific $N_{j}$-strain. Then, the $N_{j}$-strain takes advantage from nutrient at rate $\mu_{j}=\beta_{j} \tau_{j}$; wherein $\tau_{j}$ is the conversion rate (how much growth is obtained from a unit of nutrient).
- Upon cell replication, sensitive $\left(N_{s}\right)$ and resistant with plasmid $\left(N_{p}\right)$ strains acquire mutations at ratios $\varepsilon_{s}$ and $\varepsilon_{p}$ respectively. Reverse mutation from mutational resistant strain $\left(N_{m}\right)$ and mutational with plasmid ( $N_{m . p}$ ) also occur upon replication at ratios $\varepsilon_{m}$ and $\varepsilon_{m . p}$ respectively.
- The segregational loss of plasmid occurs during cell growth at ratio $\theta$ for the resistant strain with plasmid $\left(N_{p}\right)$ and mutational with plasmid $\left(N_{m . p}\right)$. Here, we assume that the segregational loss of plasmid is the same for all strains bearing a plasmid $\left(N_{p}\right.$ or $\left.N_{m . P}\right)$.
- We assume that plasmids are acquired from the existing donor population ( $\left.N_{p}+N_{m . p}\right)$ and that conjugation follows a mass action law; i.e. a plasmid is acquired from the existing resistant population at rate $H(N)\left[N_{m . p}+N_{p}\right]$, where $H(\cdot)$ is the Beddington-DeAngelis functional response defined by $H(N)=\frac{\alpha}{a_{H}+b_{H} N}$, with $\alpha$ the flux rate of HGT. This function can capture different mechanisms for HGT: (i) density-dependent, i.e. HGT rate is proportional to the density of the donor; $b_{H}=0 ; a_{H}=1$, (ii) frequencydependent, i.e. HGT rate is proportional to the frequency of the donor; $a_{H}=0 ; b_{H}=1$ or (iii) a mixed between density- and frequency-dependent; $a_{H}>0 ; b_{H}>0$. Throughout this work, we assume that the flux rate $\alpha>0$ for HGT is a small parameter $[16,11,12]$.

| State variables | Description |  |
| :---: | :---: | :---: |
| $B(t)$ | Density of nutrients at time $t$. |  |
| $N_{s}(t)$ | Density of sensitive strain at time $t$. |  |
| $N_{m}(t)$ | Density of resistant strain at time $t$ through mutational changes. |  |
| $N_{p}(t)$ | Density of resistant strain at time $t$ through Horizontal Gene Transfer (HGT). |  |
| $N_{m . p}(t)$ | Density of resistant strain at time $t$. through mutational changes and HGT. |  |
| $N(t)$ | Total density of bacteria at time $t$ : $N=N_{s}+N_{p}+N_{m}+N_{m \cdot p} .$ |  |
| Model parameters | Description (unit) | Value/range [ref.] |
| $\varepsilon_{v}$ | Resistance-related mutation proportion per cell division of $v$-strain (dimensionless). | $10^{-8}$ [1] |
| $\beta_{v}$ | Nutrient consumption by strain $v$ bacteria (mL/cell/day). | $10^{-6}[9]$ |
| $\tau_{v}$ | strain $v$ growth conversion factor ( $\mathrm{cell} / \mu \mathrm{g}$ ) . | $10^{6}$ [9] |
| $d_{v}$ | strain $v$ washout and death rate (1/day). | 5 [1] |
| $d$ | nutrient washout rate ( $1 /$ day). | 5 [1] |
| $\Lambda$ | Nutrient renewal rate ( $\mu \mathrm{g} / \mathrm{mL} /$ day $)$. | 2500 [1] |
| $\theta$ | Proportion of segregational plasmid loss for $p$ and $m . p$-strains (dimensionless). | [0,0.25] [2] |
| $H(\cdot)$ | Functional response of HGT (mL/cell/day) | $10^{-13}[20]$ |

Table 1: Model state variables and parameters
System (2.2) will be considered under the following natural assumption

$$
\Lambda>0, d>0, d_{v}>0, \beta_{v} \geq 0, \tau_{v} \geq 0 \quad \text { and } \quad \varepsilon_{j} ; \theta \in(0,1)
$$

It is useful to write System (2.2) into a more compact form. To that end, we identify the vector $\left(N_{s}, N_{m}\right)^{T}$ together with $u$ and $\left(N_{p}, N_{m . p}\right)^{T}$ together with
$v$. Here $x^{T}$ is set for the transpose of a vector or matrix $x$. Then, System (2.2) can be rewritten as

$$
\left\{\begin{align*}
\dot{B}(t) & =\Lambda-B\left[d+\left\langle\beta,(u, v)^{T}\right\rangle\right]  \tag{2.3}\\
\dot{u} & =[B G-D-h(u, v)] u+B L_{p} v \\
\dot{v} & =\left[B\left(G_{p}-L_{p}\right)-D_{p}\right] v+h(u, v) u
\end{align*}\right.
$$

wherein we have formally set $\beta=\left(\beta_{s}, \beta_{m}, \beta_{m . p}\right)^{T}, h(u, v)=H(N)\langle 1, v\rangle$ and the matrices $G, G_{p}, D, D_{p}$ and $L_{p}$ are defined as follows
$G=\left[\begin{array}{cc}\tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right) & \varepsilon_{m} \tau_{m} \beta_{m} \\ \varepsilon_{s} \tau_{s} \beta_{s} & \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)\end{array}\right], \quad G_{p}=\left[\begin{array}{cc}\tau_{p} \beta_{p}\left(1-\varepsilon_{p}(1-\theta)\right) & \varepsilon_{m . p}(1-\theta) \tau_{m . p} \beta_{m . p} \\ \varepsilon_{p}(1-\theta) \tau_{p} \beta_{p} & \tau_{m . p} \beta_{m . p}\left(1-\varepsilon_{m . p}(1-\theta)\right)\end{array}\right]$,
$D=\operatorname{diag}\left(d_{s}, d_{m}\right), \quad D_{p}=\operatorname{diag}\left(d_{p}, d_{m . p}\right), \quad L_{p}=\theta \operatorname{diag}\left(\tau_{p} \beta_{p}, \tau_{m . p} \beta_{m . p}\right)$,
wherein $\operatorname{diag}(w)$ is a diagonal matrix the diagonal elements of which are given by $w$; and $\langle x, y\rangle$ is set for the usual scalar product of vectors $x$ and $y$. The compact form (2.3) is then view as the inetraction dynamics of two groups of bacteria: one with plasmids $v=\left(N_{p}, N_{m \cdot p}\right)^{T}$ and one without it $u=\left(N_{s}, N_{m}\right)^{T}$.

## 3 General remarks, bacteria invasion process and threshold dynamics

In this section we establish some useful properties of solutions of (2.2) that include the existence of a positive global in time solution of the system and the threshold asymptotic dynamics of the model.

### 3.1 General remarks

First, in a bacteria-free environment, the nutrient dynamics is such that

$$
\begin{equation*}
\dot{B}=\Lambda-d B \tag{3.4}
\end{equation*}
$$

Consequently, $B_{0}=\frac{\Lambda}{d}$ is the unique positive solution of System (3.4), which can straightforwardly be shown to be globally attractive in $\mathbb{R}_{+}$; i.e. $B(t) \rightarrow B_{0}$ as $t \rightarrow \infty$.

Since System (2.2) is designed to model a biological process, its solutions should remain positive and bounded. The existence, positivity and boundedness solutions of System (2.2) is provided by the following result (see Section A for the proof).

Theorem 3.1 There exists a unique continuous solution $\left\{E(t): \mathbb{R}_{+}^{5} \rightarrow \mathbb{R}_{+}^{5}\right\}_{t \geq 0}$ to (2.2) such that for any $\omega_{0} \in \mathbb{R}_{+}^{5}$, the orbit of (2.2) passing through $\omega_{0}$ at time $t=0 E(\cdot) \omega_{0}:[0, \infty) \rightarrow \mathbb{R}_{+}^{5}$ defined by $E(t) \omega_{0}=\left(B(t), N_{s}(t), N_{m}(t), N_{p}(t), N_{m . p}(t)\right)$ with $E(0) \omega_{0}=\omega_{0}$ verified

$$
\begin{equation*}
\tau_{\max } B(t)+\sum_{j \in \mathcal{J}} N_{j} \leq \frac{\Lambda \tau_{\max }}{\min \left(d, d_{\min }\right)} \tag{3.5}
\end{equation*}
$$

wherein $\mathcal{J}=\{s, m, p$, m.p $\} ; \tau_{\max }=\max _{j \in \mathcal{J}} \tau_{j}$ and $d_{\min }=\max _{j \in \mathcal{J}} d_{j}$.

Recalling that $u=\left(N_{s}, N_{m}\right)^{T}, v=\left(N_{p}, N_{m . p}\right)^{T}$ and setting $K=\frac{\Lambda \tau_{\max }}{\min \left(d, d_{\min }\right)}$, we define

$$
\begin{aligned}
& \Omega=\left\{\left(B, N_{s}, N_{m}, N_{p}, N_{m . p}\right) \in \mathbb{R}_{+}^{5} \mid \tau_{\max } B+\sum_{j \in \mathcal{J}} N_{j} \leq K\right\}, \\
& X_{0}=\left\{\left(B, N_{s}, N_{m}, N_{p}, N_{m . p}\right) \in \Omega: \sum_{j \in \mathcal{J}} N_{j}>0\right\}, \text { and } \partial X_{0}=\Omega \backslash X_{0} .
\end{aligned}
$$

Then the following lemma holds true
Lemma 3.2 Let $w_{0}$ be a given initial data of System (2.2) and set $E(\cdot) w_{0}$ the orbit passing through $\omega_{0}$ at $t=0$. The subsets $X_{0}$ and $\partial X_{0}$ are both positively invariant under the map $\left\{E(t) w_{0}:[0, \infty) \rightarrow R_{+}^{5}\right\}_{t \geq 0}$; in other words every solution of system (2.2) with initial value in $X_{0}$ (respectively in $\partial X_{0}$ ) stays in $X_{0}$ (respectively in $\partial X_{0}$ ).

Proof. The proof of Lemma 3.2 is straightforward. Indeed, let us first recall that $B(t) \leq B_{0}$ for all time $t$. Next, the positivity of the map $E(t) w_{0}$ provided by Theorem 3.1 together with equation (2.1) give

$$
-d_{\max } N(t) \leq \dot{N}(t) \leq B_{0} \tau_{\max } \beta_{\max } N(t), \text { for all time } t
$$

From where $N(0) \exp \left(-d_{\max } t\right) \leq N(t) \leq N(0) \exp \left(B_{0} \tau_{\max } \beta_{\max } t\right)$, and the result follows.

### 3.2 Bacteria invasion process and threshold dynamics

Trivially, the bacteria-free stationary state is given by $E^{0}=\left(B_{0}, 0,0,0,0\right)$. Recall that each $N_{j}$-strain is basically characterized by a specific nutrient consumption ability $\beta_{j}$, growth conversion factor $\tau_{j}$, death rate $d_{j}$, and mutation (forward or reverse) probability $\varepsilon_{j}$. Additionally, $N_{p^{-}}$and $N_{m . p^{-}}$-strains can transmit plasmids througth HGT and there is generally some probability $\theta$ that any offspring from plasmid bearing strain will be plasmid-free. The qualitative dynamics of our model is strongly related to the following threshold numbers

$$
\begin{equation*}
\mathcal{T}_{j}=B_{0} \frac{\tau_{j} \beta_{j}}{d_{j}} ; \quad \text { for } j \in \mathcal{J} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{R}_{s}=\mathcal{T}_{s}\left(1-\varepsilon_{s}\right), \quad \mathcal{R}_{m}=\mathcal{T}_{m}\left(1-\varepsilon_{m}\right) \\
& \mathcal{R}_{p}=\mathcal{T}_{p}\left(1-\varepsilon_{p}\right)(1-\theta), \quad \mathcal{R}_{m . p}=\mathcal{T}_{m . p}(1-\theta)\left(1-\varepsilon_{m . p}\right) \tag{3.7}
\end{align*}
$$

wherein the positive constant $B_{0}$ is the bacteria-free stationary state. A threshold $\mathcal{T}_{j}$ will be referred to below as the growth threshold of the $N_{j}$-strain in a bacteria-free environment. Indeed, the net growth rate of the $N_{j}$-strain can be written as $B_{0} \tau_{j} \beta_{j}-d_{j}=d_{j}\left(\mathcal{T}_{j}-1\right)$. Therefore, the quantity $\left(\mathcal{T}_{j}-1\right)$ can be seen as the net growth threshold. Regarding the $\mathcal{R}_{j}$, since they capture not only the growth but also the genetic component of the dynamics, we call them effective reproduction numbers. The main biological interpretation here is that the $\mathcal{T}_{j}$ s describe the ecological conditions of invasion while the $\mathcal{R}_{j} \mathrm{~s}$ describe both the ecological and micro-evolutionary (or, shortly 'eco-evolutionary') conditions of strain persistence, that is their effective genetic contribution to each next generation.

In addition to the $\mathcal{T}_{j}$ 's and $\mathcal{R}_{j}$ 's, transitions between strain state variables, imposed by mutations and plasmids segregation, are of great importance for the dynamical behaviour of the model considered here. Therefore, we similarly introduce parameters (referred to as strain transition numbers)

$$
\begin{align*}
& \mathcal{K}_{s \rightarrow m}=B_{0} \frac{\varepsilon_{s} \tau_{s} \beta_{s}}{d_{m}}, \quad \mathcal{K}_{m \rightarrow s}=B_{0} \frac{\varepsilon_{m} \tau_{m} \beta_{m}}{d_{s}} \\
& \mathcal{K}_{p \rightarrow m . p}=B_{0} \frac{\varepsilon_{p}(1-\theta) \tau_{p} \beta_{p}}{d_{m . p}}, \quad \mathcal{K}_{m \cdot p \rightarrow p}=B_{0} \frac{\varepsilon_{m \cdot p}(1-\theta) \tau_{m . p} \beta_{m . p}}{d_{p}}  \tag{3.8}\\
& \mathcal{K}_{p \rightarrow s}=B_{0} \frac{\theta \tau_{p} \beta_{p}}{d_{s}}, \quad \mathcal{K}_{m . p \rightarrow m}=B_{0} \frac{\theta \tau_{m . p} \beta_{m \cdot p}}{d_{m}}
\end{align*}
$$

From the above notations, we can express the threshold criterion for bacteria invasion as follows:

Theorem 3.3 Assume that mutation rates $\varepsilon_{j}$ are sufficiently small. Let $E(t) w_{0}=$ $\left(B(t), N_{s}(t), N_{m}(t), N_{p}(t), N_{m . p}(t)\right)$ be the orbit of (2.2) passing through $\omega_{0}$ at time $t=0$. Let us set

$$
\begin{equation*}
\mathcal{T}^{*}=\max _{j \in \mathcal{J}}\left\{\mathcal{T}_{j}\right\} \quad \text { and } \quad \mathcal{R}^{*}=\max _{j \in \mathcal{J}}\left\{\mathcal{R}_{j}\right\} \tag{3.9}
\end{equation*}
$$

where thresholds $\mathcal{T}_{j}$ 's and $\mathcal{R}_{j}$ 's are defined by (3.6) and (3.7). Then,
(i) The bacteria-free stationary state $E^{0}$ for System (2.2) is locally asymptotically stable if $\mathcal{R}^{*}<1$ and unstable if $\mathcal{R}^{*}>1$.
(ii) The bacteria-free stationary state $E^{0}$ for System (2.2) is globally asymptotically stable if $\mathcal{T}^{*}<1$.
(iii) If $\min _{j \in \mathcal{J}} \mathcal{T}_{j}^{*}>1$, then System (2.2) is uniformly persistent with respect to the pair $\left(X_{0}, \partial X_{0}\right)$, in the sense that there exists $\delta>0$, such that for any $w_{0} \in X_{0}$ we have,

$$
\liminf _{t \rightarrow \infty} \Delta\left(E(t) w_{0}, \partial X_{0}\right) \geq \delta
$$

Here, $\Delta(\cdot, \cdot)$ is set for the semi-distance defined by $\Delta(\mathcal{X}, \mathcal{Y})=\sup _{x \in \mathcal{X}} \inf _{y \in \mathcal{Y}} \| x-$ $y \|$.

Theorem 3.3 states that bacteria die out when $\mathcal{T}^{*}<1$ and can potentially persist with the nutrient if $\mathcal{T}^{*}>1$. Moreover, we always have $\mathcal{R}^{*} \leq \mathcal{T}^{*}$ and the difference $\mathcal{T}^{*}-\mathcal{R}^{*}$ is of order $\max \left(\varepsilon_{s}, \varepsilon_{m}, \theta+\varepsilon_{p}, \theta+\varepsilon_{m . p}\right)$. Therefore, for sufficiently small mutations ratios ( $\varepsilon_{j}$ 's) and plasmid loss $(\theta)$, we have $\operatorname{sign}\left(\mathcal{R}^{*}-\right.$ $1)=\operatorname{sign}\left(\mathcal{T}^{*}-1\right)$. The proof of Theorem 3.3 is given in Section B.

## 4 Nontrivial stationary states of Model (2.2) and stability results

We have proven that the trivial stationary state $E^{0}$ is always a solution of System (2.2) (see Section 3.2). However, in some conditions, the model can also have nontrivial stationary solutions. Here, let us recall the strain transition numbers $\mathcal{K}_{s \rightarrow m}, \mathcal{K}_{m \rightarrow s}, \mathcal{K}_{p \rightarrow m . p}, \mathcal{K}_{m . p \rightarrow p}, \mathcal{K}_{p \rightarrow s}$ and $\mathcal{K}_{m . p \rightarrow m}$ introduced by (3.8).

### 4.1 Stationary states of the general model (2.2)

Model (2.2) has three possible stationary states. The extinction of all strains $E^{0}$, the co-existence of $N_{s}$ and $N_{m}$ strains $\left(E_{s-m}^{*}\right)$ and the co-existence of all strains $\left(E^{*}\right)$. Let $r(M)$ be the spectral radius of a given matrix $M$. Then, the precise result reads as follows

Theorem 4.1 (i) If $B_{0} r\left(D^{-1} G\right)>1$, then the co-existence stationary state of $N_{s}$ and $N_{m}$ strains is $E_{s-m}^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, 0,0\right)$ with

$$
\begin{aligned}
& \frac{1}{B^{*}}=r\left(D^{-1} G\right)=\frac{1}{2 B_{0}}\left\{\mathcal{R}_{s}+\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}\right\} \\
& \left(N_{s}^{*}, N_{m}^{*}\right)=\frac{d\left(B_{0} r\left(D^{-1} G\right)-1\right)}{\left\langle\left(\beta_{s}, \beta_{m}\right), \phi_{0}\right\rangle} \phi_{0} \\
& \text { wherein } \phi_{0}=\left(\mathcal{R}_{s}-\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}, 2 \mathcal{K}_{s \rightarrow m}\right)^{T}
\end{aligned}
$$

(ii) If $r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)>r\left(D^{-1} G\right)$ and $B_{0} r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)>1$, then for small flux rate of HGT $\alpha$, the coexistence of all strains $E^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, N_{p}^{*}, N_{m . p}^{*}\right)$ is defined by

$$
\begin{aligned}
& \left(N_{s}^{*}, N_{m}^{*}\right)=u_{*}^{0}+\alpha u_{*}^{1}+\mathcal{O}\left(\alpha^{2}\right) \\
& \left(N_{p}^{*}, N_{m . p}^{*}\right)=v_{*}^{0}+\alpha v_{*}^{1}+\mathcal{O}\left(\alpha^{2}\right) \\
& B^{*}=b_{*}^{0}+\alpha b_{*}^{1}+\mathcal{O}\left(\alpha^{2}\right),
\end{aligned}
$$

wherein

$$
\left\{\begin{array}{l}
1 / b_{*}^{0}=r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right) \\
v_{*}^{0}=\frac{d\left[B_{0} / b_{*}^{0}-1\right]}{\left\langle\beta,\left(-\left(D^{-1} G-1 / b_{*}^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} \varphi_{0}, \varphi_{0}\right)\right\rangle} \varphi_{0} \\
u_{*}^{0}=-\left(D^{-1} G-1 / b_{*}^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} v_{*}^{0} \\
\varphi_{0}=\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}+\left[\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right)^{2}+4 \mathcal{K}_{m . p \rightarrow p} \mathcal{K}_{p \rightarrow m . p}\right]^{1 / 2}, 2 \mathcal{K}_{p \rightarrow m . p}\right)^{T}
\end{array}\right.
$$

and $\mathbb{I}$ denotes the identity matrix of the convenient dimension.
We referrer to Section C for the proof of Theorem 4.1 above.

### 4.2 Estimates for small mutation ratios and flux rate of HGT

Let us denote by $E=\left(B, N_{s}, N_{m}, N_{p}, N_{m . p}\right)$ the state variables of System (2.2). For a given solution $E$ of System (2.2), we denote by $P_{R}(E)=\left(N_{m}+\right.$ $\left.N_{p}+N_{m \cdot p}\right) / N$ the resistance frequency or proportion corresponding to this solution. Further, the proportion $P_{R}(E)$ is decomposed in term of mutational resistance $\left(\mathcal{P}_{m}^{*}=N_{m} / N\right)$, plasmidic $\left(\mathcal{P}_{p}^{*}=N_{p} / N\right)$ and mutational/plasmidic $\left(\mathcal{P}_{m . p}^{*}=N_{m . p} / N\right)$ such that $P_{R}(E)=\mathcal{P}_{m}^{*}+\mathcal{P}_{p}^{*}+\mathcal{P}_{m . p}^{*}$. Next, mostly based on Theorem 4.1 for small mutation ratios $\varepsilon_{v}$, we derive simple approximations of resistance frequencies $P_{R}\left(E_{s-m}^{*}\right)$ and $P_{R}\left(E^{*}\right)$ at stationary states $E_{s-m}^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, 0,0\right)$ and $E^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, N_{p}^{*}, N_{m . p}^{*}\right)$. For simplicity and without loss of generality, we express/standardize parameters $\epsilon_{j}$ and $\alpha$ as functions of the same quantity, let us say $\eta$, with $\eta \ll 1$ a small parameter. This parameter $\eta$ can be seen as the overall contribution of genetic processes to the ecological dynamics.

Estimates for $P_{R}\left(E_{s-m}^{*}\right)$ for small mutation ratios. We consider two situations: $\mathcal{R}_{s}>\mathcal{R}_{m}$ and $\mathcal{R}_{s}<\mathcal{R}_{m}$, which correspond to situations where a mutation provides a fitness cost or a fitness benefit.

First case: $\mathcal{R}_{s}>\mathcal{R}_{m}$ i.e. $\mathcal{T}_{s}>\mathcal{T}_{m}$ (mutation providing a fitness cost). We find,

$$
\left\{\begin{array}{l}
P_{R}\left(E_{s-m}^{*}\right)=\mathcal{P}_{m}^{*}=\frac{d_{s}}{d_{m}} \frac{\mathcal{T}_{s}}{\mathcal{T}_{s}-\mathcal{T}_{m}} \eta+\mathcal{O}\left(\eta^{2}\right)  \tag{4.10}\\
\text { with } \quad \mathcal{R}_{s}=\mathcal{T}_{s}\left(1-\varepsilon_{s}\right)>1, \quad \text { and } \mathcal{T}_{s}>\mathcal{T}_{m}
\end{array}\right.
$$

Second case: $\mathcal{R}_{s}<\mathcal{R}_{m}$, i.e. $\mathcal{T}_{s}<\mathcal{T}_{m}$ (mutation providing a fitness benefit). We find,

$$
\left\{\begin{array}{l}
P_{R}\left(E_{s-m}^{*}\right)=\mathcal{P}_{m}^{*}=1-\frac{d_{m}\left(\mathcal{T}_{m}-\mathcal{T}_{s}\right)}{4 B_{0} \tau_{s} \beta_{s}}\left(\left(\frac{\mathcal{T}_{s}+\mathcal{T}_{m}}{\mathcal{T}_{s}-\mathcal{T}_{m}}\right)^{2}-1\right) \eta+\mathcal{O}\left(\eta^{2}\right)  \tag{4.11}\\
\text { with } \quad \mathcal{R}_{m}=\mathcal{T}_{m}\left(1-\varepsilon_{m}\right)>1, \quad \text { and } \mathcal{T}_{m}>\mathcal{T}_{s}
\end{array}\right.
$$

Estimates of $E^{*}$ for small mutation ratios and flux rate of HGT. Here, we also have two situations: in one case the mutation somehow 'compensates' for the presence of the plasmid $\left(\mathcal{R}_{p}<\mathcal{R}_{m . p}\right)$, whereas in the other mutation and plasmid costs add up $\left(\mathcal{R}_{p}>\mathcal{R}_{\text {m.p }}\right)$.

First case: $\mathcal{R}_{p}>\mathcal{R}_{m . p}$, i.e. $\mathcal{T}_{p}>\mathcal{T}_{\text {m.p }}$ (mutation and plasmid cost add up). The existence of the stationary state $E^{*}$ is ensured by

$$
\mathcal{R}_{p}>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right) \quad \text { and } \quad \mathcal{R}_{p}>1
$$

Here, the resistance proportion $P_{R}\left(E^{*}\right)$ is decomposed in term of mutational resistance $\left(\mathcal{P}_{m}^{*}\right)$, plasmidic $\left(\mathcal{P}_{p}^{*}\right)$ and mutational/plasmidic $\left(\mathcal{P}_{m . p}^{*}\right)$ such that

$$
P_{R}\left(E^{*}\right)=\mathcal{P}_{m}^{*}+\mathcal{P}_{p}^{*}+\mathcal{P}_{m . p}^{*}
$$

wherein

$$
\left\{\begin{align*}
\mathcal{P}_{m}^{*}= & \mathcal{O}(\eta),  \tag{4.12}\\
\mathcal{P}_{p}^{*}= & \frac{1}{\left(1+\frac{B_{0} \theta}{\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}\right)}+\mathcal{O}(\eta) \\
\mathcal{P}_{m . p}^{*}= & \mathcal{O}(\eta), \\
& \text { with } \mathcal{R}_{p}=\mathcal{T}_{p}\left(1-\theta-\varepsilon_{p}\right)>1, \quad \text { and } \mathcal{T}_{p}(1-\theta)>\max \left(\mathcal{T}_{s}, \mathcal{T}_{m}\right)
\end{align*}\right.
$$

Second case: $\mathcal{R}_{p}<\mathcal{R}_{\text {m.p }}$, i.e. $\mathcal{T}_{p}<\mathcal{T}_{\text {m.p }}$ (mutation compensates for the presence of the plasmid). Again, the existence of the stationary state $E^{*}$ is ensured by

$$
\mathcal{R}_{m . p}>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right) \quad \text { and } \quad \mathcal{R}_{m \cdot p}>1
$$

Here we have,

$$
P_{R}\left(E^{*}\right)=\mathcal{P}_{m}^{*}+\mathcal{P}_{p}^{*}+\mathcal{P}_{m \cdot p}^{*}
$$

wherein

$$
\left\{\begin{align*}
\mathcal{P}_{m}^{*} & =\frac{\theta B_{0}^{2} \tau_{p} \beta_{p}}{\theta B_{0}^{2} \tau_{p} \beta_{p}+d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}+\mathcal{O}(\eta)  \tag{4.13}\\
\mathcal{P}_{p}^{*} & =\mathcal{O}(\eta), \\
\mathcal{P}_{m . p}^{*} & =\frac{d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}{\theta B_{0}^{2} \tau_{p} \beta_{p}+d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}+\mathcal{O}(\eta)
\end{align*}\right.
$$

### 4.3 Stability results of the general model (2.2)

Here, we check the local asymptotic stability of stationary states $E_{s-m}^{*}$ and $E^{*}$ by linearizing System (2.2) at those points. Stability results are summarised in Figures 2-3 and given by the following theorem (see Section D for the proof).

Theorem 4.2 Let mutation ratios and flux rate of HGT be small enough.


Figure 2: Summary of the qualitative analysis of the general model (2.2). The positive orthant is divided into four zones ((A) to (D)). In each of them, the feasible stationary states are shown - their notations are boxed if and only if they are locally asymptotically stable (l.a.s.). Note that in zone (D), $E_{s, m}^{*}$ is l.a.s. providing that (4.14) is satisfied.
(i) If $\max \left(\mathcal{R}_{p}, \mathcal{R}_{m . p}\right)>1>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)$ then, Model (2.2) have two stationary states: $E^{0}$ (unstable) and $E^{*}$ (locally asymptotically stable -l.a.s. for short).
(ii) If $\max \left(\mathcal{R}_{p}, \mathcal{R}_{\text {m.p }}\right)>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)>1$ then, Model (2.2) have three stationary states: $E^{0}$ (unstable), $E_{s-m}^{*}$ (unstable) and $E^{*}$ (l.a.s.).
(iii) If $\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)>1$ and $\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)>\max \left(\mathcal{R}_{p}, \mathcal{R}_{\text {m.p }}\right)$ then, Model (2.2) have two stationary states: $E^{0}$ (unstable), $E_{s-m}^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, 0,0\right)$ which is l.a.s. providing that the following condition is satisfied

$$
\left\{\begin{array}{l}
\frac{\mathcal{R}_{p}}{\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)}+\alpha \frac{N_{s}^{*}}{d_{p}\left(a_{H}+b_{H} N^{*}\right)}<1  \tag{4.14}\\
\frac{\mathcal{R}_{m \cdot p}}{\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)}+\alpha \frac{N_{s}^{*}}{d_{m \cdot p}\left(a_{H}+b_{H} N^{*}\right)}<1
\end{array}\right.
$$

Following Theorem 4.2, note that for plasmids to persist at equilibrium, it is necessary that $\max \left(\mathcal{R}_{p}, \mathcal{R}_{\text {m.p }}\right)>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)$. The threshold $\mathcal{R}_{0}^{p}=$ $\frac{\max \left(\mathcal{R}_{p}, \mathcal{R}_{m . p}\right)}{\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)}$ can therefore be viewed as the total number of plasmid-bearing strains arising from one strain bearing such a plasmid and introduced into a plasmid-free environment. $\mathcal{R}_{0}^{p}$ is similar to the basic reproduction number $\mathcal{R}_{0}$ in epidemiology and serves as a sharp threshold parameter determining whether or not plasmids can persist by $\mathcal{R}_{0}^{p}<1$ or $\mathcal{R}_{0}^{p}>1$. This also highlights how plasmids differ from mutations: the former are transmitted whereas the latter are not.


Figure 3: Bacterial density chronicles, as decimal logarithm of cell number per mL through time in days, obtained through numerical integration of System (2.2): hierarchy diversity. Each plot (A) to (D) is representative of the asymptotic behavior of the system in the corresponding zone likewise labelled in Fig. 2. Shared parameters between plots are, $\Lambda=25, d=d_{j}=5, \beta_{j}=10^{-6}, \varepsilon_{j}=$ $10^{-8}, \theta=0.25, \alpha=10^{-13}, a_{H}=1, b_{H}=0$, with $j \in \mathcal{J}$ (see Table 1 for units). Initial conditions are $\left(B, N_{s}, N_{m}, N_{p}, N_{m . p}\right)(0)=(5,10,1,10,1)$. With $\mathbf{k}:=10^{-6} \cdot\left(\tau_{s}, \tau_{m}, \tau_{p}, \tau_{m . p}\right)$, varying parameters are: (A) $\mathbf{k}=(0.9,0.9,0.9,0.9)$, (B) $\mathbf{k}=(0.9,0.9,10,10),(\mathrm{C}) \mathbf{k}=(1.1,1.1,1.5,1.5),(\mathrm{D}) \mathbf{k}=(1.1,1.1,0.9,0.9)$.


Figure 4: Bacterial density chronicles, as decimal logarithm of cell number per mL through time in days, obtained through numerical integration of system (2.2) for treatment-free scenarios: hierarchy diversity. Plots (C) and (D) correspond to zones labelled in Fig. 2. All parameters are equal to those of 3 except for: (C) $\mathbf{k}=(1.2,1.1,1.467,1.7)$, (D) $\mathbf{k}=(1.2,1.1,1.467,1.4)$, where $\mathbf{k}:=$ $10^{-6} \cdot\left(\tau_{s}, \tau_{m}, \tau_{p}, \tau_{m \cdot p}\right)$.


Figure 5: Bacterial density chronicles, as decimal logarithm of cell number per mL through time in days, obtained through numerical integration of System (2.2) for treatment scenarios: hierarchy diversity. Plots (B to D) correspond to zones labelled in Fig. 2. All parameters are equal to those of 3 except for: (B) $\mathbf{k}=(0.9,0.8,1.5,1.4),(\mathrm{C}) \mathbf{k}=(0.9,0.8,1.4,1.5),(\mathrm{D}) \mathbf{k}=(0.9,1.2,1.1,1.5)$, where $\mathbf{k}:=10^{-6} \cdot\left(\tau_{s}, \tau_{m}, \tau_{p}, \tau_{m . p}\right)$.

## 5 Applications

This section describes how our general analysis can be applied in two situations: (i) bacteria strains interacting without any drug pressure, and (ii) bacteria strains interacting with drug action. Due to our model formulation and results, to explore a scenario we only need to analyse the $\mathcal{R}_{j} \mathrm{~s}$.

### 5.1 The treatment-free model

Here, we assume that strains $N_{j}$ s interact without any drug action. In such scenario, we further assume that before the treatment, each $N_{j}$ can potentially grow $\left(\mathcal{R}_{j}>1\right.$, for all, $\left.j \in \mathcal{J}\right)$. We further assume that there is a fitness cost of bearing a resistance, either through mutation or plasmid $\left(\min \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\} \leq \max \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\}<\mathcal{R}_{s}\right)$ and that these costs either add up or compensate each other.

Costs of mutation and plasmid add up. In such situation, we have the following realistic assumption: $1<\mathcal{R}_{m . p}<\min \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\} \leq \max \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\}<$ $\mathcal{R}_{s}$. Then, based on Sections 3.2 and 4 and under the assumptions above, the coexistence of $N_{s}$ and $N_{m}, E_{s-m}^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, 0,0\right)$, is the only stable stationary state when mutation rates and flux of HGT are small enough (Figure 4D). We then have $B^{*} \simeq B_{0} / \mathcal{R}_{s}$ and the corresponding proportion of resistance $P_{R}\left(E_{s-m}^{*}\right)=\mathcal{P}_{m}^{*}=\mathcal{O}(\eta)$ is estimated by (4.10). From a biological standpoint, this means that when the cost of mutation and plasmid add up, in the absence of treatment it is expected that the proportion of resistance is very small at equilibrium.

Costs of mutation and plasmid compensate each other. In this scenario, we can have two cases: in case 1 the strain $N_{m . p}$ performs less well than $N_{s}\left(1<\min \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\} \leq \max \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\}<\mathcal{R}_{m . p}<\mathcal{R}_{s}\right)$, while in case 2 the compensation is such that strain $N_{m . p}$ performs at least as well as $N_{s}$ $\left(1<\min \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\} \leq \max \left\{\mathcal{R}_{p} ; \mathcal{R}_{m}\right\}<\mathcal{R}_{s} \leq \mathcal{R}_{m . p}\right)$. Case 1 is similar to the previous paragraph where costs add up leading to a negligible proportion of resistance at equilibrium, while case 2 corresponds to a situation where plasmidic resistance spreads and persists (despite the costs it imposes to its hosts) in an environment that is not necessarily subject to drug pressure [14, 4, 17]. Indeed, for case 2 , results of 3.2 and 4 suggest plasmid invasion and co-existence of all the strains, $E^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, N_{p}^{*}, N_{m . p}^{*}\right)$, is the only stable stationary state when mutation rates and flux of HGT are small enough (Figure 4C). The corresponding proportion of resistance $P_{R}\left(E^{*}\right) \simeq \mathcal{P}_{m}^{*}+\mathcal{P}_{m . p}^{*}$, wherein proportions $\mathcal{P}_{m}^{*}$ and $\mathcal{P}_{m . p}^{*}$ estimated by (4.13) are respectively attributable to mutational and mutational/plasmidic resistance.

### 5.2 The model with drug action

Our model formulation can easily account for the effect of drug action, either cytostatic (acting on the strain death rate $d_{j}$ ) or cytotoxic (acting on the strain
growth conversion factor $\tau_{j}$ ). This makes it possible to discuss some scenarios of Model 2.2 with the assumption of a constant drug pressure. Here, we briefly discuss two scenarios.

The drug is efficient on sensitive and mutational strains only ( $\mathcal{R}_{m}<\mathcal{R}_{s}<1$ ). In this scenario, evolving drug resistance requires de novo genes that can be only acquired via plasmid (not by mutations). We then have two cases: either the mutation is a compensatory mutation for the plasmid presence ( $\mathcal{R}_{m}<\mathcal{R}_{s}<1<\mathcal{R}_{p}<\mathcal{R}_{m . p}$ ) or mutation and plasmid costs add up ( $\mathcal{R}_{m}<\mathcal{R}_{s}<1<\mathcal{R}_{m . p}<\mathcal{R}_{p}$ ). For both cases, results of Sections 3.2 and 4 indicate that the co-existence of all strains, $E^{*}$, is the only stable stationary state. Estimates (4.12) and (4.13) respectively give, for the first case, $P_{R}\left(E^{*}\right) \simeq \mathcal{P}_{m}^{*}+\mathcal{P}_{m . p}^{*}$ (Figure 5C) and, for the second case, $P_{R}\left(E^{*}\right) \simeq \mathcal{P}_{p}^{*}$ (Figure 5B); where proportions $\mathcal{P}_{m}^{*}, \mathcal{P}_{p}^{*}$ and $\mathcal{P}_{m . p}^{*}$ are attributable to mutational, plasmidic and mutational/plasmidic resistance.

The drug is efficient on sensitive and plasmid-bearing strain only $\left(\mathcal{R}_{p}<\mathcal{R}_{s}<1\right)$. Here, the plasmid is useless but it performs less well than the $N_{s}$ strain $\left(\mathcal{R}_{p}<\mathcal{R}_{s}<1<\mathcal{R}_{m . p}<\mathcal{R}_{m}\right)$. Again, following Sections 3.2 and 4, only the co-existence stationary state $E_{s-m}^{*}$ of sensitive en mutational resistance strain is plausible at equilibrium when mutation rates and flux of HGT are small enough. Furthermore, based on estimate (4.11), $E_{s-m}^{*}$ is mostly a totally mutational resistant stationary state, i.e. $P_{R}\left(E_{s-m}^{*}\right)=\mathcal{P}_{m}^{*} \simeq 1$ (Figure 5D).

## 6 Discussion

Mutations are key factors to maintain strain co-existence at equilibrium. Compared to similar studies in the literature, here we do not neglect the evolution of resistance via mutation, which we find to substantially impact the qualitative dynamics of the model. The study in [26] reaches the opposite conclusion that the co-existence of $N_{s}$ and $N_{m}$ or the co-existence of all strains are not plausible at equilibrium because they neglect mutations ratios, such that strain transition $\mathcal{K}_{s \rightarrow m}$ or $\mathcal{K}_{p \rightarrow \text { m.p }}$ is zero.

Measurement of the cost of bearing a resistance. Drug resistance is known to be traded-off against other components of the bacterial life-cycle through competitive fitness. But, most studies investigating costs of resistance use growth rate as fitness proxy, which incorporates only a single component of bacterial fitness [22, 29]. Indeed, this cost can also act on other bacteria quantitative traits such as the cell's death rate. In our analysis, the cost of resistance is quantified by the effective reproduction numbers $\mathcal{R}_{j} \mathrm{~s}$ defined by (3.7). These $\mathcal{R}_{j} \mathrm{~s}$ aggregate potential costs on quantitative traits of the bacteria life cycle such as nutrient consumption rate, nutrient conversion factor, bacteria's death rate, bacteria mutation or plasmid segregation probability.

Occurrence of new mutants. In exponentially growing cells, mutations usually occur during replication [19], but some studies indicate that mutations can be substantially higher in non growing than growing cultures [25]. Thus, the occurrence of new mutants depends either on the abundance of the parental cells or both the abundance and growth rate of the parental cells [31]. In Model (2.2), we have first assumed that the latter is satisfied. However, with our model formulation, we can easily switch to the case where mutations depend on the abundance of the parental cells (see (E.15) for the full model equations). Furthermore, results obtained for Model (2.2) remain valid for Model (E.15) with the effective reproduction numbers $\mathcal{R}$ and strains transition numbers $\mathcal{K}$ defined as follows

$$
\begin{aligned}
& \mathcal{R}_{s}=\mathcal{T}_{s} \frac{d_{s}}{d_{s}+\varepsilon_{s}}, \quad \mathcal{R}_{m}=\mathcal{T}_{m} \frac{d_{m}}{d_{m}+\varepsilon_{m}} \\
& \mathcal{R}_{p}=\mathcal{T}_{p}(1-\theta) \frac{d_{p}}{d_{p}+\varepsilon_{p}}, \quad \mathcal{R}_{m . p}=\mathcal{T}_{m . p}(1-\theta) \frac{d_{m . p}}{d_{m . p}+\varepsilon_{m \cdot p}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{K}_{s \rightarrow m}=\frac{\varepsilon_{s}}{d_{m}+\varepsilon_{m}}, \quad \mathcal{K}_{m \rightarrow s}=\frac{\varepsilon_{m}}{d_{s}+\varepsilon_{s}} \\
& \mathcal{K}_{p \rightarrow m . p}=\frac{\varepsilon_{p}}{d_{m . p}+\varepsilon_{m \cdot p}}, \quad \mathcal{K}_{m . p \rightarrow p}=\frac{\varepsilon_{m . p}}{d_{p}+\varepsilon_{p}} \\
& \mathcal{K}_{p \rightarrow s}=B_{0} \frac{\theta \tau_{p} \beta_{p}}{d_{s}+\varepsilon_{s}}, \quad \mathcal{K}_{m . p \rightarrow m}=B_{0} \frac{\theta \tau_{m . p} \beta_{m . p}}{d_{m}+\varepsilon_{m}}
\end{aligned}
$$

and wherein $\mathcal{T}_{j}$ s are the same as for the previous model (2.2). Note that here, terms $\varepsilon_{j} \mathrm{~s}$ represent mutation rates rather than ratios as compared to Model (2.2).

Competition at the plasmid level of selection. In Model (2.2) we assume that plasmid-bearing strains always carry drug resistance genes. This assumption does not have any impact in the case of the treatment-free model. However, although a significant proportion of plasmid-bearing strains is involved in drug resistance, a small proportion can be 'non-resistant plasmids'. To focus even more on the question of drug action with the model, it could be interesting to introduce additional bacteria strains with non-resistant plasmids but paying a cost of plasmid carriage, as in [26]. This would allow to consider competition between plasmidic strains carrying the drug resistance gene with other plasmidic strains that do not carry the drug resistance gene. Indeed, competition at the plasmid level can be of great importance, since the spread of a resistant plasmid can be slowed or entirely stopped by a nonresistant version of the same plasmid [27]. This issue will will be rigorously investigated in a forthcoming work.

## A Proof of Theorem 3.1

The right-hand side of System (2.2) is continuous and locally lipschitz on $\mathbb{R}^{5}$. Using a classic existence theorem, we then find $T>0$ and a unique solution
$E(t) \omega_{0}=\left(B(t), N_{s}(t), N_{m}(t), N_{p}(t), N_{m . p}(t)\right)$ of $(2.2)$ from $[0, T) \rightarrow \mathbb{R}^{5}$ and passing through the initial data $\omega_{0}$ at $t=0$. Let us now check the positivity and boundedness of the solution $E$ on $[0, T)$.

Since $E(\cdot) \omega_{0}$ starts in the positive orthant $\mathbb{R}_{+}^{5}$, by continuity, it must cross at least one of the five borders $\{B=0\},\left\{N_{j}=0\right\}$ (with $j \in \mathcal{J}$ ) to become negative. Without loss of generality, let us assume that $E$ reaches the border $\left\{N_{s}=0\right\}$. This means we can find $t_{1} \in(0, t)$ such that $N_{j}(t)>0$ for all $t \in\left(0, t_{1}\right), j \in \mathcal{J}$ and $N_{s}\left(t_{1}\right)=0, B\left(t_{1}\right) \geq 0, N_{j}\left(t_{1}\right) \geq 0$ for $j \in \mathcal{J}$. Then, the $\dot{N}_{s}$-equation of $(2.2)$ yields $\dot{N}_{s}\left(t_{1}\right)=\theta \tau_{p} \beta_{p} B\left(t_{1}\right) N_{p}\left(t_{1}\right) \geq 0$, from where the orbit $E(\cdot) \omega_{0}$ cannot cross $\mathbb{R}_{+}^{5}$ through the border $\left\{N_{s}=0\right\}$. Similarly, we prove that at any borders $\{B=0\},\left\{N_{j}=0\right\}$ (with $j \in \mathcal{J}$ ), either the resulting vector field stays on the border or points inside $\mathbb{R}_{+}^{5}$. Consequently, $E([0, T)) \omega_{0} \subset \mathbb{R}_{+}^{5}$.

Recalling that $N=\sum_{j \in \mathcal{J}} N_{j}$ and adding up the $\dot{N}$ - and $\dot{B}$-equations, it comes

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\tau_{\max } B+N\right) \leq \tau_{\max } \Lambda-\min \left(d, d_{\min }\right)\left(\tau_{\max } B+N\right)
$$

from where one deduces estimate (3.5). So, the aforementioned local solution of System (2.2) is a global solution i.e. defined for all $t \in \mathbb{R}_{+}$. Which ends the proof of Theorem 3.1.

## B Proof of Theorem 3.3

If we consider a small perturbation of the bacteria-free steady state $E^{0}$, the initial phase of the invasion can be described by the linearized system at $E^{0}$. Since the linearized equations for bacteria populations do not include the one for the nutrient, we then have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(u, v)^{T}=J\left[E^{0}\right](u, v)^{T} \tag{B.1}
\end{equation*}
$$

with $J\left[E^{0}\right]=\left(\begin{array}{cc}B_{0} G-D & B_{0} L_{p} \\ 0 & B_{0}\left(G_{p}-L_{p}\right)-D_{p}\end{array}\right)$.
We claim that
Claim B. 1 For small mutation rates $\varepsilon_{v}$, the principal eigenvalue $r\left(B_{0} G-D\right)$ and $r\left(B_{0}\left(G_{p}-L_{p}\right)-D_{p}\right)$, of matrices $\left(B_{0} G-D\right)$ and $\left(B_{0}\left(G_{p}-L_{p}\right)-D_{p}\right)$ writes
$r\left(B_{0} G-D\right)=\frac{1}{2}\left\{B_{0} \tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right)-d_{s}+B_{0} \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)-d_{m}+\right.$

$$
\left.\left[\left(B_{0} \tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right)-d_{s}-B_{0} \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)+d_{m}\right)^{2}+4 \varepsilon_{m} \varepsilon_{s} \tau_{m} \tau_{s} \beta_{m} \beta_{s} B_{0}^{2}\right]^{1 / 2}\right\}
$$

i.e.

$$
r\left(B_{0} G-D\right)=\left\{\begin{array}{l}
B_{0} \tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right)-d_{s}+\mathcal{O}\left(\varepsilon_{m} \varepsilon_{s}\right), \quad \text { if } \mathcal{R}_{s}>\mathcal{R}_{m} \\
B_{0} \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)-d_{m}+\mathcal{O}\left(\varepsilon_{m} \varepsilon_{s}\right), \quad \text { if } \mathcal{R}_{s}<\mathcal{R}_{m}
\end{array}\right.
$$

By the same way, we have
$r\left(\left(B_{0}\left(G_{p}-L_{p}\right)-D_{p}\right)\right)=\left\{\begin{array}{l}B_{0} \tau_{p} \beta_{p}(1-\theta)\left(1-\varepsilon_{p}\right)-d_{p}+\mathcal{O}\left(\varepsilon_{p} \varepsilon_{m . p}\right), \quad \text { if } \mathcal{R}_{p}>\mathcal{R}_{m . p}, \\ B_{0} \tau_{m . p} \beta_{m . p}(1-\theta)\left(1-\varepsilon_{m . p}\right)-d_{m . p}+\mathcal{O}\left(\varepsilon_{p} \varepsilon_{m . p}\right), \quad \text { if } \mathcal{R}_{p}<\mathcal{R}_{m . p},\end{array}\right.$
Denoting by $\sigma\left(J\left[E^{0}\right]\right)$ the spectrum of $J\left[E^{0}\right]$, we recall that the stability modulus of $J\left[E^{0}\right]$ is $s_{0}\left(J\left[E^{0}\right]\right)=\left\{\max \operatorname{Re}(z): z \in \sigma\left(J\left[E^{0}\right]\right)\right\}$ and $J\left[E^{0}\right]$ is said to be locally asymptotically stable (l.a.s.) if $s_{0}\left(J\left[E^{0}\right]\right)<0$ [18]. Following Claim B. 1 it comes

$$
\begin{aligned}
& \sigma\left(J\left[E^{0}\right]\right)=\sigma\left(B_{0} G-D\right) \cup \sigma\left(B_{0}\left(G_{p}-L_{p}\right)-D_{p}\right) \simeq \\
& \left\{B_{0} \tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right)-d_{s}, B_{0} \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)-d_{m}, B_{0} \tau_{p} \beta_{p}\left(1-\varepsilon_{p}\right)(1-\theta)-d_{p},\right. \\
& \left.B_{0} \tau_{m . p} \beta_{m . p}(1-\theta)\left(1-\varepsilon_{m . p}\right)-d_{m . p}\right\},
\end{aligned}
$$

where the last approximation holds for small mutation rates.
Note that, when mutation rates are small enough, we obtain $s_{0}\left(J\left[E^{0}\right]\right)<0$ if and only if $\mathcal{R}^{*}<1$, i.e. $E^{0}$ is l.a.s if $\mathcal{R}^{*}<1$ and unstable if $\mathcal{R}^{*}>1$.

We now check the global stability of $E^{0}$ when $\mathcal{T}^{*}<1$. The $\dot{B}$-equation of (2.2) gives $\dot{B} \leq \Lambda-d B$. Further, $B_{0}$ is a globally attractive stationary state of the upper equation $\dot{w}=\Lambda-d w$, i.e. $w(t) \rightarrow B_{0}$ as $t \rightarrow \infty$. Which gives $w(t) \leq B_{0}$ for sufficiently large time $t$, from where $B(t) \leq B_{0}$ for sufficiently large time $t$. Combining this last inequality with the total bacteria dynamics described by (2.1), we find $\dot{N} \leq \sum_{j \in \mathcal{J}}\left(\beta_{j} \tau_{j} B_{0}-d_{j}\right) N \leq c_{0}\left(\mathcal{T}^{*}-1\right) N$, with $c_{0}>0$ a positive constant. Therefore $N(t) \leq N(0) e^{c_{0}\left(\mathcal{T}^{*}-1\right) t} \rightarrow 0$ as as $t \rightarrow \infty$. This ends the proof of the global stability of $E^{0}$ when $\mathcal{T}^{*}<1$.

Item (iii) of the theorem remains to be checked. To do so we will apply results in [13]. Let us first notice that $E^{0}$ is an unstable stationary state with respect to the semiflow $E$. To complete the proof, it is sufficient to show that $W^{s}\left(\left\{E^{0}\right\}\right) \cap X_{0}=\emptyset$, where $W^{s}\left(\left\{E^{0}\right\}\right)=\left\{w \in \Omega: \lim _{t \rightarrow \infty} E(t) w=E^{0}\right\}$ is the stable set of $\left\{E^{0}\right\}$. To prove this assertion, let us argue by contradiction by assuming that there exists $w \in W^{s}\left(\left\{E^{0}\right\}\right) \cap X_{0}$. We set $E(t) w=$ $\left(B(t), N_{s}(t), N_{m}(t), N_{p}(t), N_{m . p}(t)\right)$. The $\dot{N}$-equation defined by (2.1) gives

$$
\begin{aligned}
\dot{N}(t) & =\sum_{j \in \mathcal{J}} d_{v}\left(\mathcal{T}_{j} \frac{B(t)}{B_{0}}-1\right) N_{j}(t) \\
& \geq d_{\min }\left(\frac{B(t)}{B_{0}} \min _{j} \mathcal{T}_{j}-1\right) N(t), \text { for all time } t .
\end{aligned}
$$

Since $\min _{j} \mathcal{T}_{j}>1$ and it is assumed that $B(t) \rightarrow B_{0}$ as $t \rightarrow \infty$, we find that the function function $t \mapsto N(t)=N_{s}(t)+N_{m}(t)+N_{p}(t)+N_{m . p}(t)$ is not decreasing for $t$ large enough. Hence there exists $t_{0} \geq 0$ such that $N(t) \geq N\left(t_{0}\right)$ for all $t \geq t_{0}$. Since $N\left(t_{0}\right)>0$, this prevents the component ( $N_{s}, N_{m}, N_{p}, N_{m . p}$ ) from converging to $(0,0,0,0)$ as $t \rightarrow \infty$. A contradiction with $E(t) \omega \rightarrow E^{0}$. This completes the proof of Theorem 3.3.

## C Proof of Theorem 4.1

The stationary state $E_{s-m}^{*}=\left(B^{*}, u^{*}, 0\right)$. Here, it is useful to considered the abstract formulation of the model given by (2.3). The $\dot{u}$-equation of (2.3) gives $[B G-D] u=0$ i.e. $D^{-1} G u=u / B$. Therefore $1 / B=r\left(D^{-1} G\right)$ and $u=c \phi$, where $\phi>0$ is the eigenvector of $D^{-1} G$ corresponding to $r\left(D^{-1} G\right)$ and normalized such that $\|\phi\|_{1}=1$ and $c>0$ is a positive constant. Notice that $\phi>0$ means all components of the vector $\phi$ are positive. More precisely, we have $D^{-1} G=\left[\begin{array}{cc}\mathcal{R}_{s} / B_{0} & \mathcal{K}_{m \rightarrow s} / B_{0} \\ \mathcal{K}_{s \rightarrow m} / B_{0} & \mathcal{R}_{m} / B_{0}\end{array}\right]$,

$$
\begin{aligned}
& B^{-1}=r\left(D^{-1} G\right)=\frac{1}{2 B_{0}}\left\{\mathcal{R}_{s}+\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}\right\} \\
& \phi=\frac{\phi_{0}}{\left\|\phi_{0}\right\|_{1}}
\end{aligned}
$$

with $\phi_{0}=\left(\mathcal{R}_{s}-\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}, 2 \mathcal{K}_{s \rightarrow m}\right)^{T}$.
Further, from the $\dot{B}$-equation we find $\Lambda-d B=c B\left\langle\left(\beta_{s}, \beta_{m}\right), \phi\right\rangle$, i.e.

$$
c=\frac{d\left(B_{0} r\left(D^{-1} G\right)-1\right)}{\left\langle\left(\beta_{s}, \beta_{m}\right), \phi\right\rangle}>0 \Longleftrightarrow B_{0} r\left(D^{-1} G\right)>1
$$

Approximation of $P_{R}\left(E_{s-m}^{*}\right)$ for small mutation rates. Now, let us assumed that mutation rates $\varepsilon_{v}$ are small enough. Without loss of generality, we express parameters $\epsilon_{j}$ as functions of the same quantity, let us say $\eta$, with $\eta \ll 1$. We have

$$
\begin{equation*}
P_{R}\left(E_{s-m}^{*}\right)=\frac{2 \mathcal{K}_{s \rightarrow m}}{\mathcal{R}_{s}-\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}+2 \mathcal{K}_{s \rightarrow m}} \tag{C.2}
\end{equation*}
$$

By setting $\zeta_{\eta}=\mathcal{R}_{s}-\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}$, it comes
$\zeta_{\eta}=\left(\mathcal{T}_{s}-\mathcal{T}_{m}\right)(1-\eta)+\left|\mathcal{T}_{s}-\mathcal{T}_{m}\right|\left[1-\eta+\frac{1}{2}\left(\left(\frac{\mathcal{T}_{s}+\mathcal{T}_{m}}{\mathcal{T}_{s}-\mathcal{T}_{m}}\right)^{2}-1\right) \eta^{2}\right]+\mathcal{O}\left(\eta^{3}\right)$.
Next, we find a simple approximation of the frequency $P_{R}\left(E_{s-m}^{*}\right)$ for cases $\mathcal{R}_{s}>\mathcal{R}_{m}$ and $\mathcal{R}_{s}<\mathcal{R}_{m}$, i.e. $\mathcal{T}_{s}>\mathcal{T}_{m}$ and $\mathcal{T}_{s}<\mathcal{T}_{m}$ for small mutations $\varepsilon_{j}$ 's.

Case: $\mathcal{T}_{s}>\mathcal{T}_{m}$. From estimates (C.2) and (C.3) it comes

$$
\left\{\begin{array}{l}
P_{R}\left(E_{s-m}^{*}\right)=\frac{d_{s}}{d_{m}} \frac{\mathcal{T}_{s}}{\mathcal{T}_{s}-\mathcal{T}_{m}} \eta+\mathcal{O}\left(\eta^{2}\right), \\
\text { with } \quad \mathcal{R}_{s}=\mathcal{T}_{s}\left(1-\varepsilon_{s}\right)>1, \quad \text { and } \mathcal{T}_{s}>\mathcal{T}_{m}
\end{array}\right.
$$

Case: $\mathcal{T}_{s}<\mathcal{T}_{m}$. From estimates (C.2) and (C.3) it comes

$$
\left\{\begin{array}{l}
P_{R}\left(E_{s-m}^{*}\right)=1-\frac{d_{m}\left(\mathcal{T}_{m}-\mathcal{T}_{s}\right)}{4 B_{0} \tau_{s} \beta_{s}}\left(\left(\frac{\mathcal{T}_{s}+\mathcal{T}_{m}}{\mathcal{T}_{s}-\mathcal{T}_{m}}\right)^{2}-1\right) \eta+\mathcal{O}\left(\eta^{2}\right) \\
\text { with } \quad \mathcal{R}_{m}=\mathcal{T}_{m}\left(1-\varepsilon_{m}\right)>1, \quad \text { and } \mathcal{T}_{m}>\mathcal{T}_{s}
\end{array}\right.
$$

The stationary state $E^{*}=\left(B^{*}, N_{s}^{*}, N_{m}^{*}, N_{p}^{*}, N_{m . p}^{*}\right)$. By setting $u=\left(N_{s}, N_{m}\right)^{T}$, $v=\left(N_{p}, N_{m . p}\right)^{T}$ we have from $\dot{u}=\dot{v}=0$

$$
\left\{\begin{array}{l}
B\left(G u+L_{p} v\right)=D u+H(N)\left[N_{p}+N_{m \cdot p}\right]\left(N_{s}, N_{m}\right)^{T}, \\
B\left(G_{p}-L_{p}\right) v=D_{p} v-H(N)\left[N_{p}+N_{m . p}\right]\left(N_{s}, N_{m}\right)^{T},
\end{array}\right.
$$

i.e.

$$
\begin{equation*}
B L(u, v)+\alpha F(u, v)=(u, v) \tag{C.4}
\end{equation*}
$$

with

$$
\begin{aligned}
& L=\mathcal{D}^{-1} \mathcal{G}=\left[\begin{array}{cc}
D^{-1} G & D^{-1} L_{p} \\
0 & D_{p}^{-1}\left(G_{p}-L_{p}\right)
\end{array}\right] \\
& \mathcal{G}=\left[\begin{array}{cc}
G & L_{p} \\
0 & G_{p}-L_{p}
\end{array}\right] ; \quad \mathcal{D}=\left[\begin{array}{cc}
D & 0 \\
0 & D_{p}
\end{array}\right], \\
& F(u, v)=\frac{N_{p}+N_{m \cdot p}}{a_{H}+b_{H} N}\left[\begin{array}{c}
-D^{-1} u \\
D_{p}^{-1} u
\end{array}\right]
\end{aligned}
$$

Note that the spectrum of $L$ is $\sigma(L)=\sigma\left(D^{-1} G\right) \cup \sigma\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)$ and the spectral radius of matrices $D^{-1} G$ and $D_{p}^{-1}\left(G_{p}-L_{p}\right)$ are given by
$r\left(D^{-1} G\right)=\frac{1}{2 B_{0}}\left\{\mathcal{R}_{s}+\mathcal{R}_{m}+\left[\left(\mathcal{R}_{s}-\mathcal{R}_{m}\right)^{2}+4 \mathcal{K}_{m \rightarrow s} \mathcal{K}_{s \rightarrow m}\right]^{1 / 2}\right\}$,
$r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)=\frac{1}{2 B_{0}}\left\{\mathcal{R}_{p}+\mathcal{R}_{m . p}+\left[\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right)^{2}+4 \mathcal{K}_{m . p \rightarrow p} \mathcal{K}_{p \rightarrow m . p}\right]^{1 / 2}\right\}$.
We now introduced a parametric representation of the stationary state $E^{*}$ with respect to the small parameter $\alpha$. Using the Lyapunov-Schmidt expansion (see [10] for more details), the expanded variables are

$$
\begin{align*}
& u=u^{0}+\alpha u^{1}+\cdots \\
& v=v^{0}+\alpha v^{1}+\cdots, \\
& B=b^{0}+\alpha b^{1}+\cdots  \tag{C.5}\\
& F(u, v)=\frac{N_{p}^{0}+N_{m \cdot p}^{0}}{a_{H}+b_{H} N^{0}}\left[\begin{array}{c}
-D^{-1} u^{0} \\
D_{p}^{-1} u^{0}
\end{array}\right]+\cdots,
\end{align*}
$$

with $u^{0}=\left(N_{s}^{0}, N_{m}^{0}\right), v^{0}=\left(N_{p}^{0}, N_{m . p}^{0}\right)$ and $N^{0}=N_{s}^{0}+N_{m}^{0}+N_{p}^{0}+N_{m . p}^{0}$.

Evaluating the substitution of expansions (C.5) into the eigenvalue equation (C.4) at $\mathcal{O}\left(\alpha^{0}\right)$ produces $b_{0} L\left(u^{0}, v^{0}\right)=\left(u^{0}, v^{0}\right)$, i.e.

$$
\left\{\begin{array}{l}
b^{0} D^{-1} G u^{0}+b^{0} D^{-1} L_{p} v^{0}=u^{0}  \tag{C.6}\\
b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right) v^{0}=v^{0}
\end{array}\right.
$$

Since we are interesting for $v_{0}>0$, System (C.6) leads to $b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right) v^{0}=$ $v^{0}$. The irreducibility of the matrix $D_{p}^{-1}\left(G_{p}-L_{p}\right)$ gives that $\left(1 / b_{0}, v^{0}\right)$ is the principal eigenpair of $D_{p}^{-1}\left(G_{p}-L_{p}\right)$. That is $1 / b^{0}=r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)$ and $v^{0}=c_{0} \frac{\varphi_{0}}{\left\|\varphi_{0}\right\|_{1}}$, wherein $c_{0}$ is a positive constant and

$$
\varphi_{0}=\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}+\left[\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right)^{2}+4 \mathcal{K}_{m . p \rightarrow p} \mathcal{K}_{p \rightarrow m . p}\right]^{1 / 2}, 2 \mathcal{K}_{p \rightarrow m . p}\right)^{T}
$$

Again, System (C.6) gives

$$
\begin{equation*}
\left(D^{-1} G-1 / b^{0} \mathbb{I}\right) u^{0}=-D^{-1} L_{p} v^{0} \tag{C.7}
\end{equation*}
$$

Since $D^{-1} L_{p} v^{0}=\operatorname{diag}\left(\mathcal{K}_{p \rightarrow s}, \mathcal{K}_{m . p \rightarrow m}\right) v^{0}$ which is positive, equation (C.7) can be solved for $u_{0}>0$ iff $1 / b^{0}>r\left(D^{-1} G\right)$ and so $u^{0}=-\left(D^{-1} G-1 / b^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} v^{0}$.

From the $\dot{B}$-equation of the model, the term of order $\mathcal{O}\left(\alpha^{0}\right)$ leads to

$$
c_{0}=\frac{\left\|\varphi_{0}\right\|_{1} d\left[B_{0} / b^{0}-1\right]}{\left\langle\beta,\left(-\left(D^{-1} G-1 / b^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} \varphi_{0}, \varphi_{0}\right)\right\rangle}>0 \Longleftrightarrow B_{0} / b^{0}=B_{0} r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)>1
$$

Consequently, it comes $b_{0}>0$ and $\left(u^{0}, v^{0}\right)>0$ are such that

$$
\left\{\begin{array}{l}
1 / b^{0}=r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right) \\
v^{0}=\frac{d\left[B_{0} / b^{0}-1\right]}{\left\langle\beta,\left(-\left(D^{-1} G-1 / b^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} \varphi_{0}, \varphi_{0}\right)\right\rangle} \varphi_{0} \\
u^{0}=-\left(D^{-1} G-1 / b^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} v^{0}
\end{array}\right.
$$

conditioned by

$$
\begin{equation*}
r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)>r\left(D^{-1} G\right) \quad \text { and } \quad B_{0} r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)>1 \tag{C.8}
\end{equation*}
$$

Again, evaluating the substitution of expansions (C.5) into the eigenvalue equation (C.4) at $\mathcal{O}(\alpha)$ produces

$$
\left(b^{0} L-\mathbb{I}\right)\left(u^{1}, v^{1}\right)=-\frac{b^{1}}{b^{0}}\left(u^{0}, v^{0}\right)-\frac{N_{p}^{0}+N_{m \cdot p}^{0}}{a_{H}+b_{H} N^{0}}\left[\begin{array}{c}
-D^{-1} u^{0} \\
D_{p}^{-1} u^{0}
\end{array}\right]
$$

that is

$$
\left\{\begin{array}{l}
b^{0} D^{-1} G u^{1}+b^{0} D^{-1} L_{p} v^{1}-u^{1}=-\frac{b^{1}}{b^{0}} u^{0}+\frac{N_{p}^{0}+N_{m \cdot p}^{0}}{a_{H}+b_{H} N^{0}} D^{-1} u^{0}  \tag{C.9a}\\
b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right) v^{1}-v^{1}=-\frac{b^{1}}{b^{0}} v^{0}-\frac{N_{p}^{0}+N_{m \cdot p}^{0}}{a_{H}+b_{H} N^{0}} D_{p}^{-1} u^{0}
\end{array}\right.
$$

As $1 / b^{0}$ is a characteristic value of $D_{p}^{-1}\left(G_{p}-L_{p}\right),\left(b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right)-\mathbb{I}\right)$ is a singular matrix. Thus, for (C.9b) to have a solution, the right-hand side of (C.9b) must be orthogonal to the null space of the adjoint $\left(b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right)-\mathbb{I}\right)^{T}$ of $\left(b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right)-\mathbb{I}\right)$. The null space of $\left(b^{0} D_{p}^{-1}\left(G_{p}-L_{p}\right)-\mathbb{I}\right)^{T}$ is spanned by $\omega_{0}$, where $\omega_{0}^{T}$ is the eigenvector of $\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)^{T}$ corresponding to the eigenvalue $1 / b^{0}$ and normalized such that $\left\|\omega_{0}\right\|_{1}=1$. The Fredholm condition for the solvability of (C.9b) is $\omega_{0} \cdot\left(\frac{b_{1}}{b_{0}} v^{0}+\frac{N_{p}^{0}+N_{m . p}^{0}}{a_{H}+b_{H} N^{0}} D_{p}^{-1} u^{0}\right)=0$. Which gives

$$
\begin{aligned}
& b^{1}=-b^{0} \frac{N_{p}^{0}+N_{m \cdot p}^{0}}{a_{H}+b_{H} N^{0}} \frac{\omega_{0} \cdot D_{p}^{-1} u^{0}}{\omega_{0} \cdot v^{0}} \\
& \left\{\begin{array}{l}
\left(N_{s}, N_{m}\right)=u^{0}+\alpha u^{1}+\mathcal{O}\left(\alpha^{2}\right) \\
\left(N_{p}, N_{m \cdot p}\right)=v^{0}+\alpha v^{1}+\mathcal{O}\left(\alpha^{2}\right), \\
B=b^{0}+\alpha b^{1}+\mathcal{O}\left(\alpha^{2}\right)
\end{array}\right.
\end{aligned}
$$

Approximation of $E^{*}$ for small mutation rates. Here we derive a simple approximation of the stationary state $E^{*}$ when mutation rates $\varepsilon_{v}$ are small. Without loss of generality, we express parameters $\epsilon_{j}$ as functions of the same quantity, let us say $\eta$, with $\eta \ll 1$. First, we have

$$
\begin{aligned}
1 / b^{0}= & r\left(D_{p}^{-1}\left(G_{p}-L_{p}\right)\right)=B_{0}^{-1} \max \left(\mathcal{R}_{p}, \mathcal{R}_{m . p}\right)+\mathcal{O}\left(\eta^{2}\right) \\
& =(1-\theta)(1-\eta) B_{0}^{-1} \max \left(\mathcal{T}_{p}, \mathcal{T}_{m \cdot p}\right)+\mathcal{O}\left(\eta^{2}\right)
\end{aligned}
$$

Next, we consider two cases $\mathcal{R}_{p}>\mathcal{R}_{\text {m.p }}$ and $\mathcal{R}_{p}<\mathcal{R}_{\text {m.p }}$, i.e. $\quad \mathcal{T}_{p}>\mathcal{T}_{\text {m.p }}$ and $\mathcal{T}_{p}<\mathcal{T}_{\text {m.p }}$ for small mutations $\varepsilon_{j}$ 's.

Case: $\mathcal{T}_{p}>\mathcal{T}_{\text {m.p }}$. Recall that condition (C.8) for the existence of the stationary state $E^{*}$ simply rewrites

$$
\mathcal{R}_{p}>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right) \quad \text { and } \quad \mathcal{R}_{p}>1
$$

which, for small $\eta$, rewrites

$$
(1-\theta) \mathcal{T}_{p}>\max \left(\mathcal{T}_{s}, \mathcal{T}_{m}\right) \quad \text { and } \quad(1-\theta) \mathcal{T}_{p}>1
$$

We have $\varphi_{0}=\left(\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta)(1-\eta), \eta B_{0} \tau_{p} \beta_{p} / d_{m . p}\right)^{T}+\mathcal{O}\left(\eta^{2}\right)$ and $\omega_{0}=$ $\left(\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta)(1-\eta), \eta B_{0} \tau_{m . p} \beta_{m . p} / d_{p}\right)+\mathcal{O}\left(\eta^{2}\right)$. Which gives the following
approxiamtion of the stationary state $E^{*}$ :

$$
\begin{align*}
& B^{*}=\frac{B_{0}}{(1-\theta) \mathcal{T}_{p}}(1+\eta)+\mathcal{O}\left(\eta^{2}\right) \\
& \left(N_{p}^{*}, N_{m \cdot p}^{*}\right)=\frac{c_{0}}{\Delta_{p-m \cdot p}^{\eta}+\eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m \cdot p}}}\left(\Delta_{p-m \cdot p}^{\eta}, \eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m \cdot p}}\right)^{T}+\mathcal{O}\left(\eta^{2}\right) \\
& \left(N_{s}^{*}, N_{m}^{*}\right)=\frac{B_{0} c_{0} \theta}{\Delta_{p-s}^{\eta}\left(\Delta_{p-m \cdot p}^{\eta}+\eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m \cdot p}}\right)} \times \\
& \left(\Delta_{p-m \cdot p}^{\eta} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}, \eta \frac{\Delta_{p-m \cdot p}^{\eta} \frac{B_{0} \tau_{s} \beta_{s}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}+\Delta_{p-s}^{\eta} \frac{B_{0} \tau_{m \cdot p} \beta_{m \cdot p}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{m \cdot p}}}{\Delta_{p-m}^{\eta}}\right)^{T}+\mathcal{O}\left(\eta^{2}\right) \tag{C.10}
\end{align*}
$$

with $\Delta_{p-m . p}^{\eta}=\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta)(1-\eta), \Delta_{p-m}^{\eta}=\mathcal{T}_{p}(1-\theta)(1-\eta)-\mathcal{T}_{m}(1-\eta)$, $\Delta_{p-s}^{\eta}=\mathcal{T}_{p}(1-\theta)(1-\eta)-\mathcal{T}_{s}(1-\eta), c_{0}=\frac{d\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}+\mathcal{K}_{p \rightarrow m . p}\right)\left(\mathcal{R}_{p}-1\right)}{\beta^{*}}>0$ and

$$
\begin{aligned}
\beta^{*}= & \beta_{p}\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right)+\beta_{m . p} \mathcal{K}_{p \rightarrow m . p}+\frac{B_{0}}{\left(\mathcal{R}_{s}-\mathcal{R}_{p}\right)\left(\mathcal{R}_{m}-\mathcal{R}_{p}\right)}\left\{\beta_{s}\left(\mathcal{R}_{p}-\mathcal{R}_{m}\right)\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right) \mathcal{K}_{p \rightarrow s}\right. \\
& \left.+\beta_{m}\left[\left(\mathcal{R}_{p}-\mathcal{R}_{m . p}\right) \mathcal{K}_{s \rightarrow m} \mathcal{K}_{p \rightarrow s}+\left(\mathcal{R}_{p}-\mathcal{R}_{s}\right) \mathcal{K}_{m . p \rightarrow m} \mathcal{K}_{p \rightarrow m . p}\right]\right\}
\end{aligned}
$$

From where, $P_{R}\left(E^{*}\right)=\mathcal{P}_{m}^{*}+\mathcal{P}_{p}^{*}+\mathcal{P}_{m . p}^{*}$, with $\mathcal{P}_{m}^{*}=\eta \frac{B_{0} \theta}{\Delta_{p-s}^{\eta}} \frac{\Delta_{p-m . p}^{\eta} \frac{B_{0} \tau_{s} \beta_{s}}{d} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}+\Delta_{p-s}^{\eta} \frac{B_{0} \tau_{m . p} \beta_{m . p}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p}}}{\Delta_{p-m}^{n} N^{\eta}}$, $\mathcal{P}_{p}^{*}=\frac{\Delta_{p-m . p}^{\eta}}{N^{\eta}}, \mathcal{P}_{m . p}^{*}=\eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p} N^{\eta}}$ and
$N^{\eta}=\Delta_{p-m . p}^{\eta}+\eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p}}+\frac{B_{0} \theta}{\Delta_{p-s}^{\eta}}\left(\Delta_{p-m . p}^{\eta} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}+\eta \frac{\Delta_{p-m . p}^{\eta} \frac{B_{0} \tau_{s} \beta_{s}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}+\Delta_{p-s}^{\eta} \frac{B_{0} \tau_{m . p} \beta_{m . p}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p}}}{\Delta_{p-m}^{\eta}}\right)$.
With the Taylor expansion it comes

$$
\begin{aligned}
\mathcal{P}_{m}^{*} & =\eta \frac{B_{0} \theta}{\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}} \frac{\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta) \frac{B_{0} \tau_{s} \beta_{s}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}+\left(\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}\right) \frac{B_{0} \tau_{m . p} \beta_{m . p}}{d_{m}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p}}}{\left(\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{m}\right)\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta)\left(1+\frac{B_{0} \theta}{\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}\right)}+\mathcal{O}\left(\eta^{2}\right) \\
\mathcal{P}_{p}^{*} & =\frac{1}{\left(1+\frac{B_{0} \theta}{\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}\right)}+\mathcal{O}(\eta) \\
\mathcal{P}_{m . p}^{*} & =\eta \frac{B_{0} \tau_{p} \beta_{p}}{d_{m . p}\left(\mathcal{T}_{p}-\mathcal{T}_{m . p}\right)(1-\theta)\left(1+\frac{B_{0} \theta}{\mathcal{T}_{p}(1-\theta)-\mathcal{T}_{s}} \frac{B_{0} \tau_{p} \beta_{p}}{d_{s}}\right)}+\mathcal{O}\left(\eta^{2}\right)
\end{aligned}
$$

Case: $\mathcal{T}_{p}<\mathcal{T}_{\text {m.p }}$. Again, condition (C.8) for the existence of the stationary state $E^{*}$ becomes

$$
\mathcal{R}_{m . p}>\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right) \quad \text { and } \quad \mathcal{R}_{m . p}>1
$$

which, for sufficiently $\eta$, rewrites

$$
(1-\theta) \mathcal{T}_{m \cdot p}>\max \left(\mathcal{T}_{s}, \mathcal{T}_{m}\right) \quad \text { and } \quad(1-\theta) \mathcal{T}_{m \cdot p}>1
$$

Again, by Taylor expansion, we find

$$
\begin{equation*}
B^{*}=\frac{B_{0}}{(1-\theta) \mathcal{T}_{m \cdot p}}(1+\eta)+\mathcal{O}\left(\eta^{2}\right) \tag{C.11}
\end{equation*}
$$

and

$$
v^{0}=c_{0}(0,1)+\mathcal{O}\left(\eta^{2}\right)
$$

Since $u^{0}=-\left(D^{-1} G-1 / b^{0} \mathbb{I}\right)^{-1} D^{-1} L_{p} v^{0}$, we then have

$$
u^{0}=\frac{c_{0} \theta B_{0}^{2} \tau_{p} \beta_{p}}{d_{m}\left[\mathcal{T}_{m \cdot p}(1-\theta)(1-\eta)-\mathcal{T}_{m}(1-\eta)\right]}(0,1)+\mathcal{O}\left(\eta^{2}\right)
$$

From where, $P_{R}\left(E^{*}\right)=\mathcal{P}_{m}^{*}+\mathcal{P}_{p}^{*}+\mathcal{P}_{m . p}^{*}$, with

$$
\begin{aligned}
\mathcal{P}_{m}^{*} & =\frac{\theta B_{0}^{2} \tau_{p} \beta_{p}}{\theta B_{0}^{2} \tau_{p} \beta_{p}+d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}+\mathcal{O}(\eta), \\
\mathcal{P}_{p}^{*} & =\mathcal{O}(\eta), \\
\mathcal{P}_{m . p}^{*} & =\frac{d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}{\theta B_{0}^{2} \tau_{p} \beta_{p}+d_{m}\left[\mathcal{T}_{m . p}(1-\theta)-\mathcal{T}_{m}\right]}+\mathcal{O}(\eta) .
\end{aligned}
$$

## D Proof of Theorem 4.2

The linearized system at a given stationary state $E^{*}=\left(B^{*}, u^{*}, v^{*}\right)$ writes

$$
\begin{equation*}
(\dot{B}, \dot{u}, \dot{v})^{T}=J\left[E^{*}\right](B, u, v)^{T} \tag{D.12}
\end{equation*}
$$

wherein $J\left[E^{*}\right]$ is defined by the Jacobian matrix associated to (D.12) and is given by
$J\left[E^{*}\right]=\left(\begin{array}{ccc}-\left[d+\left\langle\beta,\left(u^{*}, v^{*}\right)\right\rangle\right] & -B^{*}\left(\beta_{s}, \beta_{m}\right) & -B^{*}\left(\beta_{p}, \beta_{m . p}\right) \\ G u^{*}+L_{p} v^{*} & B^{*} G-D-M\left[E^{*}\right] & -N\left[E^{*}\right]+B^{*} L_{p} \\ \left(G_{p}-L_{p}\right) v^{*} & M\left[E^{*}\right] & B^{*}\left(G_{p}-L_{p}\right)-D_{p}+N\left[E^{*}\right]\end{array}\right)$,
$M\left[E^{*}\right]=\left(\begin{array}{cc}H\left(N^{*}\right)\left(N_{p}^{*}+N_{m . p}^{*}\right)+\xi_{s}^{*} & \xi_{s}^{*} \\ \xi_{m}^{*} & H\left(N^{*}\right)\left(N_{p}^{*}+N_{m . p}^{*}\right)+\xi_{m}^{*}\end{array}\right)$,
$N\left[E^{*}\right]=\left(\begin{array}{cc}H\left(N^{*}\right) N_{s}^{*}+\xi_{s}^{*} & H\left(N^{*}\right) N_{s}^{*}+\xi_{s}^{*} \\ H\left(N^{*}\right) N_{m}^{*}+\xi_{m}^{*} & H\left(N^{*}\right) N_{m}^{*}+\xi_{m}^{*}\end{array}\right)$,
with $\xi_{s}^{*}=H^{\prime}\left(N^{*}\right) N_{s}^{*}\left(N_{p}^{*}+N_{m . p}^{*}\right)$, and $\xi_{m}^{*}=H^{\prime}\left(N^{*}\right) N_{m}^{*}\left(N_{p}^{*}+N_{m . p}^{*}\right)$. Without loss of generality, and when necessary, we express parameters $\varepsilon_{j}$ and $\alpha$ as functions of the same quantity, let us say $\eta$, with $\eta \ll 1$.

Recall that the stability modulus of a matrix $M$ is $s_{0}(M)=\{\max \operatorname{Re}(z): z \in$ $\sigma(M)\}$ and $M$ is said to be locally asymptotically stable (l.a.s.) if $s_{0}(M)<0$ [18].

Stablity of $E_{s-m}^{*}$. At point $E_{s-m}^{*}$, the Jacobian matrix $J\left[E_{s-m}^{*}\right]$ writes

$$
J\left[E_{s-m}^{*}\right]=\left(\begin{array}{cc}
Z\left[E_{s-m}^{*}\right] & X\left[E_{s-m}^{*}\right] \\
0 & Y\left[E_{s-m}^{*}\right]
\end{array}\right)
$$

with

$$
\begin{aligned}
Z\left[E_{s-m}^{*}\right] & =\left(\begin{array}{cc}
-\left[d+\left\langle\left(\beta_{s}, \beta_{m}\right), u^{*}\right\rangle\right] & -B^{*}\left(\beta_{s}, \beta_{m}\right) \\
G u^{*} & B^{*} G-D
\end{array}\right), \\
X\left[E_{s-m}^{*}\right] & =\binom{-B^{*}\left(\beta_{p}, \beta_{m . p}\right)}{-N\left[E_{s-m}^{*}\right]+B^{*} L_{p}}, \\
Y\left[E_{s-m}^{*}\right] & =B^{*}\left(G_{p}-L_{p}\right)-D_{p}+N\left[E_{s-m}^{*}\right] .
\end{aligned}
$$

Then, $E_{s-m}^{*}$ is unstable if $s_{0}\left(Y\left[E_{s-m}^{*}\right]\right)>0$ and a necessary condition for the stability of $E_{s-m}^{*}$ is that $s_{0}\left(Y\left[E_{s-m}^{*}\right]\right)<0$. By setting $h_{j}^{*}=\frac{N_{j}^{*}}{a_{H}+b_{H} N^{*}}$, with $j=s, m$; note that

$$
Y\left[E_{s-m}^{*}\right]=\left[\begin{array}{cc}
B^{*} \tau_{p} \beta_{p}\left(1-\varepsilon_{p}\right)(1-\theta)-d_{p}+\alpha h_{s}^{*} & B^{*} \varepsilon_{m . p}(1-\theta) \tau_{m . p} \beta_{m \cdot p}+\alpha h_{s}^{*} \\
B^{*} \varepsilon_{p}(1-\theta) \tau_{p} \beta_{p}+\alpha h_{m}^{*} & B^{*} \tau_{m . p} \beta_{m . p}\left(1-\varepsilon_{m \cdot p}\right)(1-\theta)-d_{m . p}+\alpha h_{m}^{*}
\end{array}\right]
$$

and eigenvalues $z_{1}, z_{2}$ of $Y\left[E_{s-m}^{*}\right]$ are such that

$$
\begin{aligned}
z_{1} & =B^{*} \tau_{p} \beta_{p}\left(1-\varepsilon_{p}\right)(1-\theta)-d_{p}+\alpha h_{s}^{*}+\mathcal{O}\left(\eta^{2}\right) \\
& =d_{p}\left(\frac{B^{*}}{B_{0}} \mathcal{R}_{p}+\frac{\alpha h_{s}^{*}}{d_{p}}-1\right)+\mathcal{O}\left(\eta^{2}\right), \\
z_{2} & =B^{*} \tau_{m . p} \beta_{m \cdot p}\left(1-\varepsilon_{m . p}\right)(1-\theta)-d_{m . p}+\alpha h_{m}^{*}+\mathcal{O}\left(\eta^{2}\right) \\
& =d_{m \cdot p}\left(\frac{B^{*}}{B_{0}} \mathcal{R}_{m . p}+\frac{\alpha h_{m}^{*}}{d_{m . p}}-1\right)+\mathcal{O}\left(\eta^{2}\right) .
\end{aligned}
$$

From where, for sufficiently small mutation and flux of HGT rates, we have

$$
s_{0}\left(Y\left[E_{s-m}^{*}\right]\right)<0 \Longleftrightarrow\left\{\begin{array}{l}
\frac{\mathcal{R}_{p}}{\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)}+\alpha \frac{h_{s}^{*}}{d_{p}}<1, \\
\frac{\mathcal{R}_{m \cdot p}}{\max \left(\mathcal{R}_{s}, \mathcal{R}_{m}\right)}+\alpha \frac{h_{m}^{*}}{d_{m \cdot p}}<1
\end{array}\right.
$$

Next, it remains to check the stability of the block matrix $Z\left[E_{s-m}^{*}\right]$ :

$$
Z\left[E_{s-m}^{*}\right]=\left(\begin{array}{ccc}
-\left[d+\beta_{s} N_{s}^{*}+\beta_{m} N_{m}^{*}\right] & -B^{*} \beta_{s} & -B^{*} \beta_{m} \\
\tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right) N_{s}^{*}+\varepsilon_{m} \tau_{m} \beta_{m} N_{m}^{*} & B^{*} \tau_{s} \beta_{s}\left(1-\varepsilon_{s}\right)-d_{s} & B^{*} \varepsilon_{m} \tau_{m} \beta_{m} \\
\varepsilon_{s} \tau_{s} \beta_{s} N_{s}^{*}+\tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right) N_{m}^{*} & B^{*} \varepsilon_{s} \tau_{s} \beta_{s} & B^{*} \tau_{m} \beta_{m}\left(1-\varepsilon_{m}\right)-d_{m}
\end{array}\right)
$$

Again, recalling that $\left(N_{s}^{*}, N_{m}^{*}\right)=\frac{d\left(B_{0} r\left(D^{-1} G\right)-1\right)}{\left\langle\left(\beta_{s}, \beta_{m}\right), \phi_{0}\right\rangle} \phi_{0}$, the expansion of the ma$\operatorname{trix} Z\left[E_{s-m}^{*}\right]$ takes the form $Z\left[E_{s-m}^{*}\right]=Z^{0}+\eta Z^{\eta}$, wherein

$$
Z^{0}=\left(\begin{array}{ccc}
-\left[d+\beta_{s} n_{s}^{0}\right] & -b^{0} \beta_{s} & -b^{0} \beta_{m} \\
\tau_{s} \beta_{s} n_{s}^{0} & b^{0} \tau_{s} \beta_{s}-d_{s} & 0 \\
0 & 0 & b^{0} \tau_{m} \beta_{m}-d_{m}
\end{array}\right)
$$

with $n_{s}^{0}=\frac{c^{0}}{2}\left(\mathcal{T}_{s}-\mathcal{T}_{m}+\left|\mathcal{T}_{s}-\mathcal{T}_{m}\right|\right), \frac{1}{b^{0}}=\frac{1}{2 B_{0}}\left(\mathcal{T}_{s}+\mathcal{T}_{m}+\left|\mathcal{T}_{s}-\mathcal{T}_{m}\right|\right)$, and where $c^{0}$ is a positive constant (which does not depends on $\eta$ ). We first assume that $\mathcal{T}_{s}>\mathcal{T}_{m}$. Then, eigenvalues $z_{k}^{0}(k=1,2,3)$ of $Z^{0}$ are such that $z_{1}^{0}=b^{0} \tau_{m} \beta_{m}-$ $d_{m}$, and $z_{2}^{0}, z_{3}^{0}$ are solution of

$$
z^{2}+\left[d+\beta_{s} n_{s}^{0}+d_{s}-b^{0} \tau_{s} \beta_{s}\right] z+b^{0} \tau_{s} \beta_{s}^{2} n_{s}^{0}+\left(d+\beta_{s} n_{s}^{0}\right)\left(d_{s}-b^{0} \tau_{s} \beta_{s}\right)=0
$$

Since $d_{s}-b^{0} \tau_{s} \beta_{s}=d_{s}\left(1-\frac{2}{\mathcal{T}_{s}+\mathcal{T}_{m}+\left|\mathcal{T}_{s}-\mathcal{T}_{m}\right|} \mathcal{T}_{s}\right) \geq 0$, coefficients of the previous polynomial are positive and so $\mathcal{R}_{e}\left(z_{2}^{0}\right)<0, \mathcal{R}_{e}\left(z_{3}^{0}\right)<0$. Moreover, $z_{1}^{0}=d_{m}\left(\frac{2}{\mathcal{T}_{s}+\mathcal{T}_{m}+\left|\mathcal{T}_{s}-\mathcal{T}_{m}\right|} \mathcal{T}_{m}-1\right) \leq 0$, from where $s_{0}\left(Z^{0}\right)<0$, which gives $s_{0}\left(Z\left[E_{s-m}^{*}\right]\right)<0$ for $\eta$ sufficiently small [15]. Consequently, for small $\eta, E_{s-m}^{*}$ is l.a.s if and only if $s_{0}\left(Y\left[E_{s-m}^{*}\right]\right)<0$.

Stability of $E^{*}$. Let

$$
\left\{\begin{array}{l}
u^{*}=\left(x_{s}^{*}, x_{m}^{*}\right)+\mathcal{O}(\eta) \\
v^{*}=\left(x_{p}^{*}, x_{m \cdot p}^{*}\right)+\mathcal{O}(\eta), \\
B^{*}=b_{0}^{*}+\mathcal{O}(\eta)
\end{array}\right.
$$

Then $J\left[E^{*}\right]$ takes the form $J\left[E^{*}\right]=J_{0}^{*}+\eta J_{\eta}^{*}$, with $J_{0}^{*}=$

$$
\left(\begin{array}{ccccc}
-\left(d+\sum_{j} \beta_{j} x_{j}^{*}\right) & -b_{0}^{*} \beta_{s} & -b_{0}^{*} \beta_{m} & -b_{0}^{*} \beta_{p} & -b_{0}^{*} \beta_{m \cdot p}  \tag{D.14}\\
\mu_{s} x_{s}^{*}+\theta \mu_{p} x_{p}^{*} & b_{0}^{*} \mu_{s}-d_{s} & 0 & b_{0}^{*} \theta \mu_{p} & 0 \\
\mu_{m} x_{m}^{*}+\theta \mu_{m . p} x_{m . p}^{*} & 0 & b_{0}^{*} \mu_{m}-d_{m} & 0 & b_{0}^{*} \theta \mu_{m \cdot p} \\
(1-\theta) \mu_{p} x_{p}^{*} & 0 & 0 & b_{0}^{*}(1-\theta) \mu_{p}-d_{p} & 0 \\
(1-\theta) \mu_{m . p} x_{m . p}^{*} & 0 & 0 & 0 & b_{0}^{*}(1-\theta) \mu_{m \cdot p}-d_{m \cdot p}
\end{array}\right)
$$

Recall that, for $\eta$ sufficiently small, the existence of $E^{*}$ is ensured by

$$
(1-\theta) \max \left(\mathcal{T}_{p}, \mathcal{T}_{m . p}\right)>\max \left(\mathcal{T}_{s}, \mathcal{T}_{m}\right)
$$

If $\mathcal{T}_{p}>\mathcal{T}_{m . p}$, from (C.10), we have $b_{0}^{*}=\frac{B_{0}}{(1-\theta) \mathcal{T}_{p}}, x_{m}^{*}=x_{m . p}^{*}=0$, and $J_{0}^{*}$ rewrites $J_{0}^{*}=$

$$
\left(\begin{array}{ccccc}
-\left(d+\sum_{j} \beta_{j} x_{j}^{*}\right) & -b_{0}^{*} \beta_{s} & -b_{0}^{*} \beta_{m} & -b_{0}^{*} \beta_{p} & -b_{0}^{*} \beta_{m \cdot p} \\
\mu_{s} x_{s}^{*}+\theta \mu_{p} x_{p}^{*} & b_{0}^{*} \mu_{s}-d_{s} & 0 & b_{0}^{*} \theta \mu_{p} & 0 \\
0 & 0 & b_{0}^{*} \mu_{m}-d_{m} & 0 & b_{0}^{*} \theta \mu_{m \cdot p} \\
(1-\theta) \mu_{p} x_{p}^{*} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & b_{0}^{*}(1-\theta) \mu_{m \cdot p}-d_{m \cdot p}
\end{array}\right)
$$

Denoting by $\sigma(\cdot)$ the spectrum of a given matrix, we have $\sigma\left(J_{0}^{*}\right)=\left\{b_{0}^{*}(1-\theta) \mu_{m . p}-d_{m . p}, b_{0}^{*} \mu_{m}-d_{m}\right\} \cup$ $\sigma\left(Y_{0}^{*}\right)$, where

$$
Y_{0}^{*}=\left(\begin{array}{ccc}
-\left(d+\sum_{j} \beta_{j} x_{j}^{*}\right) & -b_{0}^{*} \beta_{s} & -b_{0}^{*} \beta_{p} \\
\mu_{s} x_{s}^{*}+\theta \mu_{p} x_{p}^{*} & b_{0}^{*} \mu_{s}-d_{s} & b_{0}^{*} \theta \mu_{p} \\
(1-\theta) \mu_{p} x_{p}^{*} & 0 & 0
\end{array}\right)
$$

Since $b_{0}^{*}(1-\theta) \mu_{m . p}-d_{m . p}=d_{m . p}\left(\mathcal{T}_{m . p} / \mathcal{T}_{p}-1\right)<0$ and $b_{0}^{*} \mu_{m}-d_{m}=d_{m}\left(\mathcal{T}_{m} /\left((1-\theta) \mathcal{T}_{p}\right)-1\right)<$ 0 , then $E^{*}$ is l.a.s. iff $s_{0}\left(Y_{0}^{*}\right)<0$. The characteristic polynomial of $Y_{0}^{*}$ writes $\pi(z)=z^{3}+\pi_{2} z^{2}+\pi_{1} z+\pi_{0}$, with

$$
\begin{aligned}
& \pi_{2}=d+\beta_{s} x_{s}^{*}+\beta_{p} x_{p}^{*}+d_{s}-b_{0}^{*} \mu_{s} \\
& \pi_{1}=\left(d+\beta_{s} x_{s}^{*}+\beta_{p} x_{p}^{*}\right)\left(d_{s}-b_{0}^{*} \mu_{s}\right)+b_{0}^{*} \beta_{s}\left(\mu_{s} x_{s}^{*}+\theta \mu_{p} x_{p}^{*}\right)+b_{0}^{*} \beta_{p}(1-\theta) \mu_{p} x_{p}^{*} \\
& \pi_{0}=(1-\theta) \mu_{p} x_{p}^{*}\left(\left(b_{0}^{*}\right)^{2} \beta_{s} \theta \mu_{p}+\left(d_{s}-b_{0}^{*} \mu_{s}\right) b_{0}^{*} \beta_{p}\right) .
\end{aligned}
$$

By the Routh-Hurwitz stability criterion we deduce that $\pi$ is a stable polynomial (i.e. $s_{0}\left(Y_{0}^{*}\right)<0$ ), and then $E^{*}$ is l.a.s..

If $\mathcal{T}_{p}<\mathcal{T}_{m . p}$, again from (C.11), we have $b_{0}^{*}=\frac{B_{0}}{(1-\theta) \mathcal{T}_{m . p}}, x_{s}^{*}=x_{p}^{*}=0$, and the characteristic polynomial of $J_{0}^{*}$ writes $\left|J_{0}^{*}-z \mathbb{I}\right|=\left(b_{0}^{*} \mu_{s}-d_{s}-z\right)\left(b_{0}^{*}(1-\right.$ ө) $\left.\mu_{p}-d_{p}-z\right) \times$

$$
\left|\begin{array}{ccc}
-\left(d+\sum_{j} \beta_{j} x_{j}^{*}\right)-z & -b_{0}^{*} \beta_{m} & -b_{0}^{*} \beta_{m \cdot p} \\
\mu_{m} x_{m}^{*}+\theta \mu_{m \cdot p} x_{m \cdot p}^{*} & b_{0}^{*} \mu_{m}-d_{m}-z & b_{0}^{*} \theta \mu_{m \cdot p} \\
(1-\theta) \mu_{m \cdot p} x_{m \cdot p}^{*} & 0 & -z
\end{array}\right|
$$

Same arguments as previously lead to the local stability of $E^{*}$.

## E The model with mutations depending on the abundance of the parental cells

When the occurrence of new mutants depends on the abundance of the parental cells, the model writes

$$
\left\{\begin{align*}
\dot{B}(t) & =\Lambda-d B-B \sum_{j \in \mathcal{J}} \beta_{j} N_{j}, \\
\dot{N}_{s}(t) & =\tau_{s} \beta_{s} B N_{s}-\left(d_{s}+\varepsilon_{s}\right) N_{s}+\varepsilon_{m} N_{m}+\theta \tau_{p} \beta_{p} B N_{p}-H(N) N_{s}\left[N_{p}+N_{m . p}\right], \\
\dot{N}_{m}(t) & =\tau_{m} \beta_{m} B N_{m}-\left(d_{m}+\varepsilon_{m}\right) N_{m}+\varepsilon_{s} N_{s}+\theta \tau_{m . p} \beta_{m . p} B N_{m \cdot p}-H(N) N_{m}\left[N_{m . p}+N_{p}\right], \\
\dot{N}_{p}(t) & =\tau_{p} \beta_{p}(1-\theta) B N_{p}-\left(d_{p}+\varepsilon_{p}\right) N_{p}+\varepsilon_{m . p} N_{m . p}+H(N) N_{s}\left[N_{p}+N_{m . p}\right], \\
\dot{N}_{m \cdot p}(t) & =\tau_{m . p} \beta_{m . p}(1-\theta) B N_{m . p}-\left(d_{m . p}+\varepsilon_{m . p}\right) N_{m . p}+\varepsilon_{p} N_{p}+H(N) N_{m}\left[N_{m . p}+N_{p}\right], \tag{E.15}
\end{align*}\right.
$$

wherein state variables and model parameters are the same as for Model (2.2).

## References

[1] Ankomah, P., \& Levin, B. R. (2014). Exploring the collaboration between antibiotics and the immune response in the treatment of acute, self-limiting infections. Proceedings of the National Academy of Sciences, 111(23), 8331-8338.
[2] Bahl, M. I., S? rensen, S. R. J., \& Hestbjerg Hansen, L. (2004). Quantification of plasmid loss in Escherichia coli cells by use of flow cytometry. FEMS microbiology letters, 232(1), 45-49.
[3] Baker, K. S., Dallman, T. J., Field, N., Childs, T., Mitchell, H., Day, M., ... \& Jenkins, C. (2018). Horizontal antimicrobial resistance transfer drives epidemics of multiple Shigella species. Nature communications, $9(1), 1462$.
[4] Bergstrom, C. T., Lipsitch, M., \& Levin, B. R. (2000). Natural selection, infectious transfer and the existence conditions for bacterial plasmids. Genetics, 155(4), 1505-1519.
[5] Blanquart, F. (2019). Evolutionary epidemiology models to predict the dynamics of antibiotic resistance. Evolutionary applications, 12(3), 365-383.
[6] Bush, K., \& Fisher, J. F. (2011). Epidemiological expansion, structural studies, and clinical challenges of new $\beta$-lactamases from gram-negative bacteria. Annual review of microbiology, 65, 455478.
[7] Carattoli, A., Villa, L., Poirel, L., Bonnin, R. A., \& Nordmann, P. (2012). Evolution of IncA/C blaCMY-2-carrying plasmids by acquisition of the blaNDM-1 carbapenemase gene. Antimicrobial agents and chemotherapy, 56(2), 783-786.
[8] CDC. Antibiotic Resistance Threats in the United States, 2019. Atlanta, GA: U.S. Department of Health and Human Services, CDC; 2019.
[9] Colijn, C., \& Cohen, T. (2015). How competition governs whether moderate or aggressive treatment minimizes antibiotic resistance. Elife, 4, e10559.
[10] Cushing, J. M. (1998). An Introduction to Structured Population Dynamics, CBMS-NSF Reg. Conf. Ser. Appl. Math. 71, SIAM, Philadelphia.
[11] Dionisio, F., Matic, I., Radman, M., Rodrigues, O. R., \& Taddei, F. (2002). Plasmids spread very fast in heterogeneous bacterial communities. Genetics, 162(4), 1525-1532.
[12] Gordon, D. M. (1992). Rate of plasmid transfer among Escherichia coli strains isolated from natural populations. Microbiology, 138(1), 17-21.
[13] Hale J. K. \& Waltman P. (1989). Persistence in infinitedimensional systems, SIAM J. Math. Anal., 20, pp. 388-395.
[14] Hughes, V. M., \& Datta, N. (1983). Conjugative plasmids in bacteria of the 'pre-antibiotic'era. Nature, 302(5910), 725.
[15] Kato, T. (1976). Perturbation theory for linear operators. 1966. New York, 3545.
[16] Levin, B. R., Stewart, F. M., \& Rice, V. A. (1979). The kinetics of conjugative plasmid transmission: fit of a simple mass action model. Plasmid, 2(2), 247-260.
[17] Lili, L. N., Britton, N. F., \& Feil, E. J. (2007). The persistence of parasitic plasmids. Genetics, 177(1), 399-405.
[18] Li, M. Y., \& Wang, L. (1998). A criterion for stability of matrices. Journal of mathematical analysis and applications, 225(1), 249264.
[19] Loewe, L., Textor, V., \& Scherer, S. (2003). High deleterious genomic mutation rate in stationary phase of Escherichia coli. Science, 302(5650), 1558-1560.
[20] Lopatkin, A. J., Huang, S., Smith, R. P., Srimani, J. K., Sysoeva, T. A., Bewick, S., Karing, D. K., \& You, L. (2016). Antibiotics as a selective driver for conjugation dynamics. Nature microbiology, 1(6), 16044.
[21] Martinez, J. L. (2008). Antibiotics and antibiotic resistance genes in natural environments. Science, 321(5887), 365-367.
[22] Melnyk, A. H., Wong, A., \& Kassen, R. (2015). The fitness costs of antibiotic resistance mutations. Evolutionary applications, 8(3), 273-283.
[23] Moellering Jr, R. C. (2010). NDM-1-a cause for worldwide concern. New England Journal of Medicine, 363(25), 2377-2379.
[24] Philippon, A., Arlet, G., \& Jacoby, G. A. (2002). Plasmiddetermined AmpC-type $\beta$-lactamases. Antimicrobial agents and chemotherapy, 46(1), 1-11.
[25] Sniegowski, P. (2004). Evolution: bacterial mutation in stationary phase. Current Biology, 14(6), R245-R246.
[26] Svara, F., \& Rankin, D. J. (2011). The evolution of plasmid-carried antibiotic resistance. BMC evolutionary biology, 11(1), 130.
[27] Tazzyman, S. J., \& Bonhoeffer, S. (2014). Plasmids and evolutionary rescue by drug resistance. Evolution, 68(7), 2066-2078.
[28] Thomas, C. M., \& Nielsen, K. M. (2005). Mechanisms of, and barriers to, horizontal gene transfer between bacteria. Nature reviews microbiology, 3(9), 711.
[29] Vogwill, T., \& MacLean, R. C. (2015). The genetic basis of the fitness costs of antimicrobial resistance: a meta-analysis approach. Evolutionary applications, 8(3), 284-295.
[30] Yates, C. M., Shaw, D. J., Roe, A. J., Woolhouse, M. E. J., \& Amyes, S. G. B. (2006). Enhancement of bacterial competitive fitness by apramycin resistance plasmids from non-pathogenic Escherichia coli. Biology letters, 2(3), 463-465.
[31] zur Wiesch, P. S., Engelstädter, J., \& Bonhoeffer, S. (2010). Compensation of fitness costs and reversibility of antibiotic resistance mutations. Antimicrobial agents and chemotherapy, 54(5), 20852095.


[^0]:    *Author for correspondence: ramses.djidjoudemasse@ird.fr

