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For an atomic state with two electrons missing from different core orbitals one may assume that the 

deeper hole decays first. However it is quite probable that the double core-hole state will decay by emission of a 

slow Auger electron where the deeper core hole remains a spectator, especially if the outer core hole can be 

filled by Coster-Kronig transition, while the deeper cannot. We study here the competition of both Auger decay 

channels in a model system, the 1s2s2p6(3s/3p) states of Ne+ ions. As the phenomenon can take place in any 

decay chain involving multiple core-excited states it can be critical to understand the ion yields, the electron and 

x-ray emission spectra, and the molecular fragmentation. 

 

PACS numbers:  32.80.Hd, 31.25.Jf, 32.80.−t 

 

 

I. INTRODUCTION 

 

Auger electron spectroscopy (AES) is based on a 

process, where a hole in an electronic inner-shell orbital 

is filled by an electron from an outer orbital while a 

second electron (the Auger electron) is emitted into the 

continuum. The kinetic energy of the emitted electron is 

given by the energy difference between the initial and 

final states of the transition. The basic Auger effect is 

thus a two-electron process arising from electron 

correlations, and for decades AES has been developed as 

an instrumental tool in materials science ranging from 

studies of single atoms to surface sciences (see, e.g. 

Refs. [1-3] and references therein). 

Traditionally AES studies have relied on the creation 

of a single initial hole, but recent developments in high 

efficiency multi-electron coincidence detection 

techniques have highlighted new aspects to the process. 

For example, it has become possible to study Auger 

emission from one-site [4-8] and two-site double 

core-holes [9], to follow Auger decay cascades [10-14] 

and weak many-electron Auger processes [13-19]. 

In this study we focus on the Auger decay of 

two-hole states in a case where two holes lay in two 

different sub-orbitals. Such states can be produced 

directly in single-photon excitation at synchrotrons, by 

multi-photon processes at X-ray free-electron lasers 

(FEL), or by electron or ion bombardment. These states 

can be also prepared indirectly via Auger decay cascades 

because, if the initial single hole is at deep enough 

orbital, the system may undergo several Auger decay 

steps where the ionization state of the system is 

increased by one at each step. 

The question we address in the paper is: how do such 

two-hole states decay? If the holes are at the same 

orbital one can expect that the state decays roughly 2-3 

times faster than the corresponding one-hole 

state [7] [20] and that this factor decreases when the 

nuclear charge increases [21]. On the other hand, what 

happens if the holes are in different orbitals? The most 

common answer is probably that the state prefers to 

decay by filling the deeper hole first with a decay time 

that is roughly the same as for the state without the outer 

hole. This assumption arises from the usual behavior of 

ionic states, since one can argue that in general the 

deeper the hole, the larger the possible decay channels 

are and the more unstable the state is. There can be, 

however, a drastic contrast to such assumption. It is 

possible that the outer hole is filled first with emission 

of a slow Auger electron, even if the deeper hole is in 

the K-shell. In the present paper this process is denoted 

as Core Spectator Auger (CSA) decay and the process 

where the deeper hole is filled first as Core Participator 

Auger (CPA) decay. We argue that the branching ratio 

for decay via CSA or CPA path depends on the positions 

of the holes and that if the shallower hole can decay via 

Coster-Kronig (C-K) or super C-K transition  [22] but 

the deeper cannot, the CSA path may be very intense 

and even be the dominant decay process. 
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Fig. 1: (Color online) Schematic representation of CSA and CPA 

paths following the decay of the Ne+ 1s2s[3S]2p63s shake up satellite. 

Note that for visibility the energy axis is divided into two regions, 

and a different y-axis scaling is used above and below the break.  The 

corresponding paths for the 1s2s[1S]2p63s state are similar (except 

that 1st step CSA and CPA Auger electrons have then respectively 

14/19eV and 802eV). Energy levels are from NIST tables, except for 

the levels in red and blue which are obtained from our experiment.   

 

The interplay between Auger decay paths of two-hole 

configurations was discussed in the context of Ar
+
 

2p
−1

3s
−1

4s states in Ref. [11], where a decay into Ar
2+

 

2p
−1

3p
−1

 states was indeed observed. However, the 

competition with the CPA path and the generality of 

such processes were not addressed. Here, we show that 

CSA decay may be intense even if the binding energies 

of the orbitals differ by nearly two orders of magnitude. 

In the present paper we study in detail the 

competition of the CSA and CPA paths. As systems with 

2 asymmetric deep core holes are hard to reach 

experimentally with our method, we consider here as a 

model system the Ne
+
1s

−1
(2s→3s/3p) photoionization 

shake up satellite states. They present 2 holes, one in the 

deep 1s core shell and one in the 2s inner valence shell. 

Note that both holes (whether the 1s
-1

 or the 2s
-1

 one), if 

alone, would Auger decay. 

 The singly ionized two-hole configurations, 

1s2s2p
6
(3s/3p), have two possible Auger decay 

pathways. One is that the 1s hole is filled first, leading 

to the CPA path with emission of an electron with 

kinetic energy of about 800 eV. In the second path the 

2s hole is filled first by a Coster-Kronig process 

involving a 2p electron while an outer 3s/3p electron is 

emitted (or vice-versa, although the overlap of the 2p 

electron with the 2s hole favors the first image), thus 

leading to the CSA path with emission of an electron 

with a kinetic energy of about 10 eV. The CSA and CPA 

decays are shown in Eq. (1) and depicted in Fig. 1 for 

the 1s2s[
3
S]2p

6
3s state plus Fig. 2 for the 1s2s[

3
S]2p

6
3p 

state  

 

 
Fig. 2: (Color online) Schematic representation of CSA and CPA 

paths following the decay of the Ne+ conjugate shake up satellite 

1s2s[3S]2p63p. It is similar to Figure 1 which describes the decay of 

the Ne+ normal shake up satellite. The corresponding paths for the 

1s2s[1S]2p63p state are similar (except that 1st step CSA and CPA 

Auger electrons have then respectively 17/22 and 801eV).  

 

 

h + Ne → Ne
+ 

1s2s2p
6
(3s/3p) + e

-
p 

CSA → Ne
2+ 

1s2s
2
2p

5 
+ e

-
CSA (~10eV) 

      → Ne
3+ 

1s
2
2s

2
2p

3 
+ e

-
 (~800eV) 

   or         (1) 

CPA → Ne
2+ 

1s
2
2s2p

4
(3s/3p)

 
+ e

-
CPA (~800eV) 

 

After CSA decay, the Ne
2+

 ion is still in a highly 

unstable state with a hole in a 1s orbital that decays 

further via emission of a second Auger electron, as 

shown in Fig. 1. The full decay path thus consists of 

emission of a slow Auger electron (CSA) followed by a 

fast electron. The fast electron falls roughly to the same 

kinetic energy range as the first electron in CPA path.  

As for the CPA path, depending on the Ne
2+

 final 

state populated in the decay of the 1s hole, the fast 

electron can be followed (or not, depending on the state) 

by a slow one to end up with a Ne
3+

 (or Ne
2+

) state. In 

the following red color is used to indicate the CSA first 

path and blue the CPA first path. 

 

II. EXPERIMENT 

 

The experiment was carried out at the SEXTANT 

beam line  [23] of the 2.75 GeV synchrotron storage 

ring SOLEIL in St Aubin, France. The ring was operated 

in single bunch mode, providing X-ray light pulses 

every 1.184 μs. The measurements were performed 

using a magnetic-bottle time-of-flight (MB-TOF) 

spectrometer. A 80kHz mechanical chopper was used to 

extend the pulse period up to ∼12 μs in order to allow 

measurement of the absolute electrons flight times  [24]. 

In addition, preliminary measurements were performed 
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at the beamline BL-16A of the Photon Factory (Tsukuba, 

Japan) using a same type of experimental arrangement.  

The MB-TOF instrument is described in detail in 

Ref. [18]. The setup is composed of a combination of a 

strong (0.7 T) and inhomogeneous magnetic field from a 

permanent magnet near the ionization volume and a 

weak (1 mT) and uniform magnetic field created by a 

2-m long solenoid. The combined fields form a magnetic 

mirror that collects electrons from the ionization region 

and guide them onto a micro-channel plate detector at 

the end of the flight tube. A time-to-digital converter is 

used to measure the arrival times of the electrons with 

respect to the synchrotron ring clock. The instrument has 

relative resolution of ∆E/E ~1.6 % and a detection 

efficiency which decreases with electron kinetic energy 

(of 55% 47% and 17% for E = 10, 200 and 800eV 

respectively). The photon energy was set to 965 eV with 

an approximate resolution of 150 meV. 

 

III. THEORY 

 

The calculations were done in relativistic 

configuration interaction Dirac-Fock framework (see, 

e.g.,  [25]) using the Grasp2k code  [26] with 

Dirac-Coulomb Hamiltonian and jj-coupled 

configuration state function basis. For simplicity the 

number of states and configurations was kept as small as 

possible by including only configurations listed in Fig. 1. 

The 3p case was calculated in the same way, except that 

3s orbital was replaced by 3p. The CSA and CPA decay 

rates were calculated using the Auger component of the 

Ratip package  [27]. Photoionization to Ne
+ 

1s
−1

2s
−1

(3s/3p) states was treated using a modified 

version of the Photo component of the Ratip, which 

provides a rough estimate for the cross sections based on 

the sudden approximation  [28]  [29]. 

 

IV. RESULTS AND DISCUTION 

 

A. Competition between Core-hole Spectator (CSA) 

and Core-hole Participant (CPA) Auger decays 

 

Figure 3B) shows the K-shell photoelectron spectrum 

of Ne. The 1s photoelectron line appears at about 95eV. 

It is followed at lower kinetic energies (~48-58 eV) by 

the Ne
+
 1s

-1
2p

-1
nl satellite lines for which the CSA path 

is closed and by the 1s
-1

2s
-1

nl satellite lines (~25-35 eV) 

which are of interest here. Four peaks are distinguished 

here, they correspond to the monopole 1s2s[
1,3

S]2p
6
3s 

and conjugate 1s2s[
1,3

S]2p
6
3p shake up states. The 

two-dimensional maps of all coincidence pairs in Fig. 3 

show fast (panel A) and slow (panel C) Auger electrons 

coincident with the different photoelectrons. For the 1s 

photoelectron single Auger decay produces fast Auger 

electrons while slow Auger electrons correspond to 

double Auger decay of the 1s hole [27]. The decay of the 

Ne
+
 1s

-1
2p

-1
nl satellite states produces a complex  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: (Color on line) Fast and slow Auger decays of Ne 1s satellites. 

B) is the photoelectron spectrum. The two-dimensional (e,e) 

coincidence maps, reveal the detection of the fast (A) and slow (C) 

Auger electron in coincidence with their associated photoelectron. 

The gray and red zones highlighted in (B) show the energy ranges 

used for the true and false coincidence spectra in Fig. 4    

 

structure of low energy cascade Auger electrons as 

studied in [13]. The low energy Auger electrons 

observed in coincidence with the 1s
-1

2s
-1

nl 

photoelectrons allow us to separate unambiguously the 

CSA and CPA paths: 

- The CSA path populates the Ne
2+ 

1s2s
2
2p

5 
(

1,3
P) 

states. These two states are also formed by direct double  

photoionization as evidenced by the two diagonal lines 

in Fig. 3 C), associated to the coincidence detection of 

the two photoelectrons emitted from the 1s and 2p 

orbitals [31]. Therefore, the CSA path induces Fano 

profiles due to interferences between the sequential and 

direct paths: 

 

Ne
+ 

1s
-1

2s
-1

(3s/3p) + e
-
p   

                                 (2) 

   h + Ne       Ne
2+ 

1s2s
2
2p

5 
(

1,3
P) + 2 e

-
p     

 

This interference process has been observed 

experimentally in photoelectron spectra [32] [33], and 

has also attracted theoretical interest [34] [35]. The 

coincidence method allows the separation of the two 

Ne
2+ 

1s2s
2
2p

5 
(

1
P) and (

3
P) channels in finer details than 

in the previous study [31]. We confirm for instance the 

prediction [35] that the Ne
+ 

1s2s[
3
S]2p

6
3s state decays  
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Fig. 4: (Color on line) Comparison of the relative probabilities of the 

CPA and CSA paths, deduced from Fig. 2. The CSA paths through 

the Ne2+ 1s2s2p5 (3P) and (1P) paths are differentiated. See text for 

details.      

 

preferably to the Ne
2+ 

1s2s
2
2p

5 
(

1
P) state, rather than to 

the (
3
P) one.    

- The CPA path is revealed in Fig. 3 C by the 2
nd

 step 

slow Auger electrons emitted at kinetic energy of about 

1-10eV after release of the ~800eV CPA Auger electron 

(see Fig. 1), which are both observed in coincidence 

with the 1s
-1

2s
-1

nl photoelectrons. Integration over the 

slow energy Auger electrons in Fig 3. C (excluding the 

diagonal lines of the CSA path) is depicted by the 

uppermost spectrum in Fig. 4. It gives the intensity of 

the CPA path for each Ne
+ 

1s
-1

2s
-1

nl satellite state.  

The branching ratio between the CPA and CSA paths 

can be quantified from Fig. 4. Results are given in 

Table1. The large error bars (±10%) are due mainly to  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5 Ne2+ states populated by the Auger decay of Ne+ 1s-1 state (A) 

or by CPA decay of the Ne+ 1s2s[3S]2p63s state (B is experiment, C, 

our calculation). Experimental curves are obtained from the Auger 

spectra observed in coincidence with the corresponding 

photoelectrons, in the energy range defined in Fig. 3 B) by the grey 

rectangles. Conversion of the EA~800eV fast Auger electron energies 

into binding energy BEn of the Ne2+ states populated by the Auger 

decay is given by BEn = BE
+ - EA where BE

+ is the binding energy of 

the initial hole-state. Vertical lines indicate Ne2+ levels and Ne3+ 

threshold from the NIST data base. Note that for (B) false 

coincidences have been subtracted; they are estimated from 

coincidences with electrons in the red zone in Fig 3 B) and contain 

also an estimate of the pollution by the core valence direct DPI path 

(2). The resulting spectrum in (B) includes a weak contribution of the 

fast Auger electrons emitted in the 2nd step CSA decay; however their 

lower kinetic energies than the 1 st step CPA electrons converts into a 

contribution and an asymmetry on the high binding energy side of the 

experimental peak.  

 

the estimate of the resonant contribution (CSA path) to 

the Fano profiles. The table shows also the results of 

two theoretical approaches. A simple model considers 

that the 1s
-1

 and 2s
-1

 holes of the Ne
+
 1s

-1
2s

-1
nl satellite 

state will decay with the probability proportional to the 

lifetimes of the single holes Ne 1s
-1

2s
2
2p

6
nl and 

1s
2
2s

-1
2p

6
nl (as calculated here). This model gives the 

correct order of magnitude for the CSA / CPA branching 

ratio but fails to predict its dependence with the 1s
-1

2s
-1

 

[
1,3

S] core coupling. Our detailed calculations confirm 

this dependence but overestimate the CSA decay 

probability. 

 

B. The intermediate Ne
2+

 states populated in the CPA 

decay are above Ne
3+

 threshold 

  

To locate the Ne
2+

 states populated in the CPA decay 

we examine first the fast Auger electrons. Fig. 5 deals 

with the decay of the Ne
+
 1s2s[

3
S]2p

6
3s shake up state 

while Fig. 6 deals with that of the Ne
+
 1s2s[

3
S]2p

6
3p 

conjugate shake up state. Fig. 5 shows the Auger spectra 

Table 1. Probability (in %) for the 1s
-1

2s
-1

[
1,3

S] nl states to 

decay by Core Spectator Auger decay. The simple model 

predicts that the 1s-1 and 2s-1 holes will decay with a 

probability described by the calculated lifetimes of the 

1s-12s22p6nl (320meV for nl= 3s and 276meV for 3p) and 

1s22s-12p6nl levels (148meV for 3s and 18meV for 3p) 

 

Ne+ 

state 

(
3
S)3s  (

1
S)3s 

 

(
3
S)3p  (

1
S)3p  

Experiment (±10) 35 33 22 4 

Simple Model 31 31 6 6 

This calculation 66.1 51.0 36.8 14.9 
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Fig. 6: (Color online) Equivalent of Fig 5 but for the Ne+ conjugate 

shake up satellite 1s2s[3S]2p63p. As for Fig. 5, the experimental CPA 

Auger spectrum in B) is obtained from the spectrum of electrons 

detected in coincidence with the 1s2s[3S]2p63p photoelectron line, 

selected in the grey zone of Fig. 3 B). False coincidence and an 

estimate of the pollution by the direct Core Valence Double 

ionization to Ne2+ 1s2s22p5 (1,3P) states are subtracted. These 

contributions were estimated from the spectrum of electrons detected 

in coincidence with electrons selected in the red zone of Fig. 3 B)    

 

measured in coincidence with the 1s
-1

 photoelectron (Fig. 

5 A) or the 1s2s[
3
S]2p

6
3s one (Fig. 5 B). They are 

plotted as a function of binding energy of the populated 

Ne
2+

 states by referencing the ~800eV Auger electrons 

with respect to the Ne
+
 initial states. The resolution of 

these experimental spectra is governed by that of the 

~800eV electrons and is estimated to ~13eV. We 

observe that the CPA decay of the 1s2s[
3
S]2p

6
3s 

satellite states populates essentially highly excited Ne
2+

 

states positioned above the Ne
3+

 threshold. The present 

calculation is depicted in Fig. 5 C). Comparison with 

experiment shows a good agreement and suggests Ne
2+

 

1s
2
2s2p

4
[

2,4
D]3s as intermediate states, as will be 

confirmed below. Our experiment in Fig 5 B), supported 

by calculation, reveals also a weak population of lower 

lying Ne
2+

 states of ~90eV binding energy and of 

1s
2
2s2p

5
(

3,1
P) configuration, associated with faster 

Auger electrons of ~840eV. These cannot decay further 

by electron emission because they are located below the 

Ne
3+

 threshold. 

 

C. Assignment of the intermediate Ne
2+

 states 

populated in the CPA decay  

 

We saw that most of the intermediate Ne
2+

 states 

populated in the CPA decay will further decay to Ne
3+

. 

By referencing the 2nd step Auger electrons to the final 

Ne
3+

 states it is possible to define the Ne
2+

 intermediates 

states with high resolution and even observe their 

lifetime broadening:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 7 Center: Spectra of the low energy electrons emitted upon 

Auger decay of the Ne+ 1s2s[1,3S]2p63s state. The dotted lines 

indicate an estimate of the background of false coincidences, 

obtained from coincidences with electrons in the red zone of Fig 3 B). 

A vertical offset of 100 is used for the upper curves to separate them 

from the lower ones. Top and bottom show the energy correlation 

map between the slow (x-axis) and the fast (y-axis) Auger electrons 

detected in coincidence with the Ne+ 1s2s[3S]2p63s photoelectron 

(top) or with the one Ne+ 1s2s[1S]2p63s photoelectron (bottom).   

  

Fig. 7 (center) shows the spectrum of these low 

energy electrons emitted in the decay of each of the two 

Ne
+
 1s2s[

1,3
S]2p

6
3s states. While Fig. 8 shows the 

equivalent for the two Ne
+
 1s2s[

1,3
S]2p

6
3p states. One 

recognizes groups of peaks that are separated by the 

Ne
3+ 2

P / 
2
D splitting. It is thus possible to deduce the 

position of the Ne
2+

 intermediate states with respect to 

these Ne
3+ 

final states. The result is reported in table II. 

Another argument for this assignment is extracted from 

the three-electron coincidence maps in Fig 7 and 8 (top 

and bottom). They show the coincidence map between 

the two Auger electrons (fast on y-axis and slow on 

x-axis) detected in coincidence with the associated 

photoelectron. The red diagonal lines indicate in each 

spectrum the locations expected for a final Ne
3+

 state of 

configuration 2s
2
2p

3
(

4
S), (

2
D), (

2
P), and 2s2p

4
(

4
P), 
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Table II Binding Energies of the Ne2+ intermediate states involved in the CPA decay, deduced from Fig S3 and S4 and 

referenced to the Ne ground state. Then, for each Ne+ 1s2s[1,3S]2p6(3s/3p) state, is given the branching ratio (in %) for the decay 

to the Ne3+ 2p3 (2D) and Ne3+ 2p3 (2D) final states through each of the Ne2+ intermediate state. X denotes that this channel is closed 

 

Ne2+state 1s
2
2s2p

4
[

2.4
D]3s   1s

2
2s2p

4
[

2.4
D]3p    

 A B      a b c d e 

Binding Energy / eV 132.95 133.95 137.35 137.58 137.80 138.00 138.40 

        

Decay of Ne
+
[

3
S]3s        

to Ne
3+

 2p
3 

(
2
D) 20 50      

to Ne
3+

 2p
3 

(
2
P) X 30      

Decay of Ne
+
[

1
S]3s        

to Ne
3+

 2p
3 

(
2
D) 100 0      

to Ne
3+

 2p
3 

(
2
P) X 0      

        

Decay of Ne
+
[

3
S]3p        

to Ne
3+

 2p
3 

(
2
D)   10 0 25 15 20 

to Ne
3+

 2p
3 

(
2
P)   10 5 10 0 5 

Decay of Ne
+
[

1
S]3p        

to Ne
3+

 2p
3 

(
2
D)   30 0 5 18 5 

to Ne
3+

 2p
3 

(
2
P)   18 18 5 0 0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8 Center: Spectra of the low energy electrons emitted upon 

Auger decay of the Ne+ 1s2s[1,3S]2p63p state. Similar to Fig. 7, the 

top and bottom maps show the energy correlation maps between the 

slow (x-axis) and the fast (y-axis) Auger electrons detected in 

coincidence with the Ne+ 1s2s[3S]2p63p photoelectron (top) or with 

the one Ne+ 1s2s[1S]2p63p photoelectron (bottom).   

respectively from top to bottom. 

The assignment of the states Ne
2+

 intermediate states 

is naturally obtained if we consider that in the CPA 

decay of the Ne
+
 1s2s[

1,3
S]2p

6
3(s,p) states, the outer 3s 

or 3p electron remains spectator while the 1s
-1

 core hole 

decay. As the Auger decay of the Ne
+
 1s

-1
 hole populates 

mainly Ne
2+ 

2p
-2 

(
 1

D) state, it is natural to propose that 

the dominant CPA decay populates Ne
2+

 

1s
2
2s2p

4
[

2.4
D](3s/3p) states. Such an assignment is 

confirmed by our calculations.  

It is also interesting to observe in Fig 7 that the peak 

widths of the electrons emitted in the decay of the Ne
2+

 

1s
2
2s2p

4
[

2.4
D]3s sates are broader than those for the 

decay of the Ne
2+

 1s
2
2s2p

4
[

2.4
D]3p sates (Fig 8). We 

observe a Lorentzian broadening of ~240meV in the first 

case, while in the second case peak widths are ~60meV 

which is the experimental resolution. This reveals the 

shorter lifetime of the Ne
2+

 1s
2
2s2p

4
[

2.4
D]3s states 

compared to the Ne
2+

 1s
2
2s2p

4
(

2.4
D)3p ones, because an 

outer 3s electron fills in more easily the 2s hole than a 

3p one. 

From Fig 7 and 8 we also extract the relative 

branching ratios for the CPA decay of each Ne
+
 

1s2s[
1,3

S]2p
6
3(s,p) state. They are reported in Table II. 

Selectivity is observed in the decay path. One notices for 

instance that the Ne
2+

 d state of 1s
2
2s2p

4
[

2.4
D]3p 

configuration decays to the Ne
3+

 2p
3 

(
2
D) final state but 

not to the Ne
3+

 2p
3 

(
2
P) one. Origin lies probably in the 

exact term value of the Ne
2+

 d state, and in propensity 

rules for its decay. 

 

V. CONCLUSION 

    

In conclusion, a study of the full Auger decay 

scheme following K-orbital ionization accompanied by 
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inner-valence co-excitation is provided. Our work 

reveals that the Auger decay of such states can be a 

complex competition between two channels leading to 

Auger electrons with kinetic energy difference of almost 

two orders of magnitude. Counter-intuitively, a decay 

cascade following a two-electron excitation of a system 

about 1 keV above its ground state may begin with an 

emission of a very low energy Auger electron that fills 

the valence hole, even if the other hole is in the K-shell.  

This CSA decay is general and can take place in any 

decay chain of a deep inner shell hole created by hard 

X-ray sources. CSA is also expected in x-ray FEL 

interactions where the incident photon field is intense 

enough to allow multiphoton processes to excite 

electrons from multiple orbitals  [36]  [37]. Realizing 

and accounting for CSA decay is important for 

understanding ion yields, photoelectron and Auger 

electron spectra, and molecular fragmentation following 

core ionization. It is also crucial for a correct 

determination of chemical environment from x-ray  [38] 

and electron emission spectra, especially when high 

intensity x-ray FEL probe pulses are employed that 

boost the two-hole photoexcitation probability.  

.  
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