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Abstract

Recently, Iwahori-Hecke algebras were associated to Kac-Moody groups over non-

Archimedean local fields. In a previous paper, we introduced principal series representa-

tions for these algebras and partially generalized Kato’s irreducibility criterion. In this

paper, we study how some of these representations decompose when they are reducible

and deduce information on the irreducible representations of these algebras.

1 Introduction

The reductive case

Let G be a split reductive group over a non-Archimedean local field K. To each open compact
subgroup K of G is associated a Hecke algebra H(K). Let I be the Iwahori subgroup of G.
Then the Hecke algebra HC associated with I is called the Iwahori-Hecke algebra of G and
plays an important role in the representation theory of G. Its representations have been
extensively studied.

Let Y be the cocharacter lattice of G and let TC be the set of nonzero algebra morphisms
from C[Y ] to C. By the Bernstein-Lusztig relations, HC contains the group algebra C[Y ] of Y .
Thus if τ ∈ TC, one can define the induced representation Iτ of HC. Let W v be the vectorial
(i.e finite) Weyl group of G. Then Iτ admits a basis indexed by W v and has dimension
|W v|. Representations of the form Iτ , for τ ∈ TC were introduced by Matsumoto in [Mat77]
and are called principal series representations. By [Mat77, (4.2.4) Théorème], every
irreducible representation of HC is a quotient of Iτ and embeds in Iτ ′, for some τ, τ ′ ∈ TC and
thus studying principal series representations enables to get information on the irreducible
representations of HC.

Iwahori-Hecke algebras in the Kac-Moody case

Kac-Moody groups are infinite dimensional (if not reductive) generalizations of reductive
groups. Let now G be a split Kac-Moody group (for Tits definition) over a non-Archimedean
local field K. In [BK11] and [BKP16], Braverman, Kazhdan and Patnaik defined the spherical
Hecke algebra and the Iwahori-Hecke HC of G when G is affine. Bardy-Panse, Gaussent and
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Rousseau generalized these constructions to the case where G is a general Kac-Moody group.
Very few is known on the representation theory of HC (see [GR14] and [BPGR16]).

Let Y be the cocharacter lattice of G and W v be the Weyl group of G. The algebra
HC can be embedded in the Bernstein-Lusztig algebra BLHC. As a vector space BLHC is
HW v,C ⊗ C[Y ], where HW v,C is the Hecke algebra of the Coxeter group W v and C[Y ] is the
group algebra of Y . It is equipped with a product ∗ defined by some relations called the
Bernstein-Lusztig relations. The algebra HC is then the subalgebra HW v,C ⊗ C[Y +], where
Y + = Y ∩ T , where T is some convex cone (the Tits cone) of Y ⊗ R (in the reductive case,
Y + = Y ).

Weighted representations of BLHC and HC

Let M be a representation of BLHC (resp. HC) and τ ∈ TC (resp. T+
C = Homalg(C[Y

+],C) \
{0}). We say that τ is a weight of M if there exists m ∈ M \ {0} such that θ.m = τ(θ).m,
for every m ∈M (resp. θ ∈ C[Y +]).

We call a representation M (resp. M+) of BLHC (resp. HC) weighted if for every m ∈M
(resp. m ∈M+), C[Y ].m (resp. C[Y +].m) is finite dimensional. In the reductive case, every
irreducible representation of BLHC = HC is finite dimensional and is therefore weighted.
In the Kac-Moody (non reductive) case however, there always exist infinite dimensional
irreducible representations of BLHC or HC (see [Héb18, Remark 5.11]). However, we do not
know if there exist non weighted irreducible representations of BLHC or HC. In this paper,
we are mainly interested in the weighted representations.

As we shall see (see Proposition 3.1) if M is a weighted representation of BLHC, then the
HC-submodules of M are exactly the restrictions to HC of the BLHC-submodules of M . In
particular,M is BLHC-irreducible if and only if it is HC-irreducible. We give a characterization
of the weighted representations of HC that can be extended to a representation of BLHC (see
Proposition 3.2). Depending on G, it may happen that every weighted representation of HC

extends to a representation of BLHC (for example when G is affine or associated to a size 2
Kac-Moody matrix). In this case it is equivalent to study the weighted representations of
BLHC and the weighted representations of HC. Note that we constructed in [Héb18, 4.2.1]
examples of weighted representations of HC which cannot be extended to representations of
BLHC.

We then restrict our study to the weighted representations of BLHC and more specifically
to the principal series representations of BLHC.

Principal series representations of BLHC

In [Héb18], we associated to each τ ∈ TC a representation Iτ called a principal series rep-

resentation. A motivation to study these representations if that every weighted irreducible
representation of BLHC is the quotient of Iτ , for some τ ∈ TC (see [Héb18, Proposition 3.8]).
In this paper, we study, under some assumptions on τ ∈ TC, the submodules of Iτ and the
irreducible (weighted) representations admitting τ as a weight.

The action of W v on Y induces an action of W v on TC. Let τ ∈ TC and let Wτ be
the fixator of τ in W v. As we shall see (Lemma 5.3), Wτ decomposes as Wτ = W(τ) ⋊ Rτ ,
where W(τ) is some reflection subgroup of Wτ and Rτ is a generalization of the “R-group”
introduced by Knapp and Stein in [KS72]. Let q be the residue cardinal of K and Φ∨ be the
coroot system of G. Let UC = {τ ∈ TC|τ(α∨) 6= q, ∀α∨ ∈ Φ∨}. Then:

Theorem 1. (see [Héb18, Introduction, Theorem 3, 4]) Let τ ∈ TC. Suppose that Iτ is
irreducible. Then:
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1. Rτ = {1} (or equivalently Wτ =W(τ))

2. τ ∈ UC.

Moreover, if G is associated with a size 2 Kac-Moody matrix, then Iτ is irreducible if and
only if τ satisfies (1) and (2).

When G is reductive, Iτ is irreducible if and only if τ satisfies (1) and (2) by [Mat77,
Théorème 4.3.5] and [Kat81, Theorem 2.4].

One says that τ is regular when Wτ = 1. We mainly focus on the following cases:

• τ is regular,

• τ ∈ UC and the Kac-Moody matrix defining G has size 2.

The case where τ is regular

Let τ ∈ TC be regular. There exists a set S ⊂ W v such that (W v,S ) is a Coxeter system.
Let G be the non-oriented graph defined as follows. Its vertices are the Iw.τ , for w ∈ W v

and for v, w ∈ W v there is an edge between v and w if w = sv for some s ∈ S . If w ∈ W v

and s ∈ S , then dimHomBLHC−mod(Iw.τ , Isw.τ) = 1. We choose a nonzero intertwining map
Aw,sw,τ : Iw.τ → Isw.τ .

A path Γ in G is a finite sequence Γ =
(
Γ(1), . . . ,Γ(k)

)
= (Iw1.τ , Iw2.τ , . . . , Iwk.τ ) such that

for all i ∈ J1, n− 1K, wi+1w
−1
i ∈ S . Then we define an intertwining map AΓ : Iw1.τ → Iwk.τ

by AΓ = Awk−1,wk,τ ◦ . . . ◦ Aw1,w2,τ . The path Γ is said to be reduced if k = ℓ(wkw
−1
1 ).

Let v, w ∈ W v and Γ be any reduced path between Iv.τ and Iw.τ . Then AΓ 6= 0 and
HomBLHC−mod(Iv.τ , Iw.τ) = CAΓ.

Let e = (Iw.τ , Isw.τ), with w ∈ W v and s ∈ S . Then Ae : Iw.τ → Isw.τ is an isomorphism

if and only if w.τ(α∨
s ) ∈ C \ {q, q−1}. Let G̃ be the diagram obtained from G by deleting

the edges e for which Ae is not an isomorphism. We call a submodule M of Iτ strongly

indecomposable if for all family (Mj)j∈J of submodules such that
∑

j∈J Mj = M , there
exists j ∈ J such that Mj = M . Then we prove the following theorem (see Proposition 4.9
and Theorem 4.21):

Theorem 2. 1. Let w ∈ W v. Then there exists (up to isomorphism) a unique irreducible
representation M irr

w.τ of BLHC admitting w.τ as a weight. Let C̃(w) be the connected

component of G̃ containing Iw.τ . Then dimM irr
w.τ = |C̃(w)| = |{v ∈ W v|Iv.τ ≃ Iw.τ}|

(this cardinal can be infinite) and the set of weights of M irr
w.τ is {v.τ ∈ W v.τ | Iv.τ ∈

C̃(w)}. In particular, for all v, w ∈ W v, M irr
v.τ ≃M irr

w.τ if and only if C̃(v) = C̃(w).

2. For each connected component C̃ of G̃, choose a vertex Iw
C̃.τ

of C̃ and choose a reduced

path ΓC̃ from Iw
C̃.τ

to Iτ . Then the map C̃ 7→ AΓ
C̃
(Iw

C̃
.τ ) is a bijection from the set of

connected components of G̃ to the set of strongly indecomposable submodules of Iτ .

3. Let M be a submodule of Iτ . Let SI(M) (resp. MSI(M)) be the set of strongly
indecomposable submodules (resp. maximal strongly indecomposable submodules) of
M . Then M =

∑
N∈MSI(M)N and if M ⊂ SI(M) is such that M =

∑
N∈MN , then

MSI(M) ⊂ M.
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The case where τ ∈ UC

We now assume that G is associated with a size 2 Kac-Moody matrix and we fix τ ∈ UC.
Then for all w ∈ W v, Iτ is isomorphic to Iw.τ . For J ⊂ EndBLHC−mod(Iτ ) a right ideal and
M ⊂ Iτ a submodule, we set:

J(Iτ ) =
∑

φ∈J
φ(Iτ ) and JM = {φ ∈ EndBLHC−mod(Iτ )|φ(Iτ) ⊂M}.

Then (see Proposition 5.27, Theorem 5.34, Theorem 5.38 and Lemma 5.40):

Theorem 3. 1. The map M 7→ JM is a bijection from the set of submodules of Iτ to the
set of right ideals of EndBLHC−mod(Iτ ). Its inverse is J 7→ J(Iτ ).

2. EndBLHC
(Iτ ) is isomorphic to the group algebra C[Rτ ].

3. The set of possible Rτ is exactly {1}, Z/2Z, Z, the infinite dihedral group D∞.

4. The map M 7→ Iτ/M is a surjection from the set of maximal submodules of Iτ to the
set of irreducible representations of BLHC admitting the weight τ . It is a bijection if
and only if every maximal right ideal of End(Iτ ) is two-sided (which is the case when
Rτ is commutative). In this case these representations have dimension |W(τ)||W v/Wτ |
(it can be infinite).

We conjecture that for the assumption on the size of the Kac-Moody matrix is useless for
the points (1), (2) and (4).

Frameworks Actually, following [BPGR16] we study Iwahori-Hecke algebras associated to
abstract masures. In particular our results also apply when G is an almost-split Kac-Moody
group over a non-Archimedean local field. In this case, most of the results of this introduction
are true but the formulas are more complicated (they are given in the paper). Point (2) of
Theorem 3 can fail. In sections 3 and 4 we work over a field F which can be different from
C.

The paper is organized as follows.
In section 2, we recall the definition of the Iwahori-Hecke algebras and of the principal

series representations.
In section 3, we introduce the weighted representations and study the links between the

weighted representations of HC and those of BLHC.
In section 4, we study Iτ , for τ ∈ TC regular and prove Theorem 2.
In section 5, we study Iτ , for τ ∈ UC and prove Theorem 3.

Funding The author was supported by the ANR grant ANR-15-CE40-0012.
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2 Iwahori-Hecke algebras

Let G be a Kac-Moody group over a non-archimedean local field. Then Gaussent and
Rousseau constructed a space I, called a masure on which G acts, generalizing the con-
struction of the Bruhat-Tits buildings (see [GR08], [Rou16] and [Rou17]). In [BPGR16]
Bardy-Panse, Gaussent and Rousseau attached an Iwahori-Hecke algebra HR to each masure
satisfying certain conditions and to each ring R. They in particular attach an Iwahori-Hecke
algebra to each almost-split Kac-Moody group over a local field. The algebra HR is an algebra
of functions defined on some pairs of chambers of the masure, equipped with a convolution
product. Then they prove that under some additional hypothesis on the ring R (which are
satisfied by R and C), HR admits a Bernstein-Lusztig presentation. In this paper, we will
only use the Bernstein-Lusztig presentation of HR and we do not introduce masures. We
however introduce the standard apartment of a masure. We restrict our study to the case
where R = F is a field.

2.1 Standard apartment of a masure

A Kac-Moody matrix (or generalized Cartan matrix) is a square matrix A = (ai,j)i,j∈I
indexed by a finite set I, with integral coefficients, and such that :

(i) ∀ i ∈ I, ai,i = 2;

(ii) ∀ (i, j) ∈ I2, (i 6= j) ⇒ (ai,j ≤ 0);

(iii) ∀ (i, j) ∈ I2, (ai,j = 0) ⇔ (aj,i = 0).

A root generating system is a 5-tuple S = (A,X, Y, (αi)i∈I , (α∨
i )i∈I) made of a Kac-Moody

matrix A indexed by the finite set I, of two dual free Z-modules X and Y of finite rank,
and of a free family (αi)i∈I (respectively (α∨

i )i∈I) of elements in X (resp. Y ) called simple

roots (resp. simple coroots) that satisfy ai,j = αj(α
∨
i ) for all i, j in I. Elements of X

(respectively of Y ) are called characters (resp. cocharacters).
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Fix such a root generating system S = (A,X, Y, (αi)i∈I , (α∨
i )i∈I) and set A := Y ⊗ R.

Each element of X induces a linear form on A, hence X can be seen as a subset of the dual
A∗. In particular, the αi’s (with i ∈ I) will be seen as linear forms on A. This allows us to
define, for any i ∈ I, an involution ri of A by setting ri(v) := v−αi(v)α

∨
i for any v ∈ A. Let

S = {ri|i ∈ I} be the (finite) set of simple reflections. One defines the Weyl group of

S as the subgroup W v of GL(A) generated by S . The pair (W v,S ) is a Coxeter system,
hence we can consider the length ℓ(w) with respect to S of any element w of W v. If s ∈ S ,
s = ri for some unique i ∈ I. We set αs = αi and α∨

s = α∨
i .

The following formula defines an action of the Weyl group W v on A∗:

∀ x ∈ A, w ∈ W v, α ∈ A∗, (w.α)(x) := α(w−1.x).

Let Φ := {w.αi|(w, i) ∈ W v × I} (resp. Φ∨ = {w.α∨
i |(w, i) ∈ W v × I}) be the set of real

roots (resp. real coroots): then Φ (resp. Φ∨) is a subset of the root lattice QZ :=
⊕

i∈I
Zαi

(resp. coroot lattice Q∨
Z =

⊕
i∈I Zα

∨
i ). By [Kum02, 1.2.2 (2)], one has Rα∨ ∩Φ∨ = {±α∨}

and Rα ∩ Φ = {±α} for all α∨ ∈ Φ∨ and α ∈ Φ.
As in the reductive case, define the fundamental chamber as Cv

f := {v ∈ A | ∀s ∈
S , αs(v) > 0}.

Let T :=
⋃

w∈W v

w.Cv
f be the Tits cone. This is a convex cone (see [Kum02, 1.4]).

One sets Y + = Y ∩ T .

Remark 2.1. By [Kac94, §4.9] and [Kac94, § 5.8] the following conditions are equivalent:

1. the Kac-Moody matrix A is of finite type (i.e. is a Cartan matrix),

2. A = T

3. W v is finite.

2.2 Recalls on Coxeter groups

2.2.1 Bruhat order

Let (W0,S0) be a Coxeter system. We equip it with the Bruhat order ≤W0 (see [BB05,
Definition 2.1.1]). We have the following characterization (see [BB05, Corollary 2.2.3]): let
u, w ∈ W0. Then u ≤W0 w if and only if every reduced expression for w has a subword that
is a reduced expression for u if and only if there exists a reduced expression for w whose
subword is a reduced expression for u. By [BB05, Proposition 2.2.9], (W0,≤W0) is a directed
poset, i.e for every finite set E ⊂W0, there exists w ∈ W0 such that v ≤W0 w for all v ∈ E.

We write ≤ instead of ≤W v . For u, v ∈ W v, we denote by [u, v], [u, v), . . . the sets
{w ∈ W v|u ≤ w ≤ v}, {w ∈ W v|u ≤ w < v}, . . ..

2.2.2 Reflections and coroots

Let R = {wsw−1|w ∈ W v, s ∈ S } be the set of reflections of W v. Let r ∈ R. Write
r = wsw−1, where w ∈ W v, s ∈ S and ws > w (which is possible because if ws < w, then
r = (ws)s(ws)−1). Then one sets αr = w.αs ∈ Φ+ (resp. α∨

r = w.α∨
s ∈ Φ∨

+). This is well
defined by the lemma below.

Lemma 2.2. (see [Héb18, Lemma 2.2]) Let w,w′ ∈ W v and s, s′ ∈ S be such that wsw−1 =
w′s′w′−1 and ws > w, w′s′ > w′. Then w.αs = w′.αs′ ∈ Φ+ and w.α∨

s = w′.α∨
s′ ∈ Φ∨

+.
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Lemma 2.3. (see [Héb18, Lemma 2.3]) Let r, r′ ∈ R and w ∈ W v be such that w.αr = αr′

or w.α∨
r = α∨

r′. Then wrw−1 = r′.

Let r ∈ R. Then for all x ∈ A, one has:

r(x) = x− αr(x)α
∨
r .

Let α∨ ∈ Φ∨. One sets rα∨ = wsw−1 where (w, s) ∈ W v × S is such that α∨ = w.α∨
s . This

is well defined, by Lemma 2.3. Thus α∨ 7→ rα∨ and r 7→ α∨
r induce bijections Φ∨

+ → R and
R → Φ∨

+.
For w ∈ W v, set NΦ∨(w) = {α∨ ∈ Φ∨

+|w.α∨ ∈ Φ∨
−}.

Lemma 2.4. ([Kum02, Lemma 1.3.14]) Let w ∈ W v. Then |NΦ∨(w)| = ℓ(w) and if w =
s1 . . . sr is a reduced expression, then NΦ∨(w) = {α∨

sr , sr.α
∨
sr−1

, . . . , sr . . . s2.α
∨
s1}.

2.3 Iwahori-Hecke algebras

In this subsection, we give the definition of the Iwahori-Hecke algebra via its Bernstein-Lusztig
presentation.

2.3.1 The algebra BLH(TF )

Let R1 = Z[(σs)s∈S , (σ
′
s)s∈S ], where (σs)s∈S , (σ

′
s)s∈S are two families of indeterminates

satisfying the following relations:

• if αs(Y ) = Z, then σs = σ′
s;

• if s, t ∈ S are conjugate (i.e. such that αs(α
∨
t ) = αt(α

∨
s ) = −1), then σs = σt = σ′

s =
σ′
t.

Definition 2.5. Let F be a field of characteristic 0 and f : R1 → F be a morphism such
that f(σs), f(σ′

s) ∈ F∗, for every s ∈ S . We write σs or σ′
s instead of f(σs), f(σ′

s). Let
HW v,F be the Hecke algebra of the Coxeter group W v over F , that is:

• as a vector space, HW v,F =
⊕

w∈W v FHw, where Hw, w ∈ W v are symbols,

• ∀ s ∈ S , ∀ w ∈ W v, Hs ∗Hw =

{
Hsw if ℓ(sw) = ℓ(w) + 1

(σs − σ−1
s )Hw +Hsw if ℓ(sw) = ℓ(w)− 1.

Let F [Y ] be the group algebra of Y over F , that is:

• as a vector space, F [Y ] =
⊕

λ∈Y FZλ, where the Zλ, λ ∈ Y are symbols,

• for all λ, µ ∈ Y , Zλ ∗ Zµ = Zλ+µ.

We denote by F(Y ) its field of fractions. For θ =
∑

λ∈Y aλZ
λ

∑
λ∈Y bλZλ ∈ F(Y ) and w ∈ W v, set

wθ :=
∑

λ∈Y aλZ
w.λ

∑
λ∈Y bλZw.λ .

Let BLH(TF) be the algebra defined as follows:

• as a vector space, BLH(TF) = F(Y ) ⊗ HW v,F (we write θ ∗ h instead of θ ⊗ h for
θ ∈ F(Y ) and h ∈ HW v,F),
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• BLH(TF) is equipped with the unique product ∗ which turns it into an associative
algebra and such that, for θ ∈ F(Y ) and s ∈ S , one has:

Hs ∗ θ − sθ ∗Hs = Qs(Z)(θ − sθ),

where Qs(Z) =
(σs−σ−1

s )+(σ′
s−σ′−1

s )Z−α∨
s

1−Z−2α∨
s

.

By [Héb18, Proposition 2.10], such an algebra exists and is unique.

2.3.2 The Bernstein-Lusztig Hecke algebra and the Iwahori-Hecke algebra

Let Cv
f = {x ∈ A|αi(x) > 0∀i ∈ I}, T =

⋃
w∈W v w.C

v

f be the Tits cone and Y + = Y ∩ T .

Definition 2.6. Let F be a field of characteristic 0 and f : R1 → F be a morphism
such that f(σs), f(σ′

s) ∈ F∗, for every s ∈ S . The Bernstein-Lusztig-Hecke alge-

bra of (A, (σs)s∈S , (σ
′
s)s∈S ) over F is the subalgebra BLHF =

⊕
λ∈Y,w∈W v FZλ ∗ Hw =⊕

λ∈Y,w∈W v FHw ∗ Zλ of BLH(TF). The Iwahori-Hecke algebra of (A, (σs)s∈S , (σ
′
s)s∈S )

over F is the subalgebra HF =
⊕

λ∈Y +,w∈W v FZλ ∗Hw =
⊕

λ∈Y +,w∈W v FZλ ∗Hw of BLHF .
Note that for G reductive, we recover the usual Iwahori-Hecke algebra of G, since T = A.

Remark 2.7. 1. The algebra BLHF was first defined in [BPGR16, Theorem 6.2] without
defining BLH(TF). Let K be a non-Archimedean local field and q be its residue cardinal.
Let G be the minimal Kac-Moody group associated with S = (A,X, Y, (αi)i∈I , (α

∨
i )i∈I)

and G = G(K) (see [Rém02, Section 8] or [Tit87] for the definition). Let F to be a
field containing Z[

√
q±1] and take f(σs) = f(σ′

s) =
√
q for all s ∈ S . Then HF is the

Iwahori-Hecke algebra of G (see [BPGR16, Definition 2.5 and 6.6 Proposition]). In
the case where G is an untwisted affine Kac-Moody group, these algebras were intro-
duced in [BKP16]. Note also that our frameworks is more general than the one of split
Kac-Moody groups over local fields. It enables for example to study the Iwahori-Hecke
algebras associated to almost split Kac-Moody groups over local fields, as in [BPGR16].
In this case we do not have necessarily σs = σ′

s = σt = σ′
t for all s, t ∈ S . Most of our

results remain true in this case (the only result where we need such an assumption is
Proposition 5.27) but the formulas are slightly more complicated.

2. Let s ∈ S . Then if σs = σ′
s, Qs(Z) =

(σs−σ−1
s )

1−Z−α∨
s

.

3. Let s ∈ S and θ ∈ F [Y ]. Then Qs(Z)(θ− sθ) ∈ F [Y ] and if moreover θ ∈ F [Y +], then
Qs(Z)(θ − sθ) ∈ F [Y +]. Indeed, let λ ∈ Y . Then Qs(Z)(Z

λ − Zs.λ) = Qs(Z).Z
λ(1 −

Z−αs(λ)α∨
s ). Assume that σs = σ′

s. Then

1− Z−αs(λ)α∨
s

1− Z−α∨
s

=





αs(λ)−1∑

j=0

Z−jα∨
s if αs(λ) ≥ 0

− Zα∨
s

−αs(λ)−1∑

j=0

Zjα∨
s if αs(λ) ≤ 0,

and thus Qs(Z)(Z
λ − Zs.λ) ∈ F [Y ]. Assume σ′

s 6= σs. Then αs(Y ) = 2Z and a
similar computation enables to conclude. In particular, BLHF and HF are subalgebras
of BLH(TF ).

Lemma 2.8. (see [Héb18, Lemma 2.8]) Let θ ∈ F [Y ] and w ∈ W v. Then θ∗Hw−Hw∗θw−1 ∈
BLH<w

F :=
⊕

v<wHvF [Y ]. In particular, BLH≤w
F :=

⊕
v≤wHvC[Y ] is a left finitely generated

F [Y ]-submodule of BLHF .
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2.4 Principal series representations

In this subsection, we introduce the principal series representations of BLHF .
We now fix (A, (σs)s∈S , (σ

′
s)s∈S ) as in Subsection 2.3 and a field F as in Definition 2.6. Let

HF and BLHF be the Iwahori-Hecke and the Bernstein-Lusztig Hecke algebras of (A, (σs)s∈S , (σ
′
s)s∈S )

over F .
Let TF = HomGr(Y,F∗) be the group of group morphisms from Y to F∗. Let τ ∈ TF .

Then τ induces an algebra morphism τ : F [Y ] → F by the formula τ(
∑

λ∈Y aλZ
λ) =∑

λ∈Y aλτ(λ), for
∑
aλZ

λ ∈ F [Y ]. This equips F with the structure of an F [Y ]-module.

Let Iτ = Ind
BLHF (τ) = BLHF ⊗F [Y ] F . As a vector space, Iτ =

⊕
w∈W v Fvτ , where vτ

is some symbol. The actions of BLHF on Iτ is as follows. Let h =
∑

w∈W v HwPw ∈ BLHF ,
where Pw ∈ F [Y ] for all w ∈ W v. Then h.vτ =

∑
w∈W v τ(Pw)Hwvτ . In particular, Iτ is a

principal BLHF -module generated by vτ .
We regard the elements of F [Y ] as polynomial functions on TF by setting:

τ(
∑

λ∈Y
aλZ

λ) =
∑

λ∈Y
aλτ(λ),

for all (aλ) ∈ F (Y ). The ring F [Y ] is a unique factorization domain. Let θ ∈ F(Y ) and
(f, g) ∈ F [Y ] × F [Y ]∗ be such that θ = f

g
and f and g are coprime. Set D(θ) = {τ ∈

TF |θ(g) 6= 0}. Then we regard θ as a map from D(θ) to F by setting θ(τ) = f(τ)
g(τ)

for all

τ ∈ D(θ).
For w ∈ W v, let πH

w : BLH(TF) → F(Y ) be defined by πH
w (

∑
v∈W v Hwθv) = θw. If τ ∈ TF ,

let F(Y )τ = { f
g
|f, g ∈ F [Y ] and g(τ) 6= 0} ⊂ F(Y ). Let BLH(TF)τ =

⊕
w∈W v HwF(Y )τ ⊂

BLH(TF). This is a not a subalgebra of BLH(TF) (consider for example 1
Zλ−1

∗ Hs = Hs ∗
1

Zs.λ−1
+ . . . for some well chosen λ ∈ Y , s ∈ S and τ ∈ TF). It is however an HW v,F −

F(Y )τ bimodule. For τ ∈ TF , we define evτ : BLH(TF)τ → HW v,F by evτ (h) = h(τ) =∑
w∈W v Hwθw(τ) if h =

∑
w∈W v Hwθw ∈ H(Y )τ . This is a morphism of HW v,F − F(Y )τ -

bimodule.

2.5 Weights and intertwining operators

In this subsection, we recall results on intertwining operators and weights from [Héb18] and
prove general facts on the weights of BLHF -modules.

IfM,M ′ is an BLHF -module, we write Hom(M,M ′) the space of BLHF -module morphisms
from M to M ′, End(M) the algebra of ACF -module endomorphisms ...

Let M be a BLHF -module. For τ ∈ TF , set

M(τ) = {m ∈M |θ.m = τ(θ).m ∀θ ∈ F [Y ]},Wt(M) = {τ ∈ TF |M(τ) 6= {0}}
and

M(τ, gen) = {m ∈M |∃k ∈ N|∀θ ∈ F [Y ], (θ − τ(θ))k.m = 0} ⊃M(τ).

Let M be a BLHF -module and τ ∈ TF . For x ∈M(τ) define Υx : Iτ → M by Υx(u.vτ ) =
u.x, for all u ∈ BLHF . Then Υx is well defined. Indeed, let u ∈ BLHF be such that u.vτ = 0.
Then u ∈ F [Y ] and τ(u) = 0. Therefore u.x = 0 and hence Υx is well defined. The following
lemma is then easy to prove.

Lemma 2.9. (Frobenius reciprocity, see [Kat81, Proposition 1.10]) Let M be a BLHF -module,
τ ∈ TF and x ∈ M(τ). Then the map Υ : M(τ) → Hom(Iτ ,M) mapping each x ∈ M(τ) to
Υx is a vector space isomorphism and Υ−1(f) = f(vτ ) for all f ∈ Hom(Iτ ,M).
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Proposition 2.10. Let τ, τ ′ ∈ TF . Then:

1. Hom(Iτ , Iτ ′) 6= {0} if and only if τ ′ ∈ W v.τ .

2. If τ ∈ TF is regular, then
Iτ =

⊕

w∈W v

Iτ (w.τ)

and for w ∈ W , one has

dimHom(Iw.τ , Iτ ) = dim Iτ (w.τ) = 1.

Proof. This is a consequence of [Héb18, Propositions 3.4, 3.10 and 3.5 (2)].

Lemma 2.11. Let M be a BLHF -module and τ ∈ Wt(M). Let w ∈ W v be such that Iw.τ is
isomorphic to Iτ . Then w.τ ∈ Wt(M).

Proof. Let x ∈ M(τ) \ {0}. Let φ : Iτ ։ M be defined by φ(h.vτ ) = h.x for all h ∈ BLHF .
By [Héb18, Lemma 3.6], φ is well defined. Let ψ : Iw.τ → Iτ be an isomorphism. Then
φ ◦ψ 6= 0. One has Iw.τ =

BLHF .vw.τ and thus φ ◦ψ(vw.τ) ∈M(w.τ) \ {0}, which proves the
lemma.

Proposition 2.12. 1. Let τ ∈ TF and M be a proper submodule of Iτ . Then there exists
a maximal submodule M ′ of Iτ containing M .

2. There exists an irreducible representation M of BLHF such that τ ∈ Wt(M).

3. The map M 7→ Iτ/M , from the set of maximal submodules of Iτ to the set of isomor-
phism classes of irreducible representations admitting τ as a weight is surjective.

Proof. Let M (M) be the set of proper submodules of Iτ containing M . Let J be a totally
ordered set and (Mj)j∈J be an increasing family of M (M). Then

⋃
j∈J Mj is a submodule

of Iτ containing M . Moreover, vτ /∈Mj for all j ∈ J and thus vτ /∈
⋃

j∈J Mj :
⋃

j∈J Mj 6= Iτ .
By Zorn’s lemma we deduce that M (M) admits a maximal element, which proves (1).

Let M be a maximal submodule of Iτ . Let M ′ = Iτ/M . Then M ′ is irreducible and the
image of vτ is a nonzero element of M ′(τ), which proves (2).

Let M be an irreducible representation of BLHF admitting τ as a weight. By [Héb18,
Proposition 3.8], there exists a surjective morphism of BLHF -modules φ : Iτ ։ M . Then
M ≃ Iτ/ ker(φ) and ker(φ) is a maximal submodule of Iτ .

Set Bs = σsHs − σ2
s ∈ HW v,F . One has B2

s = −(1 + σ2
s)Bs. Let ζs = −σsQs(Z) + σ2

s ∈
F(Y ) ⊂ BLH(TF ). When σs = σ′

s =
√
q for all s ∈ S , we have ζs =

1−qZ−α∨
s

1−Z−α∨
s

∈ F(Y ). Let

Fs = Bs + ζs ∈ BLH(TF).

Let α∨ ∈ Φ∨. Write α∨ = w.α∨
s for w ∈ W v and s ∈ S . We set ζα∨ = (ζs)

w.
Let α∨ ∈ Φ∨. Write α = w.α∨

s , with w ∈ W v and s ∈ S . We set σα∨ = σs and
σ′
α∨ = w.σ′

s. This is well defined by Lemma 2.4 and by the relations on the σt, t ∈ S (see
Subsection 2.3).

Let w ∈ W v. Let w = s1 . . . sr be a reduced expression of w. Set

Fw = Fsr . . . Fs1 = (Bsr + ζsr) . . . (Bs1 + ζs1) ∈ BLH(TF).

By the lemma below, this does not depend on the choice of the reduced expression of w.
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Lemma 2.13. (see [Héb18, Lemma 5.14]) Let w ∈ W v.

1. The element Fw ∈ BLH(TF ) is well defined, i.e it does not depend on the choice of a
reduced expression for w.

2. There exists a ∈ F∗ such that Fw − aHw ∈ BLH(TF)<w =
⊕

v<wHvF(Y ).

3. If θ ∈ F(Y ), then θ ∗ Fw = Fw ∗ w−1
θ.

4. If τ ∈ TF is such that ζβ∨ ∈ F(Y )τ for all β∨ ∈ NΦ∨(w), then Fw ∈ BLH(TF)τ and
Fw(τ).vτ ∈ Iτ (w.τ).

5. Let τ ∈ T reg
F . Then Fw ∈ BLH(TF )τ .

3 Weighted representations of BLHF and HF

In this section, the field F is not necessarily C. We set BLH∅
F = BLHF and BLH+

F = HF .
Let ǫ ∈ {+, ∅}. A F [Y ǫ]-module M is called weighted if for all x ∈ M , F [Y ǫ].x is a finite
dimensional. A BLHǫ

F -module is called weighted if the induced F [Y ǫ]-module is.
In this section, we characterize the weighted representations of HF which can be extended

to a representation of BLHF (see Proposition 3.2) . We also prove that if M is a weighted
representation of BLHF , then the HF submodules of M are exactly the restrictions to HF of
the BLHF -submodules of M (see Proposition 3.1).

Proposition 3.1. Let M be a weighted BLHF -module. Then a subset M ′ ⊂ M is an HF -
submodule of M if and only if it is a BLHF -submodule of M .

Proof. Let M ′ ⊂ M be an HF -submodule of M . Let x ∈ M ′ and M ′
x = F [Y +].x. For

λ ∈ Y +, define φλ,x :M ′
x →M ′

x by φλ,x(y) = Zλ.y, for y ∈M ′
x. Then φλ,x is injective and as

M ′
x is finite dimensional, φλ,x is an isomorphism. Let y = (φλ,x)

−1(x). Then Zλ.y = x and
y = Z−λ.x ∈ M ′

x. Let µ ∈ Y . By writing µ = λ+ − λ−, with λ+, λ− ∈ Y +, we deduce that
Zµ.x ∈ M ′

x ⊂ M . Therefore M is stable under the action of HW v,F and of F [Y ] and hence
M is a BLHF -module.

Proposition 3.2. Let M be a weighted representation of HF . Then the following are equiv-
alent:

1. M is the restriction of a representation of BLHF ,

2. Zλ.x 6= 0, for all λ ∈ Y + and x ∈M \ {0},

3. for every τ ∈ Wt(M), τ(Y +) ⊂ F∗.

The condition is necessary because if M is a BLHF -module, one has x = Z−λ.Zλ.x, for
all λ ∈ Y . In the sequel of this section, we prove that this condition is indeed sufficient.
The idea of our proof is to extend the action of F [Y +] to an action of F [Y ] and then to
define an action of BLHF . The difficulty is then to prove that it is indeed an action, i.e that
(h ∗ h′).x = h.(h′.x) for every h, h′ ∈ BLHF and x ∈M .

Lemma 3.3. Let ǫ ∈ {∅,+} andM be a weighted F [Y ǫ]-module. ThenM =
⊕

τ∈Wt(M)M(τ, gen).
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Proof. One has
∑

τ∈Wt(M)M(τ, gen) =
⊕

τ∈Wt(M)M(τ, gen).

Let x ∈M and Mx = F [Y ǫ].x. Then by [Héb18, Lemma 3.1],

x ∈Mx =
⊕

τ∈Wt(Mx)

Mx(τ, gen) ⊂
⊕

τ∈Wt(M)

M(τ, gen).

Thus
⊕

τ∈Wt(M)M(τ, gen) =M , which proves the lemma.

Lemma 3.4. Let M be a weighted F [Y +]-module. Suppose that there exists λ ∈ Y + and
x ∈M \ {0} such that Zλ.x = 0. Then there exists τ ∈ Wt(M) such that τ(λ) = 0.

Proof. By Lemma 3.3, one can assume that x ∈M(τ, gen), for some τ ∈ Wt(M). Let k ∈ N∗

be such that (Zλ − τ(λ)Id)k.x = 0. Then (Zλ − τ(λ)Id)k.x =
∑k

j=0

(
k
j

)
τ(λ)jZ(k−j)λ.x =

τ(λ)k.x = 0 and thus τ(λ) = 0.

Lemma 3.5. Let M be a weighted F [Y +]-module. Suppose that for all τ ∈ Wt(M), τ(Y +) ⊂
F∗. Then there exists a unique action of F [Y ] on M which induces the action of F [Y +] on
M .

Proof. We begin by proving the uniqueness of such an action. Suppose that we can extend
. to F [Y ]. For λ ∈ Y , define φλ : M → M by φλ(m) = Zλ.m, for λ ∈ Y + and m ∈ M .
Let λ ∈ Y +. Then φλ is a bijection and its inverse is φ−λ. Let now µ ∈ Y and m ∈ M .
Write µ = λ+ − λ−, with λ+, λ− ∈ Y +. Then Zµ.m = φλ+

(
(φλ−

)−1(m)
)
, which proves the

uniqueness of such an action.
Suppose now that for every τ ∈ Wt(M), τ(Y +) ⊂ F∗. Let λ ∈ Y + and x ∈ M . Let

Mx = F [Y +].x and φλ,x : Mx → Mx be defined by φλ,x(y) = Zλ.y for all y ∈ Mx. Then by
Lemma 3.4, φλ,x is injective and by assumption, Mx is finite dimensional. Thus φλ,x is an
isomorphism. Thus the map φλ :M →M defined by φλ(x) = Zλ.x for all x ∈M is surjective.
By Lemma 3.4, φλ is an isomorphism. One sets φ−λ = φ−1

λ . Then (φµ)µ∈Y + is commutative
and thus (φ±µ)µ∈Y + is commutative. If µ ∈ Y , µ = µ+ − µ−, with µ−, µ+ ∈ Y +, one sets
φµ = φµ+ ◦ φ−µ−

. Then φµ does not depend on the choice of µ−, µ+ such that µ+ − µ− = µ
and (φµ)µ∈Y is commutative. One has φλ ◦ φµ = φλ+µ for all λ, µ ∈ Y . For µ ∈ Y , one sets
Zµ.x = φµ(x). Then (Zλ.Zµ).x = Zλ.(Zµ.x) for all λ, µ ∈ Y , and thus this defines an action
of F [Y ] on M .

We now fix a weighted representation M of HF such that Zλ.x 6= 0 for all λ ∈ Y + and
x ∈ M \ {0}. Using Lemma 3.5, we equip M with the structure of an F [Y ]-module. For
h =

∑
λ∈Y,w∈W v aw,λHwZ

λ ∈ BLHF , and x ∈ M , one sets h.x =
∑

λ∈Y,w∈W v aw,λHw.(Z
λ.x).

We now prove that M is a BLHF -module by proving that for all h, h′ ∈ BLHF and all x ∈ M ,
one has (h ∗ h′).x = h.(h′.x).

Let w ∈ W v and λ ∈ Y . Using Lemma 2.8, we write Zλ ∗Hw =
∑

v≤wHv ∗ Rλ
v,w, where

(Rλ
v,w)v≤w ∈ F [Y ][1,w].

Lemma 3.6. Let λ, ν ∈ Y and w ∈ W v. Then:
∑

u≤v≤w

Hu ∗Rν
u,v ∗Rλ

v,w =
∑

v≤w

Hv ∗Rν+λ
v,w .

Proof. This follows from the associativity of ∗: Zν ∗ (Zλ ∗Hw) = Zν+λ ∗Hw.

Lemma 3.7. Let x ∈M , w ∈ W v and λ ∈ Y . Then (Zλ ∗Hw).x = Zλ.(Hw.x).
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Proof. Let ν ∈ Y +. Then:

Zν .
(
(Zλ ∗Hw).x

)
= Zν .

(∑

v≤w

Hv.(R
λ
v,w.x)

)

=
∑

v≤w

(Zν ∗Hv).(R
λ
v,w.x)

=
∑

v≤w

∑

u≤v

(Hu ∗Rν
u,v ∗Rλ

v,w).x

=
∑

v≤w

(Hv ∗Rν+λ
v,w ).x.

We now assume that ν + λ ∈ Y +. Such a ν exists. Indeed, one can choose ν ′ ∈ Y ∩ Cv
f

and take ν = Nν ′, for N ∈ N large enough. Then

Zν .
(
Zλ.(Hw.x)

)
= Zν+λ.(Hw.x) = (

∑

v≤w

Hv ∗Rν+λ
v,w ).x = Zν .

(
(Zλ ∗Hw).x

)
.

Therefore (Zλ.Hw).x = Zλ.(Hw.x).

We can now prove Proposition 3.2.
We have to prove that for all h, h′ ∈ BLHF , and x ∈ M , one has (h ∗ h′).x = h.(h′.x).

Let u, v ∈ W v, λ, µ ∈ Y and x ∈ M . Write Zλ ∗ Hv =
∑

w∈W v,ν∈Y aw,νHwZ
ν . Then

(HuZ
λ) ∗ (HvZ

µ) =
∑

w∈W v,ν∈Y aw,νHu ∗Hw ∗ Zµ+ν . Therefore

(HuZ
λ ∗HvZ

µ).x =
∑

w∈W v,ν∈Y
aw,νHu ∗Hw.(Z

ν+µ.x)

= Hu.

( ∑

w∈W v,µ∈Y
aw,νHw.

(
Zν .(Zµ.x)

))

= Hu.
(
(Zλ ∗Hv).(Z

µ.x)
)

= Hu.

(
Zλ.

(
Hv.

(
Zµ.x)

))
by Lemma 3.7

= (Hu ∗ Zλ).
(
Hv.

(
Zµ.x)

)

= (Hu ∗ Zλ).
(
(Hv ∗ Zµ).x

)
,

which proves the proposition.

Remark 3.8. By [Héb18, Lemma 4.5], if T = T̊ ∪⋂
s∈S

ker(αs), then for every nonzero al-
gebra morphism τ : F [Y +] → F , one has τ(Y +) ⊂ F∗. Therefore in this case, every weighted
representation of HF extends to a representation of BLHF . This is the case for example when
HF is associated to an affine Kac-Moody group or to a size 2 Kac-Moody matrix. By [Héb18,
Lemma 4.9], there exist Kac-Moody matrices for which there exist weighted representations
of HF which do not extend to representations of BLHF .

4 Decomposition of regular principal series representa-

tions

In this section, the field F is not necessarily C. Let τ ∈ TF . We call τ regular if Wτ = {1},
that is if for all w ∈ W v, w.τ = τ implies w = 1. Let τ ∈ TF be regular. In this section, we
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describe the submodules of Iτ and prove that there exists a unique irreducible representation
of BLHF admitting τ as a weight. The main tools that we use are the weights of the sumodules
and the intertwining operators Iw.τ → Iw′.τ , for w,w′ ∈ W v.

In subsection 4.1, we introduce, for τ ∈ TF regular, the graph of τ , whose vertices are the
Iw.τ , for w ∈ W v and a semi-distance on it.

In subsection 4.2, we study the irreducible representations admitting τ as a weight.
In subsection 4.3, we study the strongly indecomposable submodules of Iτ and prove that

the sumbodules of Iτ can be written as sums of strongly indecomposable submodules.
In subsection 4.4, we give a way to compute the weights of a submodule.
In subsection 4.5, we apply the results of this section to some examples.

4.1 Graph and semi-distance associated to Iτ

Let τ ∈ TF be regular. By Lemma 2.9 and Proposition 2.10, one has dimHom(Iw.τ , Iw′.τ) = 1,
for all w,w′ ∈ W v. For every w,w′ ∈ W v, we fix Aw,w′,τ ∈ Hom(Iw.τ , Iw′.τ ) \ {0}.

The graph of morphisms Gτ of τ is the non-oriented graph defined as follows. Its
vertices are the Iw.τ , for w ∈ W v. Two vertices Iw.τ , Iw′.τ are joined by an edge if and only
if ℓ(w′−1w) = 1.

A path in Gτ is a finite sequence (Iwi.τ )i∈J1,nK ∈ (Gτ )
n, where n ∈ N and wiw

−1
i+1 ∈ S for

all i ∈ J1, n− 1K. Let n ∈ N and Γ = (Iw1.τ , . . . , Iwn.τ) be a path in Gτ . We say that Γ is an

intertwining path if AΓ := Awn−1,wn,τ ◦ . . . ◦ Aw1,w2,τ : Iw1.τ → Iwn.τ is nonzero.

The graph of isomorphisms G̃τ is the graph obtained from Gτ by deleting the edges
(Iw.τ , Isw.τ), w ∈ W v, s ∈ S such that Aw,sw,τ is not an isomorphism (this is equivalent
to assuming that Asw,w,τ is not an isomorphism since dimHom(Iw.τ , Isw.τ) = 1). Note that
by [Héb18, Lemma 5.4], Aw,sw,τ is an isomorphism if and only w.τ(ζs)w.τ(

sζs) 6= 0 (or
equivalently w.τ(α∨

s ) /∈ {q, q−1} in the split case).
If Γ is an path in Gτ , we set

ℓ 6≃(Γ) = |{i ∈ J1, n− 1K|Awi,wi+1.τ ) is not an isomorphim}|.

If P1, P2 are two vertices of Gτ , then we set d(P1, P2) = ℓ 6≃(Γ), where Γ is any intertwining
path joining P1 to P2. The aim of this subsection is to prove that this is well defined. For
this we prove the following:

• there exists an intertwining path Γ joining P1 to P2 (see Proposition 4.2)

• ℓ 6≃(Γ) is independent of the choice of such a path (see Proposition 4.7).

Our proof is based on the “word property” in Coxeter groups. Note that we will prove
that d is symmetric and satisfies the triangle inequality (see Proposition 4.7), but in general,
it is not a distance (for example if Iw.τ ≃ Iτ for every w ∈ W v, then d(P, P ′) = 0, for every
P, P ′ ∈ Gτ ). However it induces a distance on the set of connected components of G̃τ . This
semi-distance will enable us to study the strongly indecomposable submodules of Iτ .

4.1.1 Existence of intertwining paths between two vertices

We begin by proving the existence of intertwining paths between any two vertices of Gτ .
Recall that HW v,F =

⊕
w∈W v FHw ⊂ BLHF . For w ∈ W v, set H≤w

W v,F =
⊕

v≤w FHv and
H<w

W v,F =
⊕

v<w FHv.
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Lemma 4.1. Let w ∈ W v and s ∈ S be such that ws > w. Then:

(H≤w
W v,F \ H<w

W v,F) ∗ (H≤s
W v,F \ H<s

W v,F) ⊂ H≤ws
W v,F \ H<ws

W v,F .

Proof. This follows from the fact that [1, w].[1, s] ⊂ [1, ws] and that [1, w).s∪ [1, w] ⊂ [1, ws].

Proposition 4.2. (see [Kat81, (1.21)]). Let τ ∈ TF be regular. Let w ∈ W v and w = sk . . . s1
be a reduced writing of w, where k ∈ N and s1, . . . , sk ∈ S . For j ∈ J1, kK, set wj = sj−1 . . . s1
(where we set s0 . . . s1 = 1) and τj = wj.τ . Then Γ = (Iτ1 , Iτ2, . . . , Iτk) is an intertwining
path joining Iτ to Iw.τ .

Proof. Let j ∈ J1, k − 1K. By Lemma 2.13 (4) and (5),

xj := Fsj(sj.τj)vsj .τj = Fsj (τj+1)vτj+1
∈ Iτj+1

(τj).

For τ ′ ∈ TF and w ∈ W v, set I≤w
τ ′ =

⊕
v≤w Fvτ ′ and I<w

τ ′ =
⊕

v<w Fvτ ′.
Set fj = Υxj

◦ . . . ◦ Υx1 ∈ Hom(Iτ , Iτj+1
) (where the Υxj

: Iτj → Iτj+1
are defined

in Lemma 2.9). Let Pj : “fj(vτ ) ∈ I
≤w−1

j+1
τj+1 \ I<w−1

j
τj+1 ”. Then P1 is true by Lemma 2.13

(2). Let j ∈ J1, k − 2K and assume that Pj is true. Write fj(vτ ) = h.vτj+1
, where h ∈

H≤w−1
j+1

F ,W v \H<w−1
j+1

F ,W v . Then one has Υxj+1

(
fj(vτ )

)
= h.Υxj+1

(vτj+1
). Write xj+1 = h′.vτj+2

, where

h′ ∈ (H≤sj+1

F ,W v \ F).vτj+1
. Then fj+1(vτ ) = h.h′.vτj+1

. By Lemma 4.1, we deduce that Pj+1 is
true. Thus Pk−1 is true and in particular, fk−1(vτ ) 6= 0, which proves the lemma.

4.1.2 Independence of the choice of a path

We now prove that if Iτ1 , Iτ2 are two vertices of Gτ and Γ,Γ′ are intertwining paths joining
them, then ℓ 6≃(Γ) = ℓ 6≃(Γ′).

Let (W v)∗ = S (N). For w∗ = (s1, . . . , sk) ∈ (W v)∗, we set π(w∗) = s1 . . . sk ∈ W v. For
s, t ∈ S denote by m(s, t) the order of st in W v. If m(s, t) is finite, we denote by w∗

0(s, t)
the m(s, t)-tuple (s, t, s, t . . .). One has π

(
w∗

0(s, t)
)
= π

(
w∗

0(t, s)
)
=: w0(s, t). If w ∈ W v and

Γ = (Iw1.τ , Iw2.τ , . . . , Iwn.τ ) is a path, we set Γ∗ = (w2w
−1
1 , . . . , wnw

−1
n−1). Let w∗, w̃∗ ∈ (W v)∗.

We say that w̃∗ is obtained from w∗ by a braid-move if there exist s, t ∈ S such that
m(s, t) is finite and u∗, v∗ ∈ (W v)∗ such that

w∗ = (u∗, w∗
0(s, t), v

∗) and w̃∗ = (u∗, w∗
0(t, s), v

∗).

Lemma 4.3. Let τ ∈ TF be regular. Let s, t ∈ S be such that s 6= t and m(s, t) is finite. Let

Γs = (Iτ , Is.τ , Its.τ , . . . , Iw0(s,t).τ ) and Γt = (Iτ , It.τ , Ist.τ , . . . , Iw0(s,t).τ ).

Then ℓ 6≃(Γs) = ℓ 6≃(Γt) and AΓs
∈ F∗AΓt

.

Proof. Write Γs = (I
τ
(s)
1
, . . . , I

τ
(s)
k

) and Γt = (I
τ
(t)
1
, . . . , I

τ
(t)
k

). Let us prove that

Iτ = I
τ
(s)
1

≃ I
τ
(s)
2

= Is.τ if and only if I
τ
(t)
k

≃ I
τ
(t)
k−1
. (1)

For u ∈ S , set

Ru(T ) = −σu
(σu − σ−1

u ) + (σ′
u − σ′−1

u )T

1− T 2
+ σ2

u ∈ F(T ),
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where T is an indeterminate. By [Héb18, Lemma 5.4] , for τ ′ ∈ TF and u ∈ S , Iτ ′ is not
isomorphic to Iu.τ ′ if and only if Ru

(
τ ′(α∨

u)
)
Ru

(
τ ′(−α∨

u)
)
= 0.

By [Kum02, 1.3.21 Proposition], m(s, t) ∈ {2, 3, 4, 6}. Suppose m(s, t) = 3. Then k = 4,

τ
(t)
k = tst.τ and τ

(t)
k−1 = st.τ . Thus I

τ
(t)
k

≃ I
τ
(t)
k−1

if and only if Rt

(
st.τ(α∨

t )
)
Rt

(
st.τ(−α∨

t )
)
= 0.

Moreover sts = tst, thus s and t are conjugate and hence Rs = Rt, by assumptions on the
σu, σ

′
u, u ∈ S . By Lemma 2.2, ts.α∨

t = α∨
s , which proves (1).

Suppose m(s, t) is even. Set w = sw0(s, t) = w0(s, t)s. Then k = m(s, t) + 1, τ
(t)
k =

w0(s, t).τ and τ
(t)
k−1 = w.τ . Thus I

τ
(t)
k

≃ I
τ
(t)
k−1

if and only if Rs

(
w.τ(α∨

s )
)
Rs

(
w.τ(−α∨

s )
)
= 0.

Moreover, w = w−1 and ws = sw = w0(s, t). Thus wsw−1 = s and thus by Lemma 2.2,
w.α∨

s = α∨
s , which proves (1).

We deduce that (1) holds in both cases. By applying (1) to

Γs(v) := (Iv.τ , Isv.τ , Itsv.τ , . . . , Iw0(s,t)v.τ ) and Γt(v) := (Iv.τ , Itv.τ , Istv.τ , . . . , Iw0(s,t)v.τ ),

for every v ∈ 〈s, t〉, we deduce that ℓ 6≃(Γs) = ℓ 6≃(Γt). By Proposition 4.2, Γs and Γt are
intertwining paths and as dimHom(Iv.τ , Iw0(s,t)v.τ ) = 1, one has F∗AΓs

= F∗AΓt
.

We deduce the following lemma:

Lemma 4.4. Let w,w′ ∈ W v and Γ, Γ̃ be two paths joining Iw.τ to Iw′.τ . We assume that Γ̃∗

is obtained from Γ∗ by a braid-move. Then ℓ 6≃(Γ) = ℓ 6≃(Γ̃) and Γ is an intertwining path if
and only if Γ̃ is an intertwining path.

Let w∗, w̃∗ ∈ (W v)∗. We say that w̃∗ is obtained from w∗ by a nil-move if there exist
u∗, v∗ ∈ (W v)∗ and s ∈ S such that w∗ = (u∗, s, s, v∗) and w̃∗ = (u∗, v∗).

Lemma 4.5. Let τ ∈ TF be regular. Let u, v ∈ W v be such that Iu.τ and Iv.τ are not
isomorphic. Then Au,v,τ ◦ Av,u,τ = 0.

Proof. We have Au,v,τ ◦ Av,u,τ ∈ End(Iv.τ ) = FId and Av,u,τ ◦ Au,v,τ ∈ Hom(Iu.τ) = FId.
Write Au,v,τ ◦ Av,u,τ = γId and Av,u,τ ◦ Au,v,τ = γ′Id, with γ, γ′ ∈ F . As Iu.τ and Iv.τ are not
isomorphic, we have γγ′ = 0. Exchanging u and v if necessary, we may assume γ = 0. Then
Av,u,τ ◦ Au,v,τ ◦ Av,u,τ = 0 = γ′Av,u,τ and hence γ′ = 0, which proves the lemma.

Lemma 4.6. Let w,w′ ∈ W v and Γ, Γ̃ be two paths joining Iw.τ to Iw′.τ . We assume that Γ is
an intertwining path and that Γ̃∗ is obtained from Γ∗ by a nil-move. Then Γ̃ is an intertwining
path and ℓ 6≃(Γ) = ℓ 6≃(Γ̃).

Proof. Write Γ∗ = (u∗, v∗) and Γ̃∗ = (u∗, s, s, v∗), with u∗, v∗ ∈ (W v)∗ and s ∈ S . Set
u = π(u∗) and π(v∗).

As Γ is an intertwining path, one has:

Au−1w,v−1u−1w,τ ◦ Asu−1w,u−1w,τ ◦ Au−1w,su−1w,τ ◦ Aw,u−1w,τ 6= 0.

By Lemma 4.5 we deduce that Asu−1w,u−1w,τ and Au−1w,su−1w,τ are isomorphisms and that
Asu−1w,u−1w,τ ◦ Au−1w,su−1w,τ ∈ F∗Id. Therefore Au−1w,v−1u−1w,τ ◦ Aw,u−1w,τ 6= 0, and the
lemma follows.

If w ∈ W v, we denote by C̃(w) the connected component of G̃τ containing Iw.τ .

Proposition 4.7. 1. Let w,w′ ∈ W v. Then if Γ1,Γ2 are two intertwining paths joining
Iw′.τ to Iw.τ , one has ℓ 6≃(Γ1) = ℓ 6≃(Γ2).
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2. If w ∈ W v then C̃(w) = {Iw′.τ |w′ ∈ W v|Iw′.τ ≃ Iw.τ}.

3. If w,w′ ∈ W v, then every path Γ in Gτ joining Iw.τ to Iw′.τ satisfies ℓ 6≃(Γ) ≥ d(Iw.τ , Iw′.τ ).

4. The map d : Gτ × Gτ → N is symmetric and satisfies the triangle inequality. More-
over it induces a distance on the set C̃ of connected components of G̃τ , by setting
d
(
C̃(w), C̃(w′)

)
= d(Iw.τ , Iw′.τ ) for w,w′ ∈ W v.

Proof. (1) By the word property ([BB05, Theorem 3.3.1]), there exist n1, n2 ∈ N and se-

quences Γ
(1)
1 = Γ1, . . . ,Γ

(n1)
1 , Γ

(1)
2 = Γ2, . . . ,Γ

(n2)
2 of paths such that Γ

(n1)
1 = Γ

(n2)
2 and

for all i ∈ {1, 2} and j ∈ J1, ni − 1K, Γ
(j+1)
i is obtained from Γ

(j)
i by a nil-move or a

braid-move and such that Γ
(ni)
i has length ℓ(w′w−1). Then by Lemma 4.4 and Lemma 4.6,

ℓ 6≃(Γ1) = ℓ 6≃(Γ
(n1)
1 ) = ℓ 6≃(Γ2) = ℓ 6≃(Γ

(n2)
2 ), which proves (1).

(2) Let Iw1.τ ∈ C̃(w). Then there exists a path Γ from Iw1.τ to Iw.τ composed uniquely of
isomorphisms and thus Iw1.τ ≃ Iw.τ . Let w1 ∈ W v be such that Iw1.τ is isomorphic to Iw.τ .
Let Γ be an intertwining path joining w1.τ to w.τ , which exists by Proposition 4.2. Write
Γ = (Iw1.τ , Iw2.τ , . . . , Iwk.τ). Then AΓ = Awk−1,wk,τ ◦ . . . ◦Aw1,w2,τ is an isomorphism and thus

for all i ∈ J1, k− 1K, Awi,wi+1,τ is an isomorphism. Therefore Γ is contained in C̃(w) and thus

Iw1.τ ∈ C̃(w), which proves (2).
(3), (4) Let w,w′ ∈ W v. Let us prove that d(Iw.τ , Iw′.τ ) = d(Iw′.τ , Iw.τ). Maybe considering

τ̃ = w′.τ and ww′−1, we may assume that w′ = 1. Let w = sk . . . s1 be a reduced writing of w,
with s1, . . . , sk ∈ S . Then by Proposition 4.2, Γ = (Iτ , Is1.τ , . . . , Isk...s1.τ ) is an intertwining
path joining Iτ to Iw.τ . By Proposition 4.2, Γ′ := (Isk...s1.τ , Isk−1...s1.τ , . . . , Iτ ) is an intertwining
path from Iw.τ to Iτ . As for all w ∈ W v and s ∈ S , dimHom(Iw.τ , Isw.τ) = 1, Aw,sw,τ is an
isomorphism if and only if Asw,w,τ is an isomorphism. Therefore ℓ 6≃(Γ) = ℓ 6≃(Γ′) and hence
d(Iτ , Iw.τ) = d(Iw.τ , Iτ ): d is symmetric.

Let w,w′ ∈ W v and Γ be a path from Iw.τ to Iw′.τ . We may assume that w′ = 1. Then
using the word property we can transform Γ into a path Γ′ of length ℓ(w), by using nil-moves
and braid-moves. By Proposition 4.2, Γ′ is then an intertwining path. For each braid-move,
ℓ 6≃ remains unchanged (by Lemma 4.4) and for each nil-move ℓ 6≃ either remain unchanged or
decrease by 2. Thus ℓ 6≃(Γ) ≥ d(Iτ , Iw.τ).

Let w,w′ ∈ W v. Let Γ (resp. Γ′) be an intertwining path between Iτ and Iw′.τ (resp.
between Iw′.τ and Iw.τ). Then the concatenation Γ′′ of Γ and Γ′ is a path between Iτ and
Iw′.τ and thus d(Iτ , Iw.τ) ≤ ℓ 6≃(Γ′′) = d(Iτ , Iw′.τ ) + d(Iw′.τ , Iw.τ), which proves that d satisfies
the triangle inequality. By (2), for w,w′ ∈ W v, d(Iw.τ , Iw′.τ ) = 0 if and only if Iw.τ ≃ Iw′.τ

which proves that d induces a distance on the set of connected components of G̃τ .

4.2 Irreducible representation admitting τ as a weight

Let τ ∈ TF be regular. In this section, we prove the existence of a unique irreducible
representation M of BLHF admitting τ as a weight. We describe it as a quotient of Iτ .

Lemma 4.8. (see [Rog85, Corollary 3.3]) There exists a unique maximal submodule Mmax
τ

of Iτ .

Proof. Using Proposition 2.10 (2) we choose a basis (ξw)w∈W v of Iτ such that ξw ∈ Iτ (w.τ)
for all w ∈ W v. Let π1 : Iτ → F be defined by π1(

∑
w∈W v awξw) = a1, for all (aw) ∈ F (W v).

Let M be a submodule of Iτ . Then M(τ) ⊂ Iτ (τ) = Fvτ . Thus M is a proper submodule
of Iτ if and only if M(τ) = {0}. Therefore the sum of all the proper submodules of Iτ is a
proper submodule of Iτ , which proves the lemma.
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Let w ∈ W v and τ ′ = w.τ . Then M irr
τ ′ := Iτ ′/M

max
τ ′ is an irreducible BLHF -module.

We define ∼ on W v by w ∼ w′ if Iw.τ ≃ Iw′.τ for all w,w′ ∈ W v. This is an equivalence
relation. If w ∈ W v we denote its class by [w].

Proposition 4.9. (see [Rog85, Proposition 3.5])

1. Let M be an irreducible BLHF -module such that M(τ) 6= {0}. Then M ≃M irr
τ .

2. The set of weights of M irr
τ is Wt(M irr

τ ) = [1].τ and dimM irr
τ = |[1]|. In particular, if

w ∈ W v, then M irr
τ is isomorphic to M irr

w,τ if and only if w ∼ 1.

Proof. Let x ∈M(τ)\{0}. By Lemma 2.9 there exists φ :∈ Hom(Iτ ,M) such that φ(vτ ) = x.
By Lemma 4.8, ker φ ⊂ Mmax

τ and thus φ induces a nonzero map φ : Iτ/M
max
τ =M irr

τ → M .
As M irr

τ and M are irreducible, φ is an isomorphism, which proves (1).
By Lemma 2.11, [1].τ ⊂ Wt(M irr

τ ). Let w ∈ W v be such that Iw.τ is not isomorphic to Iτ .
Let φ = Aw,1,τ : Iw.τ → Iτ . Then by Lemma 4.5, φ(Iw.τ)(τ) = 0. Therefore, φ(Iw.τ) ⊂ Mmax

τ

and hence Mmax
τ (w.τ) 6= 0. By Proposition 2.10 (2) we deduce that Mmax

τ (w.τ) = Iτ (w.τ)
and hence w.τ /∈ Wt(M irr

τ ), which proves (2).

Remark 4.10. Let M be an irreducible BLHF -module such that for some w ∈ W v, M ⊂ Iw.τ .
Then there exists w′ ∈ W v such that M is isomorphic to M irr

w′.τ . However, there can exist
w ∈ W v such that M irr

w.τ is not contained in any Iw′.τ . This is the case for example if M irr
w.τ is

finite dimensional, by [Héb18, Proposition 3.12].

4.3 Strongly indecomposable submodules of Iτ

Definition 4.11. Let M be a submodule of BLHF . One says that M is indecomposable if
for all submodules M1,M2 of M such that M1 ⊕M2 =M , one has M1 =M or M2 =M .

We say that M is strongly indecomposable if for every family (Mj)j∈J of submodules
of M , ∑

j∈J
Mj =M =⇒ ∃j ∈ J | Mj =M.

A BLHF -module M is strongly indecomposable if and only if there exists a proper sub-
module Mmax containing every proper submodule of M .

Let τ ∈ TF be regular. Recall that if w,w′ ∈ W v, Aw,w′,τ is an (arbitrary) element of
Hom(Iw.τ , Iw′.τ ) \ {0}. If w ∈ W v, we set Mw,τ = Aw,1,τ (Iw.τ) ⊂ Iτ .

In this subsection, we prove that the strongly indecomposable submodules of Iτ are exactly
theMw,τ , for w ∈ W v (see Lemma 4.12 and Lemma 4.18). We then study how a submodule of
Iτ can be decomposed as a sum of strongly indecomposable submodules (see Theorem 4.21).

4.3.1 Characterization of the strongly indecomposable submodules of Iτ

Lemma 4.12. Let w ∈ W v. Then Mw,τ = Aw,1,τ(Iw.τ) is strongly indecomposable.

Proof. Let (Mj)j∈J be a family of submodules of Mw,τ such that Mw,τ =
∑

j∈J Mj . For

j ∈ J , set Nj = (Aw,1,τ)
−1(Mj). Let x ∈ Iw.τ and y = Aw,1,τ (x). Write y =

∑
j∈J yj, where

yj ∈ Mj for all j ∈ J . For j ∈ J such that yj 6= 0, choose xj ∈ Nj such that Aw,1,τ(xj) = yj.
For j ∈ J such that yj = 0, set xj = 0. Then x −∑

j∈J xj ∈ ker(Aw,1,τ ). Let j ∈ J . Then
ker(Aw,1,τ) ⊂ Nj and thus x ∈ ∑

j∈J Nj . Therefore
∑

j∈J Nj = Iw.τ . By Lemma 4.8, there
exists j ∈ J such that Nj = Iw.τ . Then Mj =Mw,τ , which proves the lemma.
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Lemma 4.13. Let M ⊂ Iτ and w ∈ W v be such that w.τ ∈ Wt(M). Then Mw,τ ⊂M .

Proof. By Lemma 2.9, there exists a nonzero intertwiner f : Iw.τ →M . Then f ∈ Hom(Iw.τ , Iτ) =
FAw,1,τ , which proves the lemma.

Lemma 4.14. Let w,w′ ∈ W v be such that w′.τ ∈ Wt(Mw,τ). ThenMw,τ (w
′.τ) = Aw,1,τ

(
Iw.τ(w

′.τ)
)
.

In particular, Aw′,1,τ ∈ F∗Aw,1,τ ◦ Aw′,w,τ .

Proof. As Aw,1,τ is a BLHF -module morphism, it is an F [Y ]-module morphism and thus
Mw,τ(w

′.τ) ⊃ Aw,1,τ

(
Iw.τ(w

′.τ)
)
. Let y ∈ Mw,τ (w

′.τ) and x ∈ (Aw,1,τ)
−1({y}). Using Propo-

sition 2.10, write x =
∑

v∈W v xv, where for every v ∈ W v, xv ∈ Iw.τ(v.τ). Then for all
v ∈ W v \ {w′}, Aw,1,τ(xv) ∈ Iτ (v.τ) and thus Aw,1,τ (xv) = 0. Consequently, y = Aw,1,τ(x) =
Aw,1,τ(xw′) ∈ Aw,1,τ

(
Iw.τ(w

′.τ)
)

and thus Mw,τ (w
′.τ) = Aw,1,τ

(
Iw.τ(w

′.τ)
)
.

By Proposition 2.10 (2), Mw,τ (w
′.τ) = Iτ (w

′.τ). Let y = Aw′,1,τ(vw′.τ ). Then there
exists x ∈ Iw.τ(w

′.τ) such that y = Aw,1,τ (x). Then there exists γ ∈ F∗ such that x =
γAw′,w,τ(vw′.τ ). Therefore y = Aw,1,τ ◦ Aw′,w,τ(vw′.τ)). In particular, Aw,1,τ ◦ Aw′,w,τ 6= 0 and
thus Aw′,1,τ ∈ F∗Aw,1,τ ◦ Aw′,w,τ .

Lemma 4.15. Let w,w′ ∈ W v. Then Iw.τ ≃ Iw′.τ if and only if Mw,τ =Mw′,τ .

Proof. One has w′.τ ∈ Wt(Mw,τ) and w.τ ∈ Wt(Mw′.τ). Thus by Lemma 4.14 one has:

F∗Aw′,1,τ = F∗Aw,1,τ ◦ Aw′,w,τ = F∗Aw′,1,τ ◦ Aw,w′,τ ◦ Aw′,w,τ .

By Lemma 4.5 we deduce that Aw,w′,τ and Aw′,w,τ are isomorphisms, which proves the lemma.

Lemma 4.16. Let w′ ∈ W v and w.τ ∈ Wt(Mw′,τ ) (i.e Mw,τ ⊂ Mw′,τ). Then d(Iw.τ , Iτ ) =
d(Iw.τ , Iw′.τ )+d(Iw′.τ , Iτ). In particular, d(Iw.τ , Iτ ) ≥ d(Iw′.τ , Iτ ) and the equality holds if and
only if Mw,τ =Mw′,τ

Proof. By Lemma 4.14, one has F∗Aw,1,τ = F∗Aw′,1,τ ◦Aw,w′,τ . Therefore if Γ1 is an intertwin-
ing path from Iw.τ to Iw′.τ and Γ2 is an intertwining path from Iw′.τ to Iτ , the concatenation of
Γ1 and Γ2 is an intertwining path from Iw.τ to Iτ . Thus d(Iw.τ , Iτ ) = d(Iw.τ , Iw′.τ )+d(Iw′.τ , Iτ).

Thus d(Iw.τ , Iτ) ≥ d(Iw′.τ , Iτ ) and the equality holds if and only if d(Iw.τ , Iw′.τ ) = 0 if and
only if Mw,τ =Mw′,τ , by Lemma 4.15.

Lemma 4.17. 1. Let M be a submodule of Iτ . ThenM =
⊕

τ ′∈Wt(M)M(τ ′) =
⊕

τ ′∈Wt(M) Iτ (τ
′).

2. Let M be a family of submodules of Iτ . Then Wt(
∑

N∈MN) =
⋃

N∈M Wt(N).

Proof. (1) By [Héb18, Lemma 3.3 2.], one has M =
⊕

τ ′∈Wt(M)M(τ ′, gen). By Proposi-

tion 2.10, for all τ ′ ∈ Wt(M), M(τ ′, gen) ⊂ I(τ ′, gen) = I(τ ′) and thus M(τ ′, gen) = M(τ ′),
which proves (i).

(2) By (1),
⊕

τ ′∈W v.τ Iτ (τ
′) ⊃ ∑

N∈MN =
∑

N∈M
∑

τ ′∈Wt(N) Iτ (τ
′) =

∑
τ ′∈⋃N∈M

Wt(N) Iτ (τ
′),

which proves (2).

Lemma 4.18. Let M ⊂ Iτ be a strongly indecomposable submodule. Then there exists
w ∈ W v such that M = Mw,τ . More precisely, let n = min{d(Iv.τ , Iτ )|v.τ ∈ Wt(M)} and
w.τ ∈ Wt(M) be such that d(Iw.τ , Iτ ) = n. Then M =Mw,τ .
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Proof. By Lemma 4.13, Mw,τ +
∑

w′.τ∈Wt(M)\Wt(Mw,τ )
Mw′,τ ⊂ M and thus by Lemma 4.17

and Proposition 2.10,

Mw,τ +
∑

w′.τ∈Wt(M)\Wt(Mw,τ )

Mw′,τ =M.

Let w′.τ ∈ Wt(M) be such that Wt(Mw′,τ ) ∋ w.τ . Then by Lemma 4.13, Mw′,τ ⊃ Mw,τ .
By Lemma 4.16 and by definition of w, one has d(Iw′.τ , Iτ) ≤ d(Iw.τ , Iτ) ≤ d(Iw′.τ , Iτ ), thus
Mw′,τ =Mw,τ and in particular, w′.τ ∈ Wt(Mw,τ ). As

Wt(
∑

w′.τ∈Wt(M)\Wt(Mw,τ )

Mw′,τ) =
⋃

w′.τ∈Wt(M)\Wt(Mw,τ )

Wt(Mw′,τ )

we deduce that
∑

w′.τ∈Wt(M)\Wt(Mw,τ )
Mw′,τ does not contain Mw,τ . As M is strongly inde-

composable we deduce that M =Mw,τ , which proves the lemma.

4.3.2 Semi-distance on Gτ and ascending chains of strongly indecomposable sub-

modules

Proposition 4.19. Let w′ ∈ W v and w.τ ∈ Wt(Mw′,τ) (i.e Mw,τ ⊂ Mw′,τ). Let n =
d(Iw.τ , Iw′.τ ) and M1, . . . ,Mk be a sequence of strongly indecomposable submodules of Iτ such
that

Mw,τ =M1 (M2 ( . . . (Mk =Mw′,τ .

Then k ≤ n + 1 and there exist strongly indecomposable submodules M ′
1, . . . ,M

′
n and σ :

J1, kK → J1, nK strictly increasing such that

M ′
1 (M ′

2 ( . . . (M ′
n+1, σ(1) = 1, σ(k) = n+ 1 and Mi =M ′

σ(i) for i ∈ J1, kK.

Proof. By Lemma 4.18 there exist w1, . . . , wk ∈ W v such that for all i ∈ J1, kK, Mi =Mwi,τi.
Then wk−1.τ ∈ Wt(Mk−1) ⊂ Wt(Mk) and by Lemma 4.14, Awk,1,τ ◦Awk−1,wk,τ ∈ F∗Awk−1,1,τ .
By induction,

0 6= Awk,1,τ ◦ Awk−1,wk,τ ◦ . . . Aw1,w2,τ ∈ F∗Aw1,1,τ . (2)

Set wk+1 = 1. For i ∈ J1, kK, choose an intertwining path Γi from Iwi.τ to Iwi+1.τ , whose
existence is provided by Proposition 4.2. Let Γ (resp. Γ′) be the concatenation of Γ1,
Γ2, . . . ,Γk−1 (resp. Γ1, Γ2, . . . ,Γk). Then by (2), Γ′ and thus Γ are intertwining paths from
Iw1.τ to Iwk.τ . Therefore,

n = d(Iw1.τ , Iwk.τ ) = d(Iw1.τ , Iw2.τ ) + . . .+ d(Iwk−1.τ , Iwk.τ ). (3)

By Lemma 4.16 we deduce that n ≥ k.
Write Γ = (Iv1.τ , . . . , Ivm.τ ), where m ∈ N and v1, . . . , vm ∈ W v. Let K = {i ∈ J1, m −

1K| Ivi.τ 6≃ Ivi+1.τ}. Then by definition, |K| = n. For i ∈ K, set M̃i = Mvi,τ and set M̃m =

Mvm,τ . Write K∪{m} = {k1, . . . , kn+1}, k1 < . . . < kn+1 and for i ∈ J1, n+1K, set M ′
i = M̃ki.

As Γ′ is an intertwining path, one has M ′
1 ⊂ M ′

2 ⊂ . . . ⊂ M ′
n+1 and by Lemma 4.16, the

inclusions are strict. By definition, M ′
1 ≃ Mv1,τ = M1 and M ′

n+1 ≃ Mvm,τ = Mk. Set
σ(1) = 1 and for i ∈ J1, k − 1K, σ(i+ 1) = σ(i) + d(Iwi.τ , Iwi+1.τ). By (3), σ(k) = n + 1. Let
i ∈ J1, kK and assume that M ′

σ(i) =Mi. As ℓ 6≃(Γi) = d(Iwi.τ , Iwi+1.τ ), M
′
σ(i+1) =Mi+1 and the

proposition follows.
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4.3.3 Decomposition of submodules as sums of strongly indecomposable sub-

modules

Lemma 4.20. Let J be a totally ordered set and (Mj)j∈J be an increasing family of strongly
indecomposable submodules of Iτ . Then (Mj)j∈J is stationary.

Proof. Let M =
∑

j∈J Mj . Let n = min{d(Iv.τ , Iτ )|v.τ ∈ Wt(M)} and w.τ ∈ Wt(M) be
such that d(Iw.τ , Iτ ) = n. One has Wt(M) =

⋃
j∈J Wt(Mj) and thus there exists k ∈ J such

that w.τ ∈ Wt(Mk). By Lemma 4.18, Mk = Mw,τ . Let k′ ∈ J be such that k′ ≥ k and
w′ ∈ W v be such that Mk′ = Mw′,τ , which exists by Lemma 4.18. Then Mw,τ ⊂ Mw′,τ and
by Lemma 4.16, Mw,τ =Mw′,τ =Mk =Mk′ , which proves the lemma.

Theorem 4.21. Let τ ∈ TF be regular. Let W v(τ) = W v/ ∼ where w ∼ w′ if and only if
Iw.τ ≃ Iw′.τ , for w,w′ ∈ W v. Then:

(i) The map from W v(τ) to the set of strongly indecomposable submodules of Iτ , which
maps each [w]τ ∈ W v(τ) to Mw,τ = Aw,1,τ(Iw.τ) is well defined and is a bijection.

Let M be a submodule of Iτ and SI(M) (resp. MSI(M)) be the set of (resp. maximal)
strongly indecomposable submodules of Iτ . Then:

(ii) One has M =
∑

N∈MSI(M)N .

(iii) Suppose that M =
∑

N∈MN , where M ⊂ SI(M). Then M ⊃ MSI(M).

Proof. (i) is a consequence of Lemma 4.12, Lemma 4.12 and Lemma 4.15.
(ii) Let w.τ ∈ Wt(M). Then by definition of Mw,τ and Lemma 4.13, M(w.τ) ⊂ Mw,τ ⊂

M . Thus by Lemma 4.12 and Lemma 4.17, M ⊃ ∑
N∈SI(M)N ⊃ ∑

w.τ∈Wt(M)M(w.τ) ⊃M .

(iii) Let N ∈ MSI(M). By Lemma 4.18, there exists w ∈ W v such that N =Mw,τ . Then
Mw,τ ⊂ M , thus by Lemma 4.17 (ii), w.τ ∈ Wt(M) =

⋃
N∈M Wt(N). Let N ∈ M be such

that w.τ ∈ Wt(N). Then Mw,τ ⊂ N ⊂M and thus N =Mw,τ . Therefore Mw,τ ∈ M, which
completes the proof of the theorem.

4.4 Weights of the submodules of Iτ

Let τ ∈ TF be regular. We proved in Lemma 4.17 that a submodule of Iτ is completely
determined by its weights. In this subsection, we give a method to determine the weights of
the submodules Mw,τ , for w ∈ W v, from the graph G̃τ .

Lemma 4.22. Let M and M ′ be submodules of Iτ . Then Wt(M ∩M ′) = Wt(M)∩Wt(M ′).

Proof. One has Wt(M ∩M ′) ⊂ Wt(M) ∩Wt(M ′). Let w.τ ∈ Wt(M) ∩Wt(M ′). Then by
Proposition 2.10, 1 ≤ dimM(w.τ) ≤ dim Iτ (w.τ) = 1 and 1 ≤ dimM ′(w.τ) ≤ dim Iτ (w.τ) =
1. Thus M ′(w.τ) =M(w.τ) = Iτ (w.τ) ⊂ M ∩M ′. Hence w.τ ∈ Wt(M ∩M ′), which proves
the lemma.

Lemma 4.23. Let w ∈ W v. Then Wt
(
Ker(Aw,1,τ)

)
⊔Wt

(
Im(Aw,1,τ)

)
= W v.τ .

Proof. Using Proposition 2.10, we write Iτ =
⊕

v∈W v Fξv (resp. Iw.τ =
⊕

v∈W v Fξ′v) where
for all v ∈ W v, ξv ∈ Iτ (v.τ) \ {0} (resp. ξ′v ∈ Iw.τ(v.τ) \ {0}). Let v.τ ∈ W v.τ . Suppose
v.τ ∈ Wt

(
Im(Aw,1,τ)

)
. Then ξv ∈ Im(Aw,1,τ) and by Lemma 4.14, there exists x ∈ Iw.τ(v.τ)

such that Aw,1,τ(x) = ξv. Then x ∈ F∗ξ′v and thus ξ′v /∈ Ker(Aw,1,τ). Suppose now v.τ /∈
Wt

(
Im(Aw,1,τ)

)
. As Aw,1,τ(ξ

′
v) ∈ Fξv we necessarily have Aw,1,τ(ξ

′
v) = 0 and thus v.τ ∈

Ker(Aw,1,τ), which proves the lemma.
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Proposition 4.24. 1. Let w ∈ W v and s ∈ S . We assume that Iw.τ is not isomorphic
to Isw.τ . Let f = Aw,sw.τ : Iw.τ → Isw.τ . Then:

Wt
(
Im(f)

)
= {uw.τ |u ∈ W v|us > u} and Wt

(
Ker(f)

)
= {uw.τ |u ∈ W v|us < u}.

2. Let w1, . . . , wn+1 ∈ W v. For i ∈ J1, n− 1K, set fi = Awi,wi+1,τ . Then:

Wt
(
Im(fn ◦ . . . ◦ f1)

)
=

n⋂

i=1

Wt
(
Im(fi)

)
and Wt

(
Ker(fn ◦ . . . ◦ f1)

)
=

n⋃

i=1

Wt
(
Ker(fi)

)
.

Proof. Maybe considering τ ′ = w.τ , we may assume that w = 1. Let f ′ = As,1,τ : Is.τ →
Iτ . Let u ∈ W v be such that us > u. Let τ̃ = u.τ . Let u−1 = s1 . . . sk be a reduced
writing of u−1, with s1, . . . , sk ∈ S . Then su−1 = ss1 . . . sk is a reduced writing. Let
Γ = (Iτ̃ , Isk.τ̃ , . . . , Is1...sk.τ̃ , Iss1...sk.τ̃ ). Then by Proposition 4.2, Γ is an intertwining path from
Iτ̃ = Iu.τ to Is.τ and Γ contains Iτ . Thus

0 6= AΓ = A1,s,u−1.τ̃ ◦ A(Iτ̃ ,...,Is1...sk.τ̃ ) = f ◦ A(Iτ̃ ,...,Is1...sk.τ̃ ) ∈ F∗f ◦ Au,1,τ .

As Iu.τ =
BLHF .vu.τ we deduce that {0} 6= f

(
Au,1,τ(vu.τ )

)
∈ Is.τ (u.τ).

In particular u.τ ∈ Wt
(
Im(f)

)
. By Lemma 4.23 we deduce that Wt

(
ker(f)

)
⊂ {u.τ |u ∈

W v, us < u}.
Let now u ∈ W v be such that us < u. Let u′ = us and τ ′ = s.τ . Then by the result we

just proved applied to τ ′, we have u′.τ ∈ Im(f ′). Moreover by Lemma 4.5, f ◦ f ′ = 0. Thus
u′.τ ′ = u.τ ∈ Wt

(
Ker(f)

)
, which proves the reverse inclusion and proves (1).

Let i ∈ J1, n + 1K. Using Proposition 2.10, we write Iwi.τ =
⊕

v∈W v Fξiv, where ξiv ∈
Iwi.τ(v.τ), for v ∈ W v. Let v.τ ∈ ⋃n

i=1Wt
(
Ker(fi)

)
and let i ∈ J1, nK be such that v.τ ∈

Wt
(
Ker(fi)

)
. Then fi−1 ◦ . . . f1(ξ1v) ∈ Iwi.τ (v.τ) and thus fi ◦ fi−1 ◦ . . . f1(ξ1v) = 0. Hence

fn ◦ . . . ◦ f1(ξ1v) = 0 and thus v.τ ∈ Wt
(
Ker(fn ◦ . . . ◦ f1)

)
.

Let v.τ ∈ W v.τ \ ⋃n
i=1Wt

(
Ker(fi)

)
. Let i ∈ J1, nK, fi ◦ . . . ◦ f1(ξ1v) ∈ Fξiv. Suppose

that fi−1 ◦ . . . ◦ f1(ξ1v) ∈ F∗ξiv. Then by assumption, fi ◦ . . . ◦ f1(ξ1v) 6= 0 and thus v.τ /∈
Wt

(
Ker(fn ◦ . . . ◦ f1)

)
. Consequently Wt

(
Ker(fn ◦ . . . ◦ f1)

)
=

⋃n
i=1Wt

(
Ker(fi)

)
and we

conclude with Lemma 4.23.

Remark 4.25. Suppose that for all s, t ∈ S such that s 6= t, the order of st is infinite (this is
the case if and only if for all s, t ∈ S such that s 6= t, the coefficients of the Kac-Moody matrix
satisfy as,tat,s ≥ 4, by [Kum02, 1.3.21 Proposition]). Then for all strongly indecomposable
submodules M,M ′ of Iτ , one has M∩M ′ = {0}, M ⊂M ′ or M ′ ⊂ M . Therefore the strongly
indecomposable submodules of Iτ are exactly the indecomposable submodules of Iτ and one
can replace the sums by direct sums in Theorem 4.21.

Indeed, let w ∈ W v. Let w = sk . . . s1 be the (unique) reduced writing of w, where
s1, . . . , sk ∈ S . For i ∈ J1, kK, set fi = Asi...s1,si−1...s1,τ . Then Aw,1,τ = f1 ◦ . . . ◦ fk. If for
all i ∈ J1, kK, fi is an isomorphism, then Mw,τ = Iτ . Otherwise, let n be the maximum of
the i ∈ J1, kK such that fi is not an isomorphism. Then Wt(Mw,τ ) is the set of v.τ ∈ W v.τ
such that the reduced writing of v ends up with sn . . . s1. Indeed, let w′ = snsn−1 . . . s1.
One has Mw,τ = fk ◦ . . . ◦ f1(Iw.τ) = fn ◦ . . . ◦ f1(Iw′.τ ). By Proposition 4.24, Wt(Mw,τ ) =⋂n

i=1Wt
(
Im(fi)

)
. Moreover by Proposition 4.24, if i ∈ J1, nK is such that fi is not an

isomorphism, then Wt
(
Im(fi)

)
is the set of v.τ such that the reduced writing of v ∈ W v ends

up with si . . . s1.
Note that it is not true in general, see Example 4.26.
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4.5 Examples

4.5.1 The trivial and the Steinberg representations

Assume for simplicity that F = C and that there exists σ ∈ R>1 such that σs = σ′
s = σ,

for all s ∈ S . Let ǫ ∈ {−1, 1}. Let τǫ ∈ TC be such that τǫ(α
∨
s ) = σ2ǫ, for all s ∈ S (such

a τǫ exists by [Héb18, Lemma 6.2]). Then τǫ is regular, as proved in the proof of [Héb18,
Lemma A.1]. By [Héb18, Lemma A.1], Iτǫ admits a unique maximal proper submodule Mǫ.
Moreover, Mǫ has codimension 1. Then Iτǫ/Mǫ is the trivial representation if ǫ = 1 and
the Steinberg representation if ǫ = −1.

Example 4.26. Suppose that the Kac-Moody matrix A is

(
2 −1
−1 2

)
(this is the case for

example for G = SL3). Write S = {s, t}. Then s.α∨
t = t.α∨

s = α∨
s + α∨

t . Thus we have the
following graph:

Iτǫ
6≃

//

6≃

##●
●

●

●

●

●

●

●

Is.τǫoo ≃ // Its.τǫoo

6≃

''◆
◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

It.τǫ

cc●
●

●

●

●

●

●

●

≃ // Ist.τǫoo
6≃
// Itst.τǫ = Ists.τǫoo

gg◆
◆

◆

◆

◆

◆

◆

◆

◆

◆

◆

By Proposition 4.24, one has Wt(Ms,τǫ) = {s.τǫ, ts.τǫ, sts.τǫ = tst.τǫ}, Wt(Mt,τǫ) =
{t.τǫ, st.τǫ, sts.τǫ = tst.τǫ}. Let Γ = (Ists.τǫ, Its.τǫ, Is.τǫ, Iτǫ) and Γ′ = (Itst.τǫ , Ist.τǫ, It.τǫ, Iτǫ).
Then Γ and Γ′ are intertwining maps and thus Msts,τǫ and thus Msts,τǫ ⊂ Ms,τǫ ∩ Mt.τǫ .
By Lemma 4.22, we deduce that {0} ( Wt(Msts,τǫ) ⊂ Wt(Ms,τǫ) ∩Wt(Mt,τǫ). Consequently
Wt(Msts,τǫ) = {sts.τǫ}. The proper submodules of Iτǫ are Ms,τǫ, Mt,τǫ, Msts.τǫ and Ms,τǫ+Mt,τǫ .
Note that Ms,τǫ +Mt,τǫ is indecomposable, but not strongly indecomposable.

Example 4.27. We assume that the order of st is infinite for all s, t ∈ S such that s 6= t.
Then every element of W v admits a unique reduced writing. Let ǫ ∈ {−1, 1}.

1. The proper strongly indecomposable submodules of Iτǫ are exactly the Ms,τǫ = As,1,τǫ(Is.τǫ),
for s ∈ S . If s ∈ S , then Wt(Ms,τǫ) is the set of w.τǫ such that the reduced writing of
w ∈ W v ends up with an s.

2. The proper submodules of Iτǫ are exactly the
⊕

s∈S ′ Ms,τǫ such that S ′ ⊂ S .

Proof. As Φ∨ ⊂ ⊕
s∈S

Nα∨
s ∪ −⊕

s∈S
Nα∨

s , one has

{α∨ ∈ Φ∨|τǫ(α∨) ∈ {σ2, σ−2}} = {±α∨
s |s ∈ S }.

Let w ∈ W v and s ∈ S be such that Isw.τǫ is not isomorphic to Iw.τǫ. Then by [Héb18,
Lemma 5.4], τǫ(w.α

∨
s ) ∈ {σ2, σ−2}. Thus w.α∨

s = ηα∨
t , where η ∈ {−1, 1} and t ∈ S .

If η = 1, set w′ = w and if η = −1, set w′ = tw. By [Kum02, 1.3.11 Theorem (b5)],
w′s = tw′. Suppose w′ 6= 1. Let w′ = s1 . . . sk be the reduced writing of w′, with k ≥ 1
and s1, . . . , sk ∈ S . Then sw′ = w′t = ss1 . . . sk = s1 . . . skt. If ℓ(w′s) = ℓ(w′) + 1, then
these writings are reduced and thus s = s1 and t = sk by the uniqueness of the writing.
This is impossible and thus ℓ(w′s) = ℓ(w′) − 1. But then s = s1 and t = sk and hence
w′s = s2 . . . sk = s1 . . . sk−1 is a reduced writing. Thus s1 = s2: a contradiction. Therefore
w′ = 1 and s = t. Thus w ∈ {1, s}. Moreover, the graph Gτǫ is a homogeneous tree with
valency |S |+1. Therefore the graph of isomorphisms G̃τǫ of τǫ has exactly |S |+1 connected
components: the component containing Iτǫ and the components containing Is.τǫ, for s ∈ S .
By Lemma 4.18 we deduce that the proper strongly indecomposable submodules of Iτǫ are
exactly the Ms,τǫ, for s ∈ S . Using Proposition 4.24 we deduce (1), which implies (2), by
Remark 4.25.
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4.5.2 Some representations of ŜL2

Suppose that A is associated with the affine Kac-Moody matrix A =

(
2 −2
−2 2

)
. Then A is

the affine Kac-Moody matrix associated with the Cartan matrix (2). Let X̊ = Zα = Z and
Y̊ = Zα∨ = Z for some symbols α, α∨. Let X = X̊ ⊕ Zδ ⊕ Zδ′ and Y = Y̊ ⊕ Zc⊕ Zd, where
δ, δ′, c, d are symbols, δ(d) = 1, δ(c) = δ(α∨) = 0 and α(c) = α(d) = 0. By [Kum02, 13.1], we
can take α0 = δ−α and α∨

0 = c−α∨ and then Φ = {±α+kδ|k ∈ Z}, Φ∨ = {±α∨+kc|k ∈ Z}
and δ is invariant under the action of W v.

Let a ∈ Cv
f be such that a − d ∈ Rα∨ ⊕ Rc. For w ∈ W v, w.a ∈ w.Cv

f . Write w.a =
d + xwα

∨ + ywc. Let w 6= w′ ∈ W v. Then w.a ∈ w.Cv
f and w′.a ∈ w′.Cv

f . Moreover,
w.Cv

f = w.Cv + Rc 6= w′.Cv
f = w′.Cv

f + Rc and thus (xw)w∈W v is injective.

Let τ ∈ TC be such that τ(α∨) = σ2 and τ(c) = 1. Then
(
w−1.τ(a)

)
w∈W v is injective and

thus τ is regular. Moreover, τ(β∨) = τ(α∨) = σ2 for all β∨ ∈ Φ∨. Thus by [Héb18, Lemma
5.4] for all w 6= w′ ∈ W v, Iw.τ and Iw′.τ are not isomorphic. Write S = {s, t}. Then W v is
the infinite dihedral group. The graph of Iτ is thus:

. . .
6≃

// Ist.τoo
6≃

// It.τoo
6≃

// Iτoo
6≃

// Is.τoo
6≃

// Its.τoo
6≃

// . . .oo .

Therefore Iτ admits not irreducible submodule. The family (M(st)n,τ )n∈N is a strictly decreas-
ing sequence of submodules and thus Iτ is not artinian. By Proposition 4.9, for every w ∈ W v,
M irr

w,τ is one dimensional and thus w.τ extends uniquely to a one-dimensional representation
of BLHC.

5 Study of Iτ for τ ∈ UC

We now assume that F = C and that |σs| > 1, |σ′
s| > 1 for all s ∈ S . The ring C[Y ] is a

unique factorization domain. For α∨, write ζα∨ =
ζnum
α∨

ζden
α∨

where ζnumα∨ , ζdenα∨ ∈ F [Y ] are pairwise

coprime. For example if α∨ ∈ Φ∨ is such that σα∨ = σ′
α∨ we can take ζdenα∨ = 1 − Z−α∨

and
in any case we will choose ζdenα∨ among {1− Z−α∨

, 1 + Z−α∨

, 1− Z−2α∨}.
Let UC be the set of τ ∈ TC such that for all α∨ ∈ Φ∨, τ(ζnumα∨ ) 6= 0. When σs = σ′

s =
√
q

for all s ∈ S , then UC = {τ ∈ TC|τ(α∨) 6= q, ∀α∨ ∈ Φ∨}. By [Héb18, Lemma 5.4], if τ ∈ UC,
then Iw.τ ≃ Iτ for all w ∈ W v.

Let τ ∈ UC. The aim of this section is to study the submodules of Iτ (see Theorem 5.34)
and then to deduce a description of the irreducible representations of BLHC admitting τ as a
weight (see Theorem 5.38).

The proof of Theorem 5.34 is based on the study of the weights of the submodules of Iτ .
Let M be a submodule of Iτ . As Iτ ≃ Iw.τ for every w ∈ W v, it suffices to study M(τ). In
order to study it, we first study M(τ, gen) and Iτ (τ, gen).

To describe Iτ (τ, gen), we begin by proving a decomposition Wτ = Rτ ⋉ W(τ), where
W(τ) is some reflection subgroup of Wτ and Rτ is the generalization of the R-group (see
Lemma 5.3). The group W(τ) is a Coxeter group for some set of simple reflections Sτ . We
proved in [Héb18, Lemma 6.21] that if r = rβ∨ ∈ Sτ , then Kr := Fr∨

β
− ζβ∨ is an element of

BLH(TC)τ . Using products of Kr, for r ∈ Sτ , we describe the “W(τ)-part” Iτ (τ, gen,W(τ)) of
Iτ (τ, gen). We prove that if wR ∈ Rτ , then FwR

∈ BLH(TC)τ (see Lemma 5.7), which enables
us to define an element ψwR

∈ End(Iτ ). Combining the ψwR
, wR ∈ Rτ and Iτ (τ, gen,W(τ)),

we deduce a description of Iτ (τ, gen) (see Proposition 5.13).
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In subsection 5.1 we define, for τ ∈ TC a group Rτ such that Wτ decomposes as Wτ =
Rτ ⋉W(τ). We then associate to each wR ∈ Rτ an element ψwR

∈ End(Iτ ).
In subsection 5.2 we study Iτ (τ, gen), for τ ∈ UC. In the case where the Kac-Moody

matrix has size 2, we deduce a description of Iτ (τ), using the ψwR
, wR ∈ Rτ . We conjecture

that this description remains valid in the general case (see Conjecture 5.16). We then restrict
our study to the τ ∈ UC satisfying this conjecture.

In subsection 5.3, we study the weight spaces and generalized weight spaces of the sub-
modules and quotients of Iτ .

In subsection 5.4, we study End(Iτ ) and describe it as the group algebra of Rτ under
some additional assumptions (for example when BLHC is associated to a split Kac-Moody
group), using the ψwR

, wR ∈ Rτ .
In subsection 5.5, we establish a bijection between the right ideals of End(Iτ ) and the

submodules of Iτ .
In subsection 5.6 we describe the irreducible representations admitting τ as a weight.

5.1 The R-group

5.1.1 Definition of Rτ and decomposition of Wτ

In this subsection, we introduce a group generalizing the group called “the Knapp-Stein
R-group” in [Key82].

Recall that R = {wsw−1|w ∈ W v, s ∈ S } is the set of reflections of W v. For τ ∈ TC, set
Wτ = {w ∈ W v| w.τ = τ}, Φ∨

(τ) = {α∨ ∈ Φ∨
+|ζdenα∨ (τ) = 0}, R(τ) = {r = rα∨ ∈ R|α∨ ∈ Φ∨

(τ)}
and

W(τ) = 〈R(τ)〉 = 〈{r = rα∨ ∈ R|ζdenα∨ (τ) = 0}〉 ⊂W v.

By [Héb18, Remark 5.1], W(τ) ⊂ Wτ . When αs(Y ) = Z for all s ∈ S , then W(τ) =
〈Wτ ∩ R〉.

By [Héb18, 6.4.1], (W(τ),Sτ ) is a Coxeter system, where Sτ ⊂ R is the set introduced
in [Héb18, Definition 6.11]. We denote by ℓτ the corresponding length and by <τ the corre-
sponding Bruhat order. By [Héb18, Lemma 6.12], for all w,w′ ∈ W v such that w ≤τ w

′, one
has w ≤ w′.

Definition 5.1. The R-group of τ is the subgroup Rτ = {w ∈ Wτ |w.Φ∨
(τ),+ = Φ∨

(τ),+} of
Wτ .

Lemma 5.2. Let w ∈ W v and τ ∈ TC. Then w.Wτ .w
−1 = Ww.τ , w.Φ∨

(τ) = Φ∨
(w.τ) and

w.W(τ)w
−1 =W(w.τ). In particular, W(τ) is normal in Wτ and Wτ stabilizes Φ∨

(τ).

Proof. The first equality is clear. Let β∨ ∈ Φ∨
(w.τ). Then

ζdenβ∨ (w.τ) = 0 = (w
−1

ζdenβ∨ )(τ) = (ζdenw−1.β∨)(τ).

Thus w−1.β∨ ∈ Φ∨
(τ) and hence Φ∨

(w.τ) ⊂ w.Φ∨
(τ). Similarly Φ∨

(τ) = Φ∨
(w−1.w.τ) ⊂ w−1.Φ∨

(w.τ)

and so Φ∨
(w.τ) = w.Φ∨

(τ). We deduce that R(w.τ) = w.R(τ).w
−1. Consequently W(w.τ) =

w.W(τ).w
−1.

Lemma 5.3. (see [Key82, I § 3 Theorem 1])
One has the following decomposition: Wτ = Rτ ⋉W(τ).
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Proof. Let w ∈ W(τ). Write w = r1 . . . rk, with k = ℓτ (w) and ri ∈ Sτ for all i ∈ J1, kK.
Suppose k ≥ 1. Let w′ = r1 . . . rk−1. Then by [Héb18, Lemma 6.12], w′ < w. One has
ℓ(w′) = ℓ(wrk) < ℓ(w) and thus by [Kum02, 1.3.13 Lemma], w.α∨

rk
∈ Φ∨

−. Therefore, w /∈ Rτ

and we deduce that Rτ ∩W(τ) = {1}.
We now prove that Wτ = Rτ .W(τ). Let n ∈ N. We assume that {w ∈ Wτ |ℓ(w) ≤ n} ⊂

Rτ .W(τ). Let w ∈ Wτ be such that ℓ(w) ≤ n + 1. Let us prove that w ∈ Rτ .W(τ). If
w ∈ Rτ , there is nothing to prove. Suppose that w /∈ Rτ . Then there exists α∨ ∈ Φ∨

(τ),+

such that w.α∨ ∈ Φ∨
(τ),−. Let w = s1 . . . sk be a reduced expression of w, where k = ℓ(w)

and s1, . . . , sk ∈ S . Then by [Kum02, 1.3.14 Lemma], there exists j ∈ J1, kK such that
α∨ = sk . . . sj+1.αs∨j

. Let w′ = s1 . . . ŝj . . . sk. Then w = w′rα∨ . As α∨ ∈ Φ∨
(τ), rα∨ ∈ W(τ). As

w′ ∈ {w ∈ Wτ |ℓ(w) ≤ n}, w′ ∈ Rτ .W(τ) and thus w ∈ Rτ .W(τ) , which concludes the proof of
the lemma.

5.1.2 Bruhat order

We now study how the Bruhat order behave when we multiply an element of W(τ) by an
element of Rτ . We will use it to prove that some family of Iτ (τ, gen) is free and thus to
describe Iτ (τ, gen) (see Lemma 5.12 and Proposition 5.13).

Lemma 5.4. Let w ∈ W v and r ∈ R. Then either wr > w or wr < w.

Proof. By [Kum02, 1.3.13 Lemma], one has wr > w if and only if w.α∨
r > 0. Suppose

w.α∨
r < 0. Then wr.α∨

r = −w.α∨
r > 0 and thus wr < wr.r = w, which proves the lemma.

For w ∈ Wτ , we set NΦ∨

(τ)
(w) = NΦ∨(w) ∩ Φ∨

(τ). By Lemma 5.2, NΦ∨

(τ)
(w) = {α∨ ∈

Φ∨
(τ),+|w.α∨ ∈ Φ∨

(τ),−}.

Lemma 5.5. Let wR ∈ Rτ and v, w ∈ W(τ) be such that v ≤τ w. Then vwR ≤ wwR and
wRv ≤ wRw.

Proof. Let w′ ∈ W(τ) and r ∈ R(τ) be such that w′r >τ w
′. Then by Lemma 5.2 and by

definition of Rτ :

NΦ∨
(τ)
(wRw

′r) = NΦ∨(wRw
′r) ∩ Φ∨

(τ) = NΦ∨
(τ)
(w′r) ) NΦ∨

(τ)
(wRw

′) = NΦ∨
(τ)
(w′).

Therefore wRw
′r 6< wRw

′ and by Lemma 5.4, wRw
′r > wRw

′.
By definition of the Bruhat order (see [BB05, Definition 2.1.1]), there exist r1, . . . , rk ∈

R(τ) such that v <τ vr1 <τ vr1r2 <τ . . . <τ vr1 . . . rk = w, which proves that wRw > wRv.
By applying this result to w−1

R , v−1 and w−1, we deduce that w−1
R w−1 > w−1

R v−1 and thus
(w−1

R w−1)−1 = wwR > (w−1
R v−1)−1 = vwR, which proves the lemma.

5.1.3 Endomorphisms associated to elements of Rτ

Lemma 5.6. Let wR ∈ Rτ . Let wR = sk . . . s1 be a reduced expression of wR. Let j ∈ J1, kK
and wj = sj−1 . . . s1. Then w−1

j .α∨
sj
/∈ Φ∨

(τ).

Proof. One has ℓ(wrw−1
j .α∨

sj

) = k − 1 < ℓ(w) = k and thus by [Kum02, 1.3.13 Lemma],

w−1
j .α∨

sj
< 0 and by the definition of Rτ , w

−1
j .α∨

sj
/∈ Φ∨

(τ).

Lemma 5.7. Let wR ∈ Rτ . Then FwR
∈ BLH(TC)τ .
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Proof. Let wR = sk . . . s1 be a reduced writing of wR, where k = ℓ(wR) and s1, . . . , sk ∈ S .
For j ∈ J1, kK, set wj = sj−1 . . . s1 ∈ W v. Then by Lemma 5.6 applied to w−1

R , w−1
j .α∨

sj
/∈ Φ∨

(τ)

for all j ∈ J1, kK. Therefore τ
(
ζden
w−1

j .α∨
sj+1

)
6= 0 and hence ζw−1

j .α∨
sj+1

∈ C(Y )τ . Thus by

Lemma 2.13 (4), FwR
∈ BLH(TC)τ . Moreover, by Lemma 2.13 (4) and (2), as wR ∈ Wτ , one

has FwR
(τ)vτ ∈ Iτ (τ) ∩ (I≤wR

τ \ I<wR
τ ). Using Lemma 2.9 we deduce the lemma.

For wR ∈ Rτ , we set ψwR
= ΥFwR

(τ)vτ
∈ End(Iτ ) (this is well defined by Lemma 5.7).

Then there exists a ∈ C∗ such that ψwR
(vτ )− aHwR

vτ ∈ I<wR
τ :=

⊕
v<wR

CHvvτ .

Lemma 5.8. Let τ ∈ UC and wR ∈ Rτ . Then ψwR
is invertible in End(Iτ ) and its inverse is

in C∗ψw−1
R

.

Proof. By Lemma 5.7, there exists (θv) ∈ (C(Y )τ )
(W v) such that FwR

=
∑

v∈W v Hvθv. Then
by Lemma 2.13 (3)

FwR
∗ Fw−1

R
=

∑

v∈W v

HvθvFw−1
R

=
∑

v∈W v

HvFw−1
R

∗ w−1
R θv.

Let v ∈ W v. Then w−1
R θv ∈ C(Y )wR.τ = C(Y )τ . By Lemma 5.7, Fw−1

R
∈ BLH(TC)τ . As

BLH(TC)τ is an HW v,C − C(Y )τ -bimodule we deduce that FwR
∗ Fw−1

R
∈ BLH(TC)τ . By

[Héb18, Lemma 6.23], there exists P ∈ C(Y )τ such that FwR
∗Fw−1

R
= P and P (τ) 6= 0. Thus

ψw−1
R

(
ψwR

(vτ )
)
= ψw−1

R

(
FwR

(τ)vτ

)
= FwR

(τ) ∗ Fw−1
R
(τ)vτ = P (τ)vτ .

As Iτ = BLHC.vτ , we deduce that ψw−1
R

is surjective and ψwR
is injective. The lemma follows

by symmetry.

5.2 Generalized weight spaces of Iτ for τ ∈ UC

Let τ ∈ UC. In this subsection, we describe Iτ (τ, gen) (see Proposition 5.13), using some
elements of BLH(TC)τ . Under some additional assumption, we deduce a description of Iτ (τ)
in terms of the FwR

(τ)vτ , for wR ∈ Rτ . We conjecture (see Conjecture 5.16) that our
assumption is satisfied for every τ ∈ UC. As we shall see (5.15), it is satisfied when BLHC is
associated with a size 2 Kac-Moody matrix. This subsection extends the results of [Héb18,
6.5] (in which the case τ ∈ UC such that Rτ = {1} is treated) and is inspired by [Ree97]. To
generalize these results, we use the ψwR

, for wR ∈ Rτ .
For r ∈ R, one sets Kr = Fr − ζα∨

r
∈ BLH(TC). By Lemma 2.13 we have:

θ ∗Kr = Kr ∗ θr + (θr − θ)ζr for all θ ∈ C(Y ). (4)

For each w ∈ W(τ) we fix a reduced writing w = r1 . . . rk, with k = ℓ(w) and r1, . . . , rk ∈
Sτ and we set w = (r1, . . . , rk). Let Kw = Kr1 . . .Krk ∈ BLH(TC). In [Héb18, Lemma 6.25],
generalizing results of Reeder ([Ree97, section 14], we proved that Kw ∈ BLH(TC)τ , for every
w ∈ W(τ). We set Kτ (τ) =

⊕
w∈W(τ)

CKw(τ) ⊂ HW v,C.

Recall that if h =
∑

v∈W v Hvθv ∈ BLH(TC)τ , evτ (h) =
∑

v∈W v τ(θv)Hv ∈ HW v,C.

Lemma 5.9. Let θ ∈ C(Y )τ , h ∈ BLH(TC)τ and x ∈ Iτ (τ). Then θ ∗ evτ (h).x = evτ (θ ∗h).x.
Proof. Let w ∈ W v. Then by Lemma 2.8, one can write θ ∗Hw =

∑
v≤wHvPv,w,θ, for some

Pv,w,θ ∈ C[Y ]. Let Q ∈ C(Y )τ . One has evτ (θ ∗HwQ) =
∑

v≤w τ(Pv,w,θQ)Hv. One also has
θ ∗ evτ (Hw ∗ Q) = τ(Q)

∑
v≤wHvPv,w,θ. Hence θ ∗ evτ (Hw ∗ Q).x =

∑
v≤w τ(Pv,w,θQ)Hv.x =

evτ (θ ∗Hw).x, and the lemma follows by linearity.
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Notation 5.10. Let Iτ (τ, gen,W(τ)) = Kτ (τ).vτ =
⊕

w∈W(τ)
CKw(τ)vτ and Iτ (τ,W(τ)) =

Iτ (τ, gen,W(τ)) ∩ Iτ (τ).

We set mτ = {θ ∈ C[Y ]|τ(θ) = 0}.

Lemma 5.11. 1. The space Iτ (τ, gen,W(τ)) is a C[Y ]-submodule of Iτ (τ, gen).

2. Let x ∈ Iτ (τ, gen,W(τ)) \ {0}. Write x =
∑

w∈W(τ)
awKw(τ)vτ , where (aw) ∈ C(W(τ)).

Let ℓτ (x) = max{ℓτ (w)|w ∈ W(τ) and aw 6= 0}. Then for all θ1, . . . , θℓτ (x)+1 ∈ mτ , one
has θ1 . . . θℓτ (x)+1.x = 0.

Proof. Let θ ∈ C(Y ) and w ∈ W(τ). Then by [Héb18, Lemma 6.25], there exists kw,θ ∈⊕
v<τw

KvC(Y )τ such that θ ∗ Kw = Kw ∗ w−1
θ + kw,θ. Suppose θ ∈ C(Y )τ . Then by

Lemma 5.9,

θ.(Kw(τ).vτ ) =
(
θ ∗ evτ (Kw)

)
.vτ = evτ (Kw ∗ w−1

θ + kw,θ).vτ =
(
τ(θ)Kw(τ) + kw,θ(τ)

)
.vτ ,

and kw,θ(θ) ∈ ⊕
v<τw

CKv(τ). Thus if θ ∈ mτ , θ.Kw(τ) ∈ ⊕
v<τw

CKv(τ). By induc-
tion on ℓτ (w), we deduce that

⊕
v≤τw

CKv(τ).vτ is a C[Y ]-submodule of Iτ and that if
θ1, . . . , θℓτ (w)+1 ∈ mτ , then θ1 . . . θℓτ (w)+1.Kw(τ).vτ = 0. Therefore, Kτ (τ).vτ ⊂ Iτ (τ,W(τ)).
By [BB05, Proposition 2.2.9], for every finite subset F of W(τ), there exists w ∈ W(τ) such
that v ≤τ w, for every v ∈ F . Thus Iτ (τ, gen,W(τ)) is a C[Y ]-submodule of Iτ .

Lemma 5.12. Let w ∈ W(τ) and wR ∈ Rτ . Then:

1. Kw ∗ FwR
∈ BLH(TC)τ ,

2. Kw(τ).ψwR
(vτ ) = evτ (Kw ∗ FwR

).vτ ,

3. max

(
supp

(
Kw.ψwR

(vτ )
))

= {wwR},

Proof. By [Héb18, Lemma 6.26] Kw ∈ BLH(TC)τ . Thus Kw =
∑

v∈W v Hv ∗ Pv, where (Pv) ∈(
C(Y )τ

)(W v)
. Then by Lemma 2.13, Kw ∗ FwR

=
∑

v∈W v Hv ∗ FwR
∗ wRPv. Moreover wRPv ∈

C(Y )w−1
R

.τ = C(Y )τ , for v ∈ W v. Thus by Lemma 5.7 and as BLH(TC)τ is a right C(Y )τ -

submodule of BLH(TC), we have Kw ∗ FwR
∈ BLH(TC)τ . Moreover,

evτ (Kw ∗ FwR
).vτ =

∑

v∈W v

τ(Pv)Hv ∗ FwR
(τ).vτ = Kw(τ).ψwR

(vτ ).

Write w = (r1, . . . , rk), with r1, . . . , rk ∈ S . Then by definition of Kw and by [Héb18,
Lemma 6.22], there exist (θv) ∈ C(Y )[1,w]τ such that Kw =

∑
v≤τw

Fv∗θv. By [Héb18, Lemma

6.23], we deduce that there exist (θ̃v) ∈ C(Y )[1,w]τ such that Kw ∗ FwR
=

∑
v∈[1,w]τ

FvwR
θ̃v.

By Lemma 5.5, for all w′ ∈ [1, w)τ , w
′wR < wwR, thus by Lemma 2.13 (2), the coordinate

in HwR
of Kw ∗ FwR

in the basis (Hv)v∈W v is θ̃w and hence θ̃w ∈ C(Y )τ . By [Héb18, Lemma

6.26], θw(τ) 6= 0. Using [Héb18, Lemma 6.23] we deduce that θ̃w(τ) 6= 0, which proves (3).

Proposition 5.13. 1. The family
(
Kw(τ).ψwR

(vτ )
)
w∈W(τ),wR∈Rτ

is a C-basis of Iτ (τ, gen)

and one has the following decomposition of C[Y ]-modules:

Iτ (τ, gen) =
⊕

wR∈Rτ

ψwR

(
Iτ (τ, gen,W(τ))

)
=

⊕

wR∈Rτ

ψwR
(Kτ (τ).vτ ).
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2. One has Iτ (τ) =
⊕

wR∈Rτ
ψwR

(
Iτ (τ,W(τ))

)
. In particular if Iτ (τ,W(τ)) = Cvτ , then

Iτ (τ) =
⊕

wR∈Rτ
CFwR

(τ)vτ .

Proof. By Lemma 5.12 (3),
(
Kw(τ).ψwR

(vτ )
)
w∈W(τ),wR∈Rτ

is a free family. Moreover, if

wR ∈ Rτ , ψwR
is a BLHC-module morphism and thus it is a C[Y ]-module morphism. There-

fore, by Lemma 5.11, Kw(τ).ψwR
(vτ ) ∈ Iτ (τ, gen) for all w ∈ W(τ) and wR ∈ Rτ . Let

x ∈ Iτ (τ, gen) and WM = max
(
supp(x)

)
. Then by [Héb18, Lemma 3.3], M ⊂ Wτ . Write

WM = {w1, . . . , wk}, with k = |WM |. For i ∈ J1, kK, write wi = wiwi
R, with wi ∈ W(τ)

and wi
R ∈ Rτ , which is possible by Lemma 5.3. Then by Lemma 5.12 (3) there exist

λ1, . . . , λk ∈ C∗ such that if y = x − ∑k
i=1 λiKwi(τ).ψwi

R
(vτ ), then for all v ∈ supp(y),

there exists w ∈ W v such that v < w. Moreover, y ∈ Iτ (τ, gen). Thus by decreasing induc-
tion on max{ℓ(w)|w ∈ WM} we deduce that Iτ (τ, gen) ⊂

⊕
w∈W(τ),wR∈Rτ

Kw(τ).ψwR
(vτ ). By

Lemma 5.11, ψwR

(
Iτ (τ, gen,W(τ))

)
is a C[Y ]-module for all wR ∈ Rτ , which proves (1).

Let x ∈ Iτ (τ) ⊂ Iτ (τ, gen). Write x =
∑

w∈W(τ),wR∈Rτ
xwR

with xwR
∈ ψwR

(
Iτ (τ,W(τ))

)
,

for wR ∈ Rτ . By (1), if wR ∈ Rτ , then xwR
∈ Iτ (τ)∩ψwR

(
Iτ (τ, gen,W(τ))

)
= ψwR

(
Iτ (τ,W(τ))

)
,

which concludes the proof of the proposition.

Corollary 5.14. Suppose that Iτ (τ,W(τ)) = Cvτ . Then for all φ ∈ End(Iτ ), there exist
k ∈ N and φ1, . . . , φk ∈ End(Iτ )

× such that φ =
∑k

i=1 φi.

Proof. Let φ ∈ End(Iτ ) and x = φ(vτ ) ∈ Iτ (τ). By Proposition 5.13, one can write x =∑
wR∈Rτ

awR
FwR

(τ)vτ , where (awR
) ∈ C(Rτ ). Then x =

∑
wR∈Rτ

awR
ψwR

(vτ ) and thus φ =∑
wR∈Rτ

awR
ψwR

. Using Lemma 5.8, we deduce the corollary.

Lemma 5.15. Suppose that the Kac-Moody matrix A has size 2 and that W v is infinite.
Then Iτ (τ,W(τ)) = Cvτ .

Proof. If W(τ) = {1}, then Iτ (τ,W(τ)) = Cvτ . If (W(τ),Sτ ) is isomorphic to the infinite
dihedral group, then the proof of [Héb18, Lemma 6.36] actually proves that Iτ (τ,W(τ)) = Cvτ .
By [Héb18, Lemma 6.37], as W(τ) is generated by reflections, the only remaining case is
the case where Sτ = {r} and W(τ) = 〈r〉, for some reflection r. Then Iτ (τ, gen,W(τ)) =
Cvτ ⊕ Kr(τ)vτ . Thus it suffices to prove that Kr(τ)vτ /∈ Iτ (τ). Let θ ∈ C(Y )τ . Then by
Lemma 2.13 (3) we have

θ ∗Kr(τ)vτ = Kr(τ) ∗ θrvτ + (θr − θ)ζrvτ .

Let λ ∈ Y and suppose that θ = Zλ. Then by [Héb18, Lemma 6.32], there exists a ∈ C∗

such that if r = rβ∨ , (θr − θ)ζrvτ = aτ(λ)β(λ)vτ . Thus as β(β∨) = 2 6= 0 we deduce that
θ ∗Kr(τ)vτ /∈ CKr(τ)vτ , which concludes the proof of the lemma.

Conjecture 5.16. Let τ ∈ UC. Then Iτ (τ,W(τ)) = Cvτ .

5.3 Generalized weight spaces of submodules and quotients for τ ∈
UC such that Iτ (τ,W(τ)) = Cvτ

Let M ⊂ Iτ be a submodule. We now study M(τ, gen) and Iτ/M(τ, gen) and we deduce
results on Iτ/M(τ). The main results are Lemma 5.18, which in particular asserts that M is
generated by M(τ) and Proposition 5.20, which enables to describe Iτ/M(τ) as the image of
Iτ (τ) by the canonical projection.
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5.3.1 Description of M(τ, gen), for M ⊂ Iτ

Lemma 5.17. Suppose that Iτ (τ,W(τ)) = Cvτ . Let (xj)j∈J be a free family of Iτ (τ). Then
(Kw(τ).xj)j∈J,w∈W(τ)

is a free family of Iτ (τ, gen).

Proof. Let w ∈ W(τ). Using Proposition 5.13 we define πw : Iτ (τ, gen) → Iτ (τ) as follows:

πw
( ∑

v∈W(τ),wR∈Rτ

av,wR
Kv(τ).ψwR

(vτ )
)
=

∑

wR∈W(τ)

aw,wR
ψwR

(vτ ),

for (aw,wR
) ∈ C(W(τ)×Rτ ). Let (av,j) ∈ C(W(τ)×J) be such that

∑
(v,j)∈W(τ)×J av,jKv(τ).xj =

0. Let w ∈ W(τ). Then πw(
∑

(v,j)∈W(τ)×J av,jKw(τ).xj) =
∑

j∈J aw,jxj = 0 and thus

(aw,j)w∈W(τ),j∈J = 0. Therefore (Kw(τ).xj) is free.

Recall that Kτ (τ) =
⊕

w∈W(τ)
Kw(τ) ⊂ HW v,C.

Lemma 5.18. Let M be a submodule of Iτ . Then M(τ, gen) = vectC
(
Kτ (τ).M(τ)

)
.

Proof. For x ∈ I(τ, gen), we denote by xwR
the projection of x on ψwR

(
Iτ (τ, gen,W(τ)) with

respect to the decomposition of Proposition 5.13. Let x ∈M(τ, gen). Let

n(x) = |{wR ∈ Rτ | xwR
6= 0}|.

We prove the lemma by induction on n(x). Let m ∈ N be such that for all x ∈ M(τ, gen)
such that n(x) ≤ m, one has x ∈ vectC

(
Kτ (τ).M(τ)

)
.

Let x ∈ Iτ (τ, gen) be such that n(x) ≤ m+ 1. Let

k = min{k′ ∈ N∗|∀(θ1, . . . , θk′) ∈ (mτ )
k′, θ1 . . . θk′.x = 0} − 1,

which is well defined by Lemma 5.11 (2) and Proposition 5.13. Let θ1, . . . , θk ∈ mτ be such
that y := θ1 . . . θk.x 6= 0. By definition of k, y ∈M(τ). Write y =

∑
wR∈Rτ

ψwR
(awR

vτ ), with

(awR
) ∈ C(Rτ ), which is possible by Proposition 5.13. Let wR ∈ Rτ be such that awR

6= 0. By
Proposition 5.13, there exists h ∈ Kτ (τ) such that h.ψwR

(vτ ) = xwR
. Set x̃ = x − 1

awR

h.y.

Then x̃ ∈M and

x̃ = x− 1

awR

∑

vR∈Rτ

ψvR(avRh.vτ ).

Thus x̃ ∈ M(τ, gen) (by Proposition 5.13) and {vR ∈ Rτ |x̃vR 6= 0} ⊂ {vR ∈ Rτ |xvR 6=
0} \ {wR}. By the induction assumption we deduce that x̃ ∈ Kτ (τ).M(τ). Therefore x ∈
vectC

(
Kτ (τ).M(τ)

)
and the lemma follows by induction.

5.3.2 Description of Iτ/M(τ, gen) for M ⊂ Iτ

Lemma 5.19. Let M ⊂ M ′ ⊂ Iτ be two BLHC-modules. Let πM : Iτ ։ Iτ/M be the
canonical projection. Then the restriction g : M ′(τ, gen) → M ′/M(τ, gen) of πM is well
defined and induces an isomorphism of C[Y ]-modules

M ′(τ, gen)/M(τ, gen)
∼→M ′/M(τ, gen).
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Proof. As πM is a BLHC-module morphism, it is in particular a C[Y ]-module morphism
and thus πM

(
Iτ (τ, gen)

)
⊂ M ′/M(τ, gen), which proves that g is well defined. Let x ∈

M ′/M(τ, gen). Let x ∈ π−1
M (x)∩M ′. By [Héb18, Lemma 3.3], we can write x =

∑
w∈W v/Wτ

xw.τ ,

where xw.τ ∈ M ′(w.τ, gen), for all w ∈ W v/Wτ . Then for all w ∈ W v/Wτ \ {1}, πM(xw.τ ) ∈
M ′(w.τ, gen) and thus πM(xw.τ ) = 0. Therefore πM(x) = πM (xτ ) and thus πM

(
M ′(τ, gen)

)
=

M ′/M(τ, gen). Moreover, ker(g) =M∩M ′(τ, gen) =M(τ, gen), which proves the lemma.

Proposition 5.20. Let M be a submodule of Iτ . Let H be a complement of M(τ) in Iτ (τ).

1. Then we have the following decomposition of C[Y ]-submodules:

Iτ (τ, gen) = vectC
(
Kτ (τ).M(τ)

)
⊕ vectC

(
Kτ (τ).H

)
.

2. Let πM : Iτ ։ Iτ/M be the canonical projection. Then the restriction f : vectC
(
Kτ (τ).H

)
→

Iτ/M(τ, gen) of πM is well defined and is an isomorphism of C[Y ]-modules.

3. One has Iτ/M(τ) = πM(H) = πM
(
Iτ (τ)

)
, dimH = dim Iτ/M(τ) and dim Iτ/M(τ, gen) =

|W(τ)| dim Iτ/M(τ).

Proof. (1) By Lemma 5.18, Lemma 5.17 and Proposition 5.13,

vectC
(
Kτ (τ).H

)
+ vectC

(
Kτ (τ).M(τ)

)
=vectC

(
Kτ (τ).H

)
⊕ vectC

(
Kτ (τ).M(τ)

)

=vectC

(
Kτ (τ).

(
H ⊕M(τ)

))

=vectC
(
Kτ (τ).Iτ (τ)

)
= Iτ (τ, gen).

.

Therefore vectC
(
Kτ (τ).H

)
is a complement of M(τ, gen) = vectC

(
Kτ (τ).M(τ)

)
. For

w ∈ W(τ), set K<w
τ =

⊕
v∈[1,w)τ

KvC(Y )τ and K<w
τ =

⊕
v∈[1,w)τ

CKv(τ). Let θ ∈ C(Y )τ and
w ∈ W v. Then by [Héb18, Lemma 6.27], there exists kw,θ ∈ K<w

τ such that θ ∗Kw = Kw ∗
w−1

θ+ kw,θ. By Lemma 5.9, we deduce that if x ∈ Iτ (τ), then θ ∗Kw(τ).x = evτ (θ ∗Kw).x =
τ(θ)Kw(τ).x+ evτ (kw,θ).x. By induction on ℓ(w), we deduce that if x ∈ Iτ (τ), then Kτ (τ).x
is a C[Y ]-submodule of Iτ , which proves (1).

(2) is a consequence of (1), of Lemma 5.18 and of Lemma 5.19 applied with M ′ = Iτ .
(3) By (2), f−1

(
Iτ/M(τ)

)
= vectC(Kτ (τ).H) Let x ∈ Iτ (τ) ∩ vectC(Kτ (τ).H). Write

x = h +m, with h ∈ H and m ∈ M(τ). Then x − h ∈ vectC(Kτ (τ).H) ∩ Kτ (τ).M(τ) = 0
(by (1)) and thus x = h ∈ H . Therefore f(H) = πM(H) = πM

(
Iτ (τ)

)
= Iτ/M(τ). Therefore,

dimH = dim Iτ/M(τ). By (2) and by Lemma 5.17, dim Iτ/M(τ, gen) = dim vectC(Kτ (τ).H) =
|W(τ)|.|H|, which concludes the proof of the lemma.

Corollary 5.21. Let M be a submodule of Iτ and πM : Iτ ։ Iτ/M be the canonical projec-
tion. Then the map End(Iτ ) ։ Hom(Iτ , Iτ/M) defined by φ 7→ πM ◦ φ is surjective.

Proof. Let φ ∈ Hom(Iτ , Iτ/M). Let x = φ(vτ ) ∈ Iτ/M(τ). Using Proposition 5.20 (3), we
choose x ∈ Iτ (τ) such that πM(x) = x. Let φ ∈ End(Iτ ) be such that φ(vτ) = x, whose
existence if provided by Lemma 2.9. Then πM ◦ φ(vτ ) = φ(vτ ) and as Iτ = BLHC.vτ , we
deduce that φ = πM ◦ φ.

5.3.3 Invariance of the dimensions of the weight spaces under the action of W v

Lemma 5.22. Let M be a BLHC-module and w ∈ W v. Then dimM(τ) = dimM(w.τ).
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Proof. As τ ∈ UC, there exists an isomorphism φ : Iw.τ → Iτ . Let g : Hom(Iτ ,M) →
Hom(Iw.τ ,M) be defined by g(f) = f ◦ φ for f ∈ Hom(Iτ ,M). Then g is a vector space
isomorphism. By Lemma 2.9 we deduce that dimHom(Iτ ,M) = dimM(τ) = dimM(w.τ) =
dimHom(Iw.τ ,M).

Lemma 5.23. Let M be a submodule of Iτ . Then for all w ∈ W v, dimM(τ, gen) =
dimM(w.τ, gen) and dim Iτ/M(τ, gen) = dim Iτ/M(w.τ, gen).

Proof. As τ ∈ UC, there exists an isomorphism φ : Iτ → Iw.τ . Let M ′ = φ(M). Then by
Lemma 5.18,

dimM ′(w.τ, gen) = dimM(w.τ, gen) = |W(w.τ)|. dimM ′(w.τ) = |W(w.τ)| dimM(w.τ).

By Lemma 5.2, |W(w.τ)| = |W(τ)| and by Lemma 5.22, dimM(τ) = dimM(τ), which proves
that dimM(w.τ, gen) = |W(τ)| dimM(w.τ) = dimM(τ, gen).

The map φ induces an isomorphism φ : Iτ/M
∼→ Iw.τ/M

′. By Proposition 5.20, Lemma 5.22
and Lemma 5.2,

dim Iw.τ/M
′(w.τ, gen) = |W(w.τ)| dim Iw.τ/M

′(w.τ) = |W(τ)| dim Iτ/M(τ) = dim Iτ/M(τ, gen).

Lemma 5.24. Let M ⊂M ′ ⊂ Iτ be BLHC-modules. ThenM =M ′ if and only if M(τ, gen) =
M ′(τ, gen) if and only if M(τ) =M ′(τ).

Proof. It is clear that M = M ′ =⇒ M(τ, gen) = M ′(τ, gen) and that M(τ, gen) =
M ′(τ, gen) =⇒ M(τ) =M ′(τ). By Lemma 5.18 , M(τ) =M ′(τ) if and only if M(τ, gen) =
M ′(τ, gen). Suppose that M(τ, gen) = M ′(τ, gen). Let M ′ ⊃ M be a submodule of Iτ
such that M ′(τ, gen) = M(τ, gen). Then by Lemma 5.19, M ′/M(τ, gen) = {0} and in
particular, M ′/M(τ) = {0}. Using Lemma 5.22 we deduce that M ′/M(w.τ) = {0}, for
every w ∈ W v. Therefore Wt(M ′/M) ∩W v.τ = ∅. Moreover by [Héb18, Lemma 3.3], M ′ =⊕

τ ′∈Wt(M ′)M
′(τ ′, gen) and Wt(M ′) ⊂ W v.τ . Therefore, M ′/M =

⊕
τ ′∈Wt(M ′)M

′/M(τ ′, gen) =⊕
τ ′∈W v.τ M

′/M(τ ′, gen) = {0}. Thus M ′ =M .

5.4 Study of End(Iτ) for τ ∈ UC such that Iτ(τ,W(τ)) = Cvτ

In this subsection, we study the algebra End(Iτ ). We prove that End(Iτ ) is isomorphic
to C[Rτ ] when BLHC is associated to a split Kac-Moody group or when the order of st
is infinite for every s, t ∈ S such that s 6= t, for τ ∈ UC satisfying Conjecture 5.16 (see
Proposition 5.27). Our proof relies on the fact that one has ψvR ◦ ψwR

∈ CψvRwR
for all

vR, wR ∈ Rτ . We normalize the ψwR
suitably to obtain the desired isomorphism.

We then give criteria for an element of End(Iτ ) to be surjective or injective (see Lemma 5.28
and Lemma 5.30.

5.4.1 Description of End(Iτ ) in the split case or in the right-angled case

For s ∈ S , we set F ′
s = Fs ∗ 1

ζs
∈ BLH(TC).

Lemma 5.25. Let s ∈ S . Then (F ′
s)

2 = 1.
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Proof. By Lemma 2.13 (3) and [Héb18, Lemma 5.3], one has:

(F ′
s)

2 = Fs ∗
1

ζ
∗ Fs ∗

1

ζs
= F 2

s ∗ 1

ζs ∗ sζs
= 1.

For G a group, a, b ∈ G and m ∈ N, we denote by Π(a, b,m) the product abab . . . having
m factors.

Lemma 5.26. We assume that there exists σ ∈ C∗ such that σs = σ′
s = σ for all s ∈ S . Let

s1, s2 ∈ S . We assume that the order m(s1, s2) of s1s2 is finite. Then:

Π
(
F ′
s1
, F ′

s2
, m(s1, s2)

)
= Π

(
F ′
s2
, F ′

s1
, m(s1, s2)

)
.

Proof. By assumption on the σs, σ
′
s, one has ζs =

1−σ2Z−α∨
s

1−Z−α∨
s

for s ∈ S . Let m = m(s1, s2) By

Lemma 2.13 (3),

Π
(
F ′
s1
, F ′

s2
, m

)
= Π

(
Fs1 , Fs2, m

)
∗

∏

α∨∈NΦ∨

(∏
(s1,s2,m)

)
1− σ2Z−α∨

1− Z−α∨
.

By Lemma 2.13 (1), Π
(
Fs1, Fs2, m

)
= Π

(
Fs2 , Fs1, m

)
. Moreover,

∏
(s1, s2, m) =

∏
(s2, s1, m),

which proves the lemma.

Proposition 5.27. Let τ ∈ UC. We make the following assumptions:

1. the order of st is infinite for every s, t ∈ S such that s 6= t or there exists σ ∈ C∗ such
that σs = σ′

s = σ for all s ∈ S ,

2. Iτ (τ,W(τ)) = Cvτ .

Then End(Iτ ) is isomorphic to C[Rτ ].

Proof. By [BB05, 1.1] and Lemmas 5.25 and 5.26, there exists a unique morphism F ′ : W v →
BLH(TC) such that F ′(s) = F ′

s for all s ∈ S . We denote F ′
w instead of F ′(w), for w ∈ W v.

Let wR ∈ Rτ . Let wR = s1 . . . sk be a reduced expression of wR. Then by Lemma 2.13 (3),
there exist w1, . . . , wk ∈ W v such that

F ′
wR

= Fs1 ∗ . . . ∗ Fsk ∗
k∏

i=1

wiζdenα∨
si

k∏

i=1

1
wiζnumα∨

si

= FwR

k∏

i=1

wiζdenα∨
si

∗
k∏

i=1

1
wiζnumα∨

si

.

Then
∏k

i=1
wiζdenα∨

si

∈ C[Y ] ⊂ C(Y )τ and by definition of UC,
∏k

i=1
1

wiζnum
α∨
si

∈ C(Y )τ . By

Lemma 5.7 we deduce that F ′
wR

∈ BLH(TC)τ .
Let vR, wR ∈ Rτ . Write F ′

vR
=

∑
u∈W v Hu ∗ θu,vR and F ′

wR
=

∑
u∈W v Hu ∗ θu,wR

, where

(θu,vR), (θu,wR
) ∈ (C(Y )τ )

(W v). By Lemma 2.13 (3), as F ′
wR

∈ FWR
C(Y ), one has

F ′
vR

∗ F ′
wR

=
∑

u,∈W v

Huθu,vRF
′
wR

=
∑

u∈W v

HuF
′
wR

∗ (wRθu,vR) =
∑

u,u′∈W v

Hu ∗Hu′ ∗ θu,wR
∗ wRθu,vR.
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Thus

(F ′
vR

∗ F ′
wR

)(τ) =
∑

u,u′∈W v

τ(θu′,wR
)τ(wRθu,vR)Hu ∗Hu′ =

∑

u,u′∈W v

τ(θu′,wR
)τ(θu,vR)Hu ∗Hu′ .

Therefore (F ′
vR

∗ F ′
wR

)(τ) = F ′
vR
(τ) ∗ F ′

wR
(τ) ∈ HW v,C.

Write C[Rτ ] =
⊕

wR∈Rτ
CewR , where the ewR are symbols such that evRewR = evRwR for all

vR, wR ∈ Rτ . For wR ∈ Rτ , set ψ′
wR

= ΥF ′
wR

(τ)vτ
∈ End(Iτ ), where Υ is defined in Lemma 2.9.

Let f : C[Rτ ] → End(Iτ ) be the linear map such that f(ewR) = ψ′
w−1

R

, for wR ∈ Rτ . Let

vR, wR ∈ Rτ . Then

f(evR) ◦ f(ewR)(vτ ) = ψ′
v−1
R

(
ψ′
w−1

R

(vτ )
)
= F ′

w−1
R

(τ)ψ′
v−1
R

(vτ ) = F ′
w−1

R

(τ) ∗ F ′
v−1
R

(τ)vτ ,

thus f(evR) ◦ f(ewR)(vτ ) = f(evRwR)(vτ ), which proves that f(evR) ◦ f(ewR) = f(evRwR).
Therefore f is an algebra morphism. By Proposition 5.13, the map C[Rτ ] → Iτ (τ) sending
each x ∈ C[Rτ ] to f(x)(vτ ) is a bijection and by Lemma 2.9 we deduce that f is bijective.

In [Key87, Section 6], Keys gives an example where End(Iτ ) 6≃ C[Rτ ].

5.4.2 Study of injectivity and surjectivity

Lemma 5.28. Let τ ∈ UC and let f ∈ End(Iτ ). Then f is injective if and only if for every
g ∈ End(Iτ ), f ◦ g 6= 0.

Proof. Suppose that f is not injective. Let M = ker(f) ⊂ Iτ . By [Héb18, Lemma 3.3], there
exists τ ′ ∈ W v.τ ∩ Wt(M). As τ ∈ UC, Iτ ′ ≃ Iτ and thus by Lemma 2.11, τ ∈ Wt(M).
Let x ∈ M(τ) \ {0}. By Lemma 2.9, there exists g ∈ End(Iτ ) such that g(vτ ) = x. Then
f ◦ g(vτ ) = 0. As Iτ = BLHC.vτ , we deduce that f ◦ g = 0.

Remark 5.29. As we shall see in 5.7.3, there can exist f ∈ End(Iτ ) injective such that for
all g ∈ End(Iτ ), g ◦ f 6= Id.

Lemma 5.30. Let τ ∈ UC be such that Iτ (τ,W(τ)) = Cvτ . Let f ∈ End(Iτ ). Then f is
surjective if and only if there exists g ∈ End(Iτ ) such that f ◦g = Id. In particular if End(Iτ )
is commutative, then f is surjective if and only if f is invertible.

Proof. Suppose that f is surjective. Let M = ker(f). Then f induces an isomorphism

f : Iτ/M
≃→ Iτ . By Corollary 5.21, we can write f

−1
= πM ◦ φ, where φ ∈ End(Iτ ). Then

f ◦ φ = f ◦ πM ◦ φ = Id.

5.5 Submodules of Iτ when Iτ(τ,W(τ)) = Cvτ

In this subsection, we describe the submodules of Iτ by using right ideal of End(Iτ ) (see
Theorem 5.34).

A right ideal J of End(Iτ ) (resp. left ideal) is a vector subspace J of End(Iτ ) such that
f ◦ g ∈ J (resp. g ◦ f ∈ J), for all f ∈ J and g ∈ End(Iτ ). A two-sided ideal of End(Iτ )
is a right ideal of End(Iτ ) which is also a left ideal.

Notation 5.31. For a right ideal J ⊂ End(Iτ ), we set J(Iτ ) =
∑

φ∈J φ(Iτ ). For M ⊂ Iτ a
submodule, we set JM = {φ ∈ End(Iτ )|φ(vτ ) ∈M}.
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If M is a submodule of Iτ , then JM is a right ideal of End(Iτ ). Indeed, let φ ∈ JM and
φ′ ∈ End(Iτ ). Then φ′(vτ ) ∈ Iτ and thus there exists h ∈ BLHC such that φ′(vτ ) = h.vτ .
Then φ ◦ φ′(vτ ) = h.φ(vτ ) and as φ(vτ ) ∈M , h.φ(vτ ) ∈M .

Lemma 5.32. Let M be a submodule of Iτ and x ∈M . Then there exists a right ideal Jx of
End(Iτ ) such that x ∈ Jx(Iτ ) ⊂M .

Proof. We first assume that x ∈ M(τ ′, gen), for some τ ′ ∈ W v.τ . Let f : Iτ → Iτ ′ be an
isomorphism. Let M ′ = f(M) and x′ = f(x). Then by Lemma 5.18, there exist n ∈ N and
(hi) ∈ (BLHC)

n, (xi) ∈ M ′(τ ′)n such that x′ =
∑n

i=1 hi.xi. For i ∈ J1, nK, let φi ∈ End(Iτ ′) be
such that φi(vτ ′) = xi, which exists by Lemma 2.9. Then x′ =

∑n
i=1 φi(hi.vτ ′) ∈

∑n
i=1 φi(Iτ ′)

and thus x ∈ ∑n
i=1 f

−1 ◦φi ◦ f(Iτ). Moreover for i ∈ J1, nK, φi(vτ ) ∈M ′, thus
∑n

i=1 φi(Iτ ′) ⊂
M ′ and hence

∑n
i=1 f

−1 ◦ φi ◦ f(Iτ) ⊂ M . Set Jx =
∑n

i=1

(
f−1 ◦ φi ◦ f

)
◦ End(Iτ ). Then

x ∈ Jx(Iτ ) ⊂M .
We no longer assume that x ∈ M(τ ′, gen), for some τ ′ ∈ W v.τ . By [Héb18, Lemma 3.3],

one has M =
∑

τ ′∈Wt(M)M(τ ′, gen). For τ ′ ∈ Wt(M) and xτ ′ ∈ M(τ ′, gen), choose a right

ideal Jxτ ′
⊂ End(Iτ ) such that xτ ′ ⊂ Jxτ ′

(Iτ ) ⊂M . Then x ∈ (
∑

τ ′∈Wt(M) Jxτ ′
)(Iτ ) ⊂ M and

thus one can choose Jx =
∑

τ ′∈Wt(M) Jxτ ′
.

Lemma 5.33. Let πRτ : Iτ (τ, gen) → Iτ (τ) be the linear map defined by πRτ
(
Kw.ψwR

(vτ )
)
=

0 and πRτ
(
ψwR

(vτ )
)
= ψwR

(vτ ), for w ∈ W(τ)\{1} and wR ∈ W(τ). Then for all φ ∈ End(Iτ ),
one has (φ ◦ πRτ )|Iτ (τ, gen) = (πRτ ◦ φ)|Iτ (τ, gen).
Proof. The map πRτ is well defined by Proposition 5.13. Let φ ∈ End(Iτ ) and wR ∈ Rτ . Then
by Lemma 2.13, φ(FwR

(τ)vτ ) ∈ Iτ (τ). By Proposition 5.13, as we assumed Iτ (τ,W(τ)) = Cvτ ,
we have:

πRτ ◦ φ
(
ψwR

(vτ )
)
= φ

(
ψwR

(vτ )
)
= φ ◦ πRτ

(
ψwR

(vτ )
)
.

Write φ
(
ψwR

(vτ )
)
=

∑
vR∈Rτ

avRψvR(vτ ), where (avR) ∈ C(Rτ ). Let w ∈ W(τ) \ {1}. Then

φ
(
Kw(τ).ψwR

(vτ )
)
=

∑
vR∈Rτ

avRKw(τ).ψvR(vτ ). Therefore πRτ ◦ φ
(
Kw(τ)ψwR

(vτ )
)
= 0 =

φ ◦ πRτ
(
Kw(τ)ψwR

(vτ )
)
, which proves the lemma.

Theorem 5.34. Let τ ∈ UC be such that Iτ (τ,W(τ)) = Cvτ . We use Notation 5.31. Then
the assignment M 7→ JM defines a bijection between the set of submodules of Iτ and the set
of right ideals of End(Iτ ). Its inverse is the map J 7→ J(Iτ ).

Proof. Let M ⊂ Iτ be a submodule. Then

JM(Iτ ) =
∑

φ∈JM
φ(Iτ ) =

∑

φ∈JM
φ(BLHC.vτ ) =

∑

φ∈JM

BLHC.φ(vτ ) ⊂M,

by definition of JM . By [Héb18, Lemma 3.3], one has M =
∑

τ ′∈Wt(M)M(τ ′, gen). For x ∈ M ,

choose a right ideal Jx ⊂ End(Iτ ) such that x ∈ Jx(Iτ ) ⊂M , whose existence is provided by
Lemma 5.32. Then M ⊂ ∑

x∈M Jx(Iτ ) ⊂ M . Moreover Jx ⊂ JM for all x ∈ M and hence
M ⊂ JM(Iτ ) ⊂M .

Let J be a right ideal of End(Iτ ). Let φ ∈ J . Then φ(vτ ) ∈ J(Iτ ) and thus φ ∈ JJ(Iτ ).
Hence J ⊂ JJ(Iτ ). Let φ ∈ JJ(Iτ ). Then φ(vτ ) ∈ J(Iτ ) and thus there exist k ∈ N∗,

φ1, . . . , φk ∈ J and x1, . . . , xk ∈ Iτ such that φ(vτ ) =
∑k

i=1 φi(xi). By [Héb18, Lemma 3.3],
we may assume that xi ∈ Iτ (τ, gen) for all i ∈ J1, kK. By Lemma 5.33, one has φ(vτ ) =
πRτ ◦ φ(vτ ) =

∑n
i=1 φi(yi), where yi = πRτ (xi) ∈ Iτ (τ), for i ∈ J1, nK. For i ∈ J1, nK,

let φ′
i ∈ End(Iτ ) be such that φ′

i(vτ ) = yi, which exists by Lemma 2.9. Then φ(vτ ) =
(
∑n

i=1 φi ◦ φi)
′(vτ ). As

∑n
i=1 φi ◦ φ′

i ∈ End(Iτ ), we deduce that φ =
∑n

i=1 φi ◦ φ′
i and hence

φ ∈ J . Therefore J = JJ(Iτ ), which proves the theorem.
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Remark 5.35. From the definition of M 7→ JM and J 7→ J(Iτ ), it is clear that these maps
are (strictly) increasing. If M,M ′ are submodules of Iτ , then JM∩M ′ = JM ∩ JM ′ and if J, J ′

are right ideals of End(Iτ ), then (J + J ′)(Iτ ) = J(Iτ ) + J ′(Iτ ).

Corollary 5.36. Let M ⊂ Iτ be a submodule. Then the following are equivalent:

1. for every φ ∈ End(Iτ ), φ(M) ⊂M ,

2. JM is a two-sided ideal.

If these conditions hold, then we have a natural map End(Iτ ) → End(Iτ/M).

Proof. Suppose that JM is a two-sided ideal. Let x ∈ M and φ ∈ End(Iτ ). Then by
Theorem 5.34, there exist k ∈ N, φ1, . . . , φk ∈ JM and x1, . . . , xk ∈ Iτ such that x =∑k

i=1 φi(xi). Then φ(x) =
∑k

i=1 φ ◦ φi(xi). By assumption, φ ◦ φi(xi) ∈ M for all i ∈ J1, kK
and thus φ(x) ∈ M , which proves that φ(M) ⊂ M . Reciprocally suppose (1). Let φ ∈ JM
and φ′ ∈ End(Iτ ). Then φ(vτ ) ∈ M , thus φ′ ◦ φ(vτ ) ∈ M and hence φ′ ◦ φ ∈ JM , which
proves (2).

5.6 Irreducible representations admitting τ as a weight when Iτ (τ,W(τ)) =

Cvτ

We now study Iτ/M for M a maximal submodule of Iτ and we give a criterion for M 7→ Iτ/M
to be a bijection between the maximal submodules of Iτ and the irreducible representations
admitting τ as a weight (see Theorem 5.38).

Lemma 5.37. Let M ⊂ Iτ be a submodule. Then the following properties are equivalent:

1. dim Iτ/M(τ) = 1,

2. Iτ/M is irreducible and M is the unique submodule M ′ of Iτ such that Iτ/M ′ is iso-
morphic to Iτ/M .

3. JM is a maximal right ideal of End(Iτ ) and is two sided.

In particular if N is a BLHC-module such that dimN(τ) = 1, then BLHC.N(τ) is an
irreducible representation of BLHC.

Proof. Suppose that dim Iτ/M(τ) = 1. Let M ′ be a submodule of Iτ such that there exists an
isomorphism f : Iτ/M

′ → Iτ/M . Let πM : Iτ ։ Iτ/M and πM ′ : Iτ ։ Iτ/M
′ be the canonical

projections. By assumption, one has Iτ/M(τ) = CπM (vτ ) and Iτ/M
′(τ) = CπM ′(vτ ). Thus

maybe considering af for some a ∈ C∗, we may assume that f(πM ′(vτ )
)
= πM (vτ ). Let

m ∈ M ′. Write m = h.vτ , for some h ∈ BLHC. Then f
(
πM ′(m)

)
= 0 = h.f

(
πM ′(vτ )

)
=

h.πM(vτ ) = πM(m) and thus m ∈M . Consequently, M ′ ⊂ M and by symmetry, M ′ =M .
Let M ′ ) M be a submodule of Iτ . By Lemma 5.24 M ′(τ) ) M(τ). By Proposi-

tion 5.20 (3), M(τ) is a one-codimensional subspace of Iτ (τ), thus M ′(τ) = Iτ (τ) and hence
by Lemma 5.24, M ′ = Iτ . Therefore, M is a maximal submodule of Iτ and thus Iτ/M is
irreducible.

Suppose (2). Suppose that Iτ/M(τ) 6= CπM(vτ ). Let x ∈ Iτ/M(τ) \ CπM(vτ ). Let
f ∈ Hom(Iτ , Iτ/M) be such that f(vτ) = x, which exists by Lemma 2.9. As Iτ/M is
irreducible, f(Iτ ) = Iτ/M and thus f induces an isomorphism f : Iτ/ ker(f)

∼→ Iτ/M . Thus
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ker(f) = M . Moreover f
(
πM (vτ )

)
= x. Thus End(Iτ/M) 6= CId and by Schur’s Lemma

([Ren10, B.II Théorème]), Iτ/M is reducible: a contradiction. Therefore dim Iτ/M(τ) = 1.
Suppose (3). Then by Theorem 5.34, Iτ/M is irreducible. Let x ∈ Iτ/M(τ). By Propo-

sition 5.20 (3), there exists x ∈ Iτ (τ) such that x = πM(x). By Lemma 2.9, there exists
φ ∈ End(Iτ ) such that φ(vτ ) = x. By Corollary 5.36, φ(M) ⊂ M . Therefore, φ induces a
map φ : Iτ/M → Iτ/M such that φ(vτ ) = x. Therefore φ is an isomorphism. By Schur’s
Lemma ([Ren10, B.II Théorème]), φ

(
πM(vτ )

)
= x ∈ C∗πM (vτ ) and thus dim Iτ/M(τ) = 1,

which proves that (3) implies (1).
Suppose now that JM is not two sided. There exists φ ∈ End(Iτ ), ψ ∈ JM such that

φ ◦ψ /∈ JM . Therefore ψ(vτ ) ∈M and φ ◦ψ(vτ ) /∈M : φ(M) 6⊂ M . Using Corollary 5.14, we
may assume that φ is invertible. Then φ(M) is a maximal submodule of Iτ . Then φ induces
an nonzero map φ : Iτ/M → Iτ/φ(M), and φ is an isomorphism, which contradicts (2). Thus
(2) implies (3).

Let now N be a BLHC-module such that dimN(τ) = 1. Let x ∈ N(τ) \ {0}. By
Lemma 2.9, there exists f : Iτ → BLHC.x = BLHC.N(τ) such that f(vτ ) = x. Then f
induces an isomorphism f : Iτ/ ker(f)

∼→ BLHC.N(τ). Then dim Iτ/ ker(f)(τ) = 1, and
hence Iτ/ ker(f) is irreducible.

Theorem 5.38. Let τ ∈ UC.

1. For every irreducible BLHC-module N , τ ∈ Wt(N) if and only if Wt(N) =W v.τ .

2. The assignment Ξ :M 7→ Iτ/M is a surjective map from the set of maximal submodules
of Iτ to the set isomorphism classes of irreducible representations of BLHC admitting
the weight τ .

3. Suppose that Iτ (τ,W(τ)) = Cvτ . Let [N ] be the isomorphism class of an irreducible
representation of BLHC admitting the weight τ . Then |Ξ−1([N ])| = 1 if and only if
dimN(τ) = 1 if and only if JM is a two-sided ideal, for any M ∈ Ξ−1([N ]). In
particular, Ξ is a bijection if and only if every maximal right ideal of End(Iτ ) is two-
sided.

4. Suppose that Iτ (τ,W(τ)) = Cvτ and that Ξ is a bijection, then for every irreducible
representation N admitting τ as a weight, one has dimN(τ) = 1 = dimN(w.τ),
dimN(τ, gen) = |W(τ)| = dimN(w.τ, gen), for every w ∈ W v and dimN = |W(τ)||W v/Wτ |.

Proof. (1) is a a consequence of Lemma 2.11.
(2) Let N be an irreducible representation of BLHC admitting the weight τ . By [Héb18,

Proposition 3.7], there exists a surjective morphism φ : Iτ ։ N . Then ker(f) is a maximal
submodule of Iτ , which proves (2).

(3) is a consequence of Lemma 5.37.
(4) By [Héb18, Lemma 3.3], N =

⊕
w∈W v/Wτ

N(w.τ, gen). By Lemma 5.22, Lemma 5.23

and Proposition 5.20, we deduce that dimN = |W(τ)||W v/Wτ |.

5.7 Case where the Kac-Moody matrix A has size 2

In this section, we study the case where the Kac-Moody matrix defining the generating root
system is not a Cartan matrix and has size 2. We begin by studying all the possibilities for
the triple Wτ , W(τ), Rτ and then we study examples of Iτ , for τ ∈ UC.

We assume that there exists σ ∈ C such that σs = σ′
s = σ for all s ∈ S . In particular,

ζs =
1−σ2Z−α∨

s

1−Z−α∨
s

, for all s ∈ S .
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5.7.1 Possibilities for Wτ , W(τ), Rτ

We write S = {s1, s2}. Recall that Q∨
Z = Zα∨

s1 ⊕ Zα∨
s2.

Lemma 5.39. Let A =

(
2 a1,2
a2,1 2

)
be a Kac-Moody matrix which is not a Cartan matrix.

Let k ∈ Z \ {0} and w = (s1s2)
k. Then vectQ

(
(w − Id)(Y )

)
= vectQ(Q

∨
Z).

Proof. For all λ ∈ Y , w.λ− λ ∈ Q∨
Z and thus vectQ

(
(w − Id)(Y )) ⊂ vectQ(Q

∨
Z).

In the basis α∨
s1

, α∨
s2

ofQ∨
Z, the matrix of s1, s2 and s1s2 are

(
−1 −a2,1
0 1

)
and

(
1 0

−a1, 2 −1

)

and

(
−1 −a2,1
a1,2 a1,2a2,1 + 1

)
. The characteristic polynomial of s1s2 is T 2 − aT + 1, where

a = a1,2a2,1 and T is an indeterminate. Thus the eigenvalues of s1s2 are a±
√
a2−4
2

6= ±1.

We denote by D∞ = 〈s, t|s2 = t2 = 1〉 the infinite dihedral group.

Lemma 5.40. The possibilities for the triple Rτ , W(τ), Wτ are exactly:

1. Wτ = W(τ) = Rτ = {1},

2. Wτ ≃ Z/2Z, W(τ) = Wτ and Rτ = {1},

3. Wτ ≃ Z/2Z, W(τ) = {1} and Rτ =Wτ ,

4. Wτ ≃ Z, W(τ) = {1} and Rτ =Wτ ,

5. Wτ ≃ D∞, W(τ) =Wτ and Rτ = {1},

6. Wτ ≃ D∞, W(τ) = {1} and Rτ =Wτ ,

7. Wτ ≃ D∞, W(τ) ≃ D∞ and Rτ ≃ Z/2Z.

Moreover, if τ ∈ TC \ UC, then Wτ = {1} or Wτ ≃ Z/2Z.

Proof. We begin by proving the existence of size 2 Kac-Moody matrices A, of root generating
system S = (A,X, Y, (αi)i∈I , (α∨

i )i∈I) and of τ ∈ TC for (1) to (7). We assume that αs1(Y ) =
αs2(Y ) = 2Z, which is possible by taking the “donnée radicielle simplement connexe” of
[Rém02, 7.1.2]. By [Héb18, Lemma 6.2], for all γ1, γ2 ∈ C∗, there exists τγ ∈ TC such that
τγ(αsi) = γi, for i ∈ {1, 2}.

(1) This is a consequence of [Héb18, Lemma 6.5].
(2) Set γ1 = 1, choose γ2 ∈ C∗ a transcendental number. Then s1 ∈ Wτ and by [Héb18,

Lemma 6.18], Wτ ⊂ {1, s1}. Then s1 ∈ W(τ) and thus Wτ = W(τ).
(3) Set γ1 = −1, choose γ2 ∈ C∗ a transcendental number. A similar proof as in (2)

proves that Wτ = 〈s1〉 and Rτ =Wτ .
(4) By [Héb18, Lemma B1], we can have Wτ ≃ Z. As W(τ) is generated by reflections, we

have W(τ) = {1} and thus Rτ =Wτ .
(5) Set γ1 = 1, γ2 = 2. Then τγ satisfies (5).

(6) Suppose that the Kac-Moody matrix A =

(
2 a1,2
a2,1 2

)
is such that a1,2, a2,1 ∈ Z≤−2

are even. Let γ1 = γ2 = −1 and τ = τγ. Let ht : Zα∨
s1 ⊕ Zα∨

s2 → Z be defined by
ht(n1α

∨
s1
+ n2α

∨
s2
) = n1 + n2, for n1, n2 ∈ Z. Let λ ∈ Zαs1 ⊕ Zα∨

s2
be such that ht(λ) is odd.

Let i ∈ {1, 2}. Then ht(si.λ) = λ − ht(αi(λ)α
∨
i ) = ht(λ)− αi(λ). Write λ = n1α

∨
s1
+ n2α

∨
s2

,
with n1, n2 ∈ Z. Let j ∈ {1, 2} \ {i}. Then αsi(λ) = 2ni + njaj,i is even and thus ht(si.λ) is
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odd. By induction we deduce that for all α∨ ∈ Φ∨, ht(α∨) is odd. Therefore τ(Φ∨) = {−1}
and hence W(τ) = {1}.

(7) Let A =

(
2 a1,2
a2,1 2

)
be a Kac-Moody matrix such that a1,2 is even. Let γ1 = 1

and γ2 = −1 and τ = τγ . Then s1, s2 ∈ Wτ and thus Wτ = W v. Then s2.τ(α
∨
s1) = 1 and

thus s2s1s2 ∈ W(τ). Therefore 〈s1, s2s1s2〉 ⊂ W(τ) ( Wτ (s2 /∈ W(τ)). Moreover, 〈s1, s2s1s2〉
is a normal subgroup of W v and W v/〈s1, s2s1s2〉 ≃ Z/2Z and hence W(τ) = 〈s1, s2s1s2〉.
Moreover by Lemma 5.3, Rτ ≃ Wτ/W(τ) ≃ Z/2Z.

Let us prove that there are no other possibilities. By [Héb18, Lemma 6.36], we made the
list of all the possible Wτ . As W(τ) is generated by reflections, if Wτ ≃ Z, then W(τ) = {1}
and Rτ = Wτ . Suppose that Wτ ≃ D∞. By Lemma 5.3, W(τ) is normal in Wτ . If w ∈ W v

and s ∈ S , then 〈wsw−1〉 is not normal in Wτ (if i ∈ {1, 2} is such that the reduced writing
of w does not begin with si, then siwsw

−1si /∈ 〈wsw−1〉). By [Héb18, Lemma 6.36] we deduce
that if W(τ) 6= {1}, one has W(τ) ≃ Z or W(τ) ≃ D∞ and thus W(τ) ≃ D∞. In particular,
Rτ =Wτ/W(τ) is finite. By [BB05, Theorem 4.5.3], we deduce that Rτ ≃ Z/2Z.

Let now τ ∈ TC be such that Wτ 6= {1} is not isomorphic to Z/2Z. Then there exists
w ∈ Wτ \ {1} such that w is not a reflection. Then w = (s1s2)

n, for some n ∈ Z \ {0}. By
Lemma 5.39, there exists (y1, y2) ∈ (w−1 − Id)(Y ) such that (y1, y2) is a Q-basis of Q∨ ⊗Q.
For i ∈ {1, 2}, write yi = w−1.xi − xi, with xi ∈ Y . Then w.τ(yi) = w.τ(xi)τ

−1(xi) = 1. Let
k ∈ N∗ be such that ky1, ky2 ∈ Y . Then τ(α∨

s1
)k = τ(α∨

s2
)k = 1 and thus |τ(λ)| = 1 for all

λ ∈ Q∨. Therefore τ ∈ UC.

5.7.2 The case Rτ ≃ Z/2Z

Let τ ∈ UC be such that Rτ ≃ Z/2Z. Let r ∈ W v be such that Rτ = 〈r〉. Then by
Proposition 5.27, End(Iτ ) ≃ C[T ]/(T 2−1) ≃ C×C, where T is an indeterminate. Let ψ′ = ψ′

r,
with the notation of the proof of Proposition 5.27. Then the following map End(Iτ ) → C×C

is an isomorphism: aψ′ + b 7→ (a + b, a − b), for a, b ∈ C. The ideals of C × C are {0},
C × {0}, {0} × C and C × C. Therefore the nontrivial submodules of Iτ are M(1,0) :=
(ψ′ + Id)(Iτ ) and M(0,1) := (ψ′ − Id)(Iτ ). These submodules are irreducible. If x ∈ Iτ , then
x = 1

2

(
(ψ′(x)+Id(x))−(ψ′(x)−Id(x)

)
and thus M(1,0)+M(0,1) = Iτ . Moreover, M(1,0)∩M(0,1)

is a submodule of M(1,0) and as M(1,0) 6⊂ M(0,1), one has M(1,0) ∩M(0,1) = {0}. Therefore
M(1,0) ⊕M(0,1) = Iτ . By Theorem 5.38, M(1,0) ≃ Iτ/M(0,1) and M(0,1) ≃ Iτ/M(1,0) are not
isomorphic, M(1,0)(τ) = C(ψ′(vτ ) + vτ ) and M(0,1)(τ) = C(ψ′(vτ )− vτ ).

5.7.3 The case Wτ = Rτ ≃ Z

Let τ ∈ UC be such that Wτ = Rτ ≃ Z. Then by Proposition 5.27, End(Iτ ) ≃ C[Z] =
C[T, T−1], where T is an indeterminate and thus End(Iτ ) is commutative. The ideals of
End(Iτ ) are the PC[T, T−1] such that P ∈ C[T, T−1] and the maximal ideals are the (T +
a)C[T, T−1] such that a ∈ C∗. Write Rτ = 〈(s1s2)k〉, where k ∈ N∗. Let ψ = ψ(s1s2)k . The
maximal submodules of Iτ are the (ψ+a)(Iτ ), for a ∈ C∗. The groupW v/Wτ has 2k elements,
W(τ) = {1} and thus the irreducible representations M having the weight τ decompose as
M =

⊕
w∈W v/Wτ

M(w.τ) =
⊕

w∈W v|ℓ(w)<kM(w.τ) ⊕M((s1s2)
k.τ). In particular, they have

dimension 2k.
By Lemma 5.28, every nonzero element of End(Iτ ) is injective and by Lemma 5.30, the

only surjective elements of End(Iτ ) are the invertible ones. Let M ⊂ Iτ be a nonzero
submodule. As C[T, T−1] = End(Iτ ) is principal, JM is principal and there exists φ ∈ JM
such that M = φ(Iτ ). Then φ : Iτ → M is an isomorphism: every nonzero submodule of Iτ
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is isomorphic to Iτ . Thus we can construct an infinite strictly decreasing sequence (Mi)i∈N
of submodules of Iτ and no submodule of Iτ is irreducible.

5.7.4 The case Rτ = D∞

Recall that D∞ = 〈s, t|s2 = t2 = 1〉 is the infinite dihedral group. We now study C[D∞].
We determine its maximal right ideals which are two-sided (see Lemma 5.42) and we prove
the existence of maximal right ideals which are not two sided (see Lemma 5.43) . Let
S = es, T = et ∈ C[D∞]. If (a, b) ∈ {−1, 1}2, we denote by ev(a,b) : C[D∞] → C the C-
algebra morphism such that ev(a,b)(S) = a and ev(a,b)(T ) = b. Recall that if a, b ∈ C[D∞] and
m ∈ N, we denote by Π(a, b,m) the product abab . . . having m factors. For Q ∈ C[D∞] \ {0},
Q =

∑
k∈N akΠ(S, T , k) + bkΠ(T , S, k) where (ak), (bk) ∈ C(N), we set deg(Q) = max{k ∈

N||ak|+ |bk| 6= 0}.

Lemma 5.41. Let P ∈ C[D∞] \ C and J be the two-sided ideal C[D∞]PC[D∞]. Then
C[D∞]/J is a finite dimensional vector space over C.

Proof. If Q ∈ C[D∞], we denote by Q its image in C[D∞]/J . For k ∈ N, set Ak =∑k
j=0

(
CΠ(S, T , j) + CΠ(T , S, j)

)
. Let n = deg(P ). Write P =

∑
k≤n akΠ(S, T , k) +

bkΠ(T , S, k), where (ak), (bk) ∈ Cn+1. Maybe considering aP , for some a ∈ C∗ and ex-
changing the roles of S and T we may assume that an = 1.

First assume that bn 6= 0. Then

Π(S, T , n+ 1)

= SΠ(T , S, n)

= − 1

bn

(
SΠ(S, T , n) +

n−1∑

k=0

(
(akΠ(S, T , k) + bkΠ(T , S, k)

))

= − 1

bn

(
Π(T , S, n− 1) +

n−1∑

k=1

(akΠ(T , S, k − 1) + bkΠ(S, T , k + 1) + a0S + b0S
)
,

thus Π(S, T , n+ 1) ∈ An. Symmetrically, Π(T , S, n+ 1) ∈ An.
Now assume that bn = 0. Then Π(S, T , n + 1) = Π(S, T , n)A, for some A ∈ {S, T}. As

Π(S, T , n) ∈ An−1, we deduce that Π(S, T , n+ 1) ∈ An.
One has Π(T , S, n+1) = TΠ(S, T , n). As Π(S, T , n) ∈ An−1, we deduce that Π(T , S, n+

1) ∈ ∑n
k=0An.

In both cases (bn 6= 0 and bn = 0), CΠ(S, T , n + 1) ⊂ An and thus An+1 ⊂ An. Let
m ∈ Jn + 1,+∞J be such that Am ⊂ An. Then Π(S, T ,m + 1) = SΠ(T , S,m) ∈ An+1 ⊂
An. Symmetrically, Π(T , S,m + 1) ∈ An and thus Am+1 ⊂ An. Therefore C[D∞]/J =⋃

m∈N Am = An is finite dimensional.

Lemma 5.42. The maximal right ideals of C[D∞] which are two-sided ideals are exactly the
ev−1

(a,b)({0}) such that (a, b) ∈ {−1, 1}.

Proof. Let J be a maximal two-sided ideal of C[D∞]. Then C[D∞]/J is a field and by
Lemma 5.41, it is a finite dimensional C-algebra. By Frobenius theorem, we deduce that
C[D∞]/J is either isomorphic to C or isomorphic to the division algebra H of quaternions.
Let f : C[D∞] → H be an algebra morphism. Then f(S2) = f(T 2) = 1 and thus f(S), f(T ) ∈
{−1, 1} and f(C[D∞]) = C. Therefore the algebra morphisms from C[D∞] to C are exactly
the ev(a,b) such that (a, b) ∈ {−1, 1}. Consequently the maximal two-sided ideals of C[D∞] are
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exactly the ev−1
(a,b)({0}) such that (a, b) ∈ {−1, 1}. Let (a, b) ∈ {−1, 1} and J = ev−1

(a,b)({0}).
We regard J as a right ideal. As J has codimension 1, it is maximal as a right ideal which
proves the lemma.

For example if τ ∈ UC is such that W v = Wτ = Rτ , the lemma above prove that there
are exactly four one dimensional representations admitting τ as a weight.

Lemma 5.43. Let a ∈ C∗ and P = 1 − a(ST − TS). Then PC[D∞] is a proper right ideal
of C[D∞] which is not contained in any proper two-sided ideal. Therefore, any maximal right
ideal containing PC[D∞] is not two-sided.

Proof. Let us prove that 1 /∈ C[D∞]. Let Q ∈ C[D∞] \ C. Let d = deg(Q). Write Q =
bΠ(S, T , d) + cΠ(T , S, d) + P̃ , with P̃ ∈ C[D∞] such that deg(P̃ ) ≤ d− 1 and b, c ∈ C. Then
PQ = −abSTΠ(S, T , d)+acTSΠ(T , S, d)+Q̃, where Q ∈ C[D∞] is such that deg(Q̃) ≤ d+1.
Thus deg(QP ) = d+ 2 and hence QP 6= 1. Therefore PC[D∞] is a proper right ideal. Let J
be a two-sided ideal containing P . Suppose that J is proper. Let J ′ be a maximal two-sided
ideal containing J . Then by Lemma 5.42, J ′ ∋ ST − TS and thus 1 ∈ J ′: a contradiction.
Lemma follows.
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