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Abstract

District heating networks are commonly addressed in the literature as one of the most effective solutions for decreasing the 
greenhouse gas emissions from the building sector. These systems require high investments which are returned through the heat
sales. Due to the changed climate conditions and building renovation policies, heat demand in the future could decrease, 
prolonging the investment return period. 
The main scope of this paper is to assess the feasibility of using the heat demand – outdoor temperature function for heat demand 
forecast. The district of Alvalade, located in Lisbon (Portugal), was used as a case study. The district is consisted of 665 
buildings that vary in both construction period and typology. Three weather scenarios (low, medium, high) and three district 
renovation scenarios were developed (shallow, intermediate, deep). To estimate the error, obtained heat demand values were 
compared with results from a dynamic heat demand model, previously developed and validated by the authors.
The results showed that when only weather change is considered, the margin of error could be acceptable for some applications
(the error in annual demand was lower than 20% for all weather scenarios considered). However, after introducing renovation 
scenarios, the error value increased up to 59.5% (depending on the weather and renovation scenarios combination considered). 
The value of slope coefficient increased on average within the range of 3.8% up to 8% per decade, that corresponds to the 
decrease in the number of heating hours of 22-139h during the heating season (depending on the combination of weather and 
renovation scenarios considered). On the other hand, function intercept increased for 7.8-12.7% per decade (depending on the 
coupled scenarios). The values suggested could be used to modify the function parameters for the scenarios considered, and 
improve the accuracy of heat demand estimations.
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Abstract 

In order to better understand the energy transition, we develop an analogy with phase transitions in physics. Phase transitions are 
triggered by the variation of a state variable at the transition point: a dramatic qualitative modification occurs. For the energy 
system, we use a TIMES bottom-up model that optimizes the pathway of this system. By analogy, we consider a pathway of the 
energy system as a phase in physics and the total discounted cost of the energy system as the Gibbs free energy. In physics, the 
transition between two phases is possible if their Gibbs free energies have the same value. Likewise, the transition between two 
pathways of the energy system is possible if their costs are similar. By applying this methodology to the French energy system 
we exhibit a transition between two pathways with different electricity mixes. 
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1. Introduction 

What do we mean by transition? The word is used today to describe many phenomena, such as demographic, 
social, digital and energy transitions. In physics, a phase transition is usually associated with a sudden change in a 
system triggered by the modification of a control parameter. 
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Beyond perception and common sense about the notion of transition, the phase transition theory has been widely 
developed and analyzed in physics for over a century [1]. It was first developed to explain the abrupt change of 
magnetic order in magnets [2], [3] and was then enhanced by cross-fertilization with thermodynamics and statistical 
physics. In particular, statistical physics showed that some “universal” features exist that in fact depend on a few 
characteristics: 

 Dimension of the system; 
 Number of degrees of freedom of microscopic objects in interactions; 
 Range of microscopic interactions. 

Ideally, this theory is used within a macroscopic limit (the so-called “thermodynamic limit”), which means that 
the number of interacting microscopic objects tends to infinity. These “universal” laws make it possible to describe a 
system without considering all of its details. 

Thus phase transitions can be identified in very different contexts, and the associated models have been used in 
many fields outside of physics. [4] highlights the role of phase transitions in the emergence of collective phenomena 
in social sciences, such as the dynamics of voting, traffic jams and cultural segregations in human populations. We 
can also cite its use in marketing [5] and economics [6]. [7] presents other examples of application, including in 
biology: the spread of epidemics, gene networks and virus dynamics. Many more examples can be found in ecology 
[8], game theory [9] and cosmology [10]. All of these models involve a large number of actors or elements for 
which we want to analyze a break in their average behavior. Despite the local nature of interactions between 
individual agents and the absence of global coordination, the emergence of collective behaviors as phase transitions 
can still be observed. 

The physics of phase transitions provides an interesting theoretical framework in the context of climate change. 
When we talk about the transition of the energy system, which is a particularly complex system, change does not 
tend to be a linear process. To achieve a reduction of greenhouse gas emissions by a factor of 4 as enacted in August 
2015 into the French Green Energy Transition Law for Green Growth [11], or even carbon neutrality, will require 
significant changes in the energy system: such an extensive reduction of emissions implies profound and important 
modifications in all sectors and some threshold effects could appear. We can thus analyze the energy transition with 
the insights provided by statistical physics and speculate whether any characteristic phase transition phenomena 
might appear, such as abrupt shifts or critical points.  

2. Methodology 

2.1. Phase transitions in physics 

The physics of phase transitions provides a relevant conceptual framework for studying energy transitions. A 
phase is a homogeneous part (i.e. with uniform physical properties) that is physically distinct from the other phases 
of the system it belongs to. During a phase transition, the system goes from one phase to another, each of which has 
specific properties. Phase transitions are characterized by a discontinuity of some properties of the studied system: 
the variation of a control parameter (e.g. the temperature) at the transition point triggers a dramatic qualitative 
modification [12].  

In the context of thermodynamics, the study of phase transitions rely conveniently on the variational analysis of 
the Gibbs potential, whose minimum defines the thermodynamic equilibrium and provides the Gibbs free-energy. 
This Gibbs free energy is the state function of the system depending on state variable (for instance the temperature). 
One model that is rich enough to describe a phase transition, and simple enough to allow approximate or exact 
resolution methods [13], is the Ising model [14]. It was developed as part of the study of paramagnetic-
ferromagnetic transitions. A variational analysis of the Gibbs potential (or thermodynamic functional) shows that a 
phase transition corresponds to a competition between the (magnetic) order energy and the (entropic) disorder 
energy, between a ferromagnetic ordered phase where all of the spins aspire to the same magnetization at low 
temperature (i.e. low entropy), and a disordered phase at high temperature (i.e. high entropy). This transition is 
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associated with a symmetry breaking: the system moves towards greater symmetry in the disordered phase. This 
thermodynamic singularity is a key feature of phase transitions [15]. 

More generally, the transition is accompanied by a loss of analyticity of the Gibbs free-energy from which the 
macroscopic properties of the system are derived. More precisely, by minimizing the Gibbs potential F according to 
an order parameter m characterizing the symmetry of the system (often derived from ground state analysis), we can 
obtain the states accessible by the system. Phase transitions occur differently depending on whether they are first-
order or second-order. For first-order transitions, the Gibbs free energies of the two phases are equal at the transition 
point so that both phases can coexist at the same time (see Fig. 1). This is the case for instance when we melt ice to 
obtain water and the transition can be monitored by the ratio of one phase to the other one. For second-order 
transitions, there is only one value for the free energy at the transition point, which means that the transition can 
occur continuously from one phase to another, with the discontinuity in the Gibbs free energy occurring for a second 
derivative (see Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 
 

Since the Gibbs potential varies with the values of the macroscopic parameters, we obtain different values of the 
order parameter that minimize the Gibbs potential and that lead to the same value of the Gibbs free energy. The 
evolution of this order parameter as a function of macroscopic parameters characterizes the order of the phase 
transition. For first-order transitions, the Gibbs potential is bi-valued at the transition leading to a discontinuity in the 
evolution of the order parameter, whereas for second-order transitions (or critical transitions), the two minima of the 
Gibbs potential merge together at the transition and the order parameter varies continuously, defining a critical point. 
These are the ingredients that we will seek to transpose in the context of energy systems. 

2.2. Towards the use of phase transitions to characterize energy transition 

In order to study the evolutions of the energy system, we use the TIMES-FR model. It is a long-term planning 
bottom-up model from the MARKAL/TIMES family for the French energy system. This approach is based on the 
optimization of a technical-economic representation of the energy system [16]. The model minimizes the total 
discounted cost over the whole horizon and identifies optimal investment and operation decisions from an available 
set of processes and commodities. The results of this optimization therefore include a trajectory of the energy system 
with the energy mix and the associated emissions. 

For the analogy with the physics of phase transitions (see Table 1), we associate with the notion of phase in 
physics a set of energy system trajectories given by the TIMES model, whose main parameters are similar, that is to 
say whose energy mixes are similar. In the same way that a state of a system in physics is defined by its minimum of 
the Gibbs potential, that is to say its Gibbs free energy, the trajectory of the energy system is defined by the 

Fig. 1 Schematic representation of the Gibbs potential 
for first-order transition for different temperatures, Tc is 

the transition point 

Fig. 2 Schematic representation of the Gibbs potential for 
second-order transition for different temperatures, Tc is the 

transition point 
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minimization of the total discounted cost. To evaluate the stability of a trajectory and therefore consider that it is 
easily identifiable at one phase, we can introduce a small perturbation in the model (e.g. increased energy costs) and 
check whether the trajectory has been modified. If it has not, we can conclude that the state is stable. The TIMES 
model thus makes it possible to obtain sets of trajectories that we can group in different phases. A transition between 
two phases will be allowed if the total discounted cost (playing the role of free energy) is similar for two different 
trajectories (or two states). 

Table 1 Analogy between phase transitions and energy transitions 

Phase transition Energy transition 
State of the system: defined by macroscopic parameters 
For instance: (P, V, T) defines the state of water. 

State of the system: the trajectory of the energy system defined by 
its installed capacities or its energy supply  

A phase is a set of states whose physical properties are uniform. A phase is a set of trajectories of the energy system whose 
characteristics are similar (for instance, same emission level). 

Gibbs free energy (minimum of the Gibbs potential) Total discounted cost (minimum) 
Gibbs potential (Thermodynamic functional) Functional of the total discounted cost 

3. One example of phase transition in energy transition 

Using the TIMES-FR model, we can obtain two paths of the energy system differentiated by their set of 
constraints. The first scenario, ScenCO2, must result in an 80% reduction of CO2 emissions in 2050 compared to 
1990. The second scenario, ScenCO2_Elc, in addition to the same constraint, must satisfy a minimum share of 
renewable energy and a maximum share of nuclear power in the electricity production. All of the other parameters, 
like renewable potential, cost, CO2 tax, etc., are identical. 

The results show that the costs of both scenarios are very similar since the relative difference between their total 
discounted costs is about 1%. However, if we compare their electricity production (see Fig. 3), we observe 
significant discrepancies in the output. In the scenario ScenCO2, the share of decarbonized electricity in total 
production is greater than in the other scenario (10% more in 2050). 
 

 



	 Ariane Millot et al. / Energy Procedia 158 (2019) 3930–3936� 3933
 A. Millot et al. / Energy Procedia 00 (2018) 000–000  3 

 

 

associated with a symmetry breaking: the system moves towards greater symmetry in the disordered phase. This 
thermodynamic singularity is a key feature of phase transitions [15]. 

More generally, the transition is accompanied by a loss of analyticity of the Gibbs free-energy from which the 
macroscopic properties of the system are derived. More precisely, by minimizing the Gibbs potential F according to 
an order parameter m characterizing the symmetry of the system (often derived from ground state analysis), we can 
obtain the states accessible by the system. Phase transitions occur differently depending on whether they are first-
order or second-order. For first-order transitions, the Gibbs free energies of the two phases are equal at the transition 
point so that both phases can coexist at the same time (see Fig. 1). This is the case for instance when we melt ice to 
obtain water and the transition can be monitored by the ratio of one phase to the other one. For second-order 
transitions, there is only one value for the free energy at the transition point, which means that the transition can 
occur continuously from one phase to another, with the discontinuity in the Gibbs free energy occurring for a second 
derivative (see Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 
 

Since the Gibbs potential varies with the values of the macroscopic parameters, we obtain different values of the 
order parameter that minimize the Gibbs potential and that lead to the same value of the Gibbs free energy. The 
evolution of this order parameter as a function of macroscopic parameters characterizes the order of the phase 
transition. For first-order transitions, the Gibbs potential is bi-valued at the transition leading to a discontinuity in the 
evolution of the order parameter, whereas for second-order transitions (or critical transitions), the two minima of the 
Gibbs potential merge together at the transition and the order parameter varies continuously, defining a critical point. 
These are the ingredients that we will seek to transpose in the context of energy systems. 

2.2. Towards the use of phase transitions to characterize energy transition 

In order to study the evolutions of the energy system, we use the TIMES-FR model. It is a long-term planning 
bottom-up model from the MARKAL/TIMES family for the French energy system. This approach is based on the 
optimization of a technical-economic representation of the energy system [16]. The model minimizes the total 
discounted cost over the whole horizon and identifies optimal investment and operation decisions from an available 
set of processes and commodities. The results of this optimization therefore include a trajectory of the energy system 
with the energy mix and the associated emissions. 

For the analogy with the physics of phase transitions (see Table 1), we associate with the notion of phase in 
physics a set of energy system trajectories given by the TIMES model, whose main parameters are similar, that is to 
say whose energy mixes are similar. In the same way that a state of a system in physics is defined by its minimum of 
the Gibbs potential, that is to say its Gibbs free energy, the trajectory of the energy system is defined by the 

Fig. 1 Schematic representation of the Gibbs potential 
for first-order transition for different temperatures, Tc is 

the transition point 

Fig. 2 Schematic representation of the Gibbs potential for 
second-order transition for different temperatures, Tc is the 

transition point 

4 A. Millot et al. / Energy Procedia 00 (2018) 000–000 

 

 

minimization of the total discounted cost. To evaluate the stability of a trajectory and therefore consider that it is 
easily identifiable at one phase, we can introduce a small perturbation in the model (e.g. increased energy costs) and 
check whether the trajectory has been modified. If it has not, we can conclude that the state is stable. The TIMES 
model thus makes it possible to obtain sets of trajectories that we can group in different phases. A transition between 
two phases will be allowed if the total discounted cost (playing the role of free energy) is similar for two different 
trajectories (or two states). 

Table 1 Analogy between phase transitions and energy transitions 

Phase transition Energy transition 
State of the system: defined by macroscopic parameters 
For instance: (P, V, T) defines the state of water. 

State of the system: the trajectory of the energy system defined by 
its installed capacities or its energy supply  

A phase is a set of states whose physical properties are uniform. A phase is a set of trajectories of the energy system whose 
characteristics are similar (for instance, same emission level). 

Gibbs free energy (minimum of the Gibbs potential) Total discounted cost (minimum) 
Gibbs potential (Thermodynamic functional) Functional of the total discounted cost 

3. One example of phase transition in energy transition 

Using the TIMES-FR model, we can obtain two paths of the energy system differentiated by their set of 
constraints. The first scenario, ScenCO2, must result in an 80% reduction of CO2 emissions in 2050 compared to 
1990. The second scenario, ScenCO2_Elc, in addition to the same constraint, must satisfy a minimum share of 
renewable energy and a maximum share of nuclear power in the electricity production. All of the other parameters, 
like renewable potential, cost, CO2 tax, etc., are identical. 

The results show that the costs of both scenarios are very similar since the relative difference between their total 
discounted costs is about 1%. However, if we compare their electricity production (see Fig. 3), we observe 
significant discrepancies in the output. In the scenario ScenCO2, the share of decarbonized electricity in total 
production is greater than in the other scenario (10% more in 2050). 
 

 



3934	 Ariane Millot et al. / Energy Procedia 158 (2019) 3930–3936 A. Millot et al. / Energy Procedia 00 (2018) 000–000  5 

 

 

Fig. 3 Electricity production 

This result is also reflected in the installed capacities as we can see in Fig. 4. The installed nuclear capacities are 
much more significant in ScenCO2 (81 GW in 2050) than in ScenCO2_Elc (52GW in 2050). The two electrical 
systems, which were similar at the beginning, are different at the end of the horizon (2050). 

In order to show that the paths of the two scenarios are stable, we can introduce small disturbances: we modified 
the REN and nuclear costs with a lower version for REN cost (EnrLow) and a higher version for nuclear (NucHigh). 
The results for installed capacities in ScenCO2_Elc show only slight differences as we can see in Fig. 5. We can 
make the same observations for electrical production and also for the other scenario ScenCO2 and its variants. 

By analogy with the physics of phase transitions, where the thermodynamic functional can be minimized for two 
values, we can consider that since the total discounted cost of each scenario is very similar, the planner “has a 
choice” between two states that belong to two different phases (the electrical system is very different according to 
the considered scenario). Put another way, the energy system can transition from one electrical system dominated by 
nuclear power to another system where its share is limited. This type of transition can be assimilated to a first-order 
transition. It could imply that hysteresis effects or abrupt shifts might occur. 
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Fig. 5 Electrical capacities with different ENR and nuclear costs 

4. Conclusion 

To make a transition in physics, variations of macroscopic variables cause a dramatic qualitative change in the 
physical system. With our analogy, in the case of energy systems, the energy transition is only possible if the total 
discounted cost is similar. In our example, we showed the existence of two pathways that belong to two different 
phases, which have nearly the same cost. However, we have to seek their coexistence point according to a 
macroscopic parameter which will be the point of transition. In the proposed example, the macroscopic parameter 
corresponds to the appearance of an additional constraint in the production of electricity. This constraint change does 
not correspond to the continuous variation of a control parameter that would trigger the transition. Further analysis 
will require reflecting on the definition of such a parameter by using the duality theory of optimization problems and 
the implications of the existence of first-order transition (e.g. sudden shift or hysteresis) or studying the possibility of 
the existence of second-order transition. 

Moreover, we can apply this framework of analysis to other countries, such as Germany, whose current transition 
is experiencing some difficulties since numerous experts have announced that the country will miss its climate 
targets for 2020. We will try to determine whether the envisaged transition is truly possible. 
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