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Abstract

A new formula is obtained for the holomorphic bi-differential oper-
ators on tube-type domains which are associated to the decomposition
of the tensor product of two scalar holomorphic representations, thus
generalizing the classical Rankin-Cohen brackets. The formula involves
a family of polynomials of several variables which may be considered
as a (weak) generalization the classical Jacobi polynomials.

2020 MSC. Primary 22E46; Secondary 32M15, 33C45
Key words : tube-type domains, Euclidean Jordan algebra, holomor-
phic discrete series, tensor product, weighted Bergman spaces, Rankin-
Cohen brackets, Jacobi polynomials

Introduction

The tensor product of two holomorphic discrete series representations
has been long studied (see e.g. [7]). For scalar ones, L. Peng and G.
Zhang (see [6]) obtained fairly complete results for the decomposition
into irreducible components. When the representations are realized in
the weighted Bergman space model, the projectors on the irreducible
components are given by bilinear holomorphic differential operators.
In the case of the holomorphic discrete series representations of the
groupe SL(2,R) (or rather of its universal covering), these differential
operators coincide with the classical Rankin-Cohen brackets. Recently,
T. Kobayashi and M. Pevzner (see [5]) studied the same operators from
a different point of view and pointed a link to classical Jacobi polyno-
mials. The use of the L2-model for the representations, obtained from
the weighted Bergman space model by an inverse Laplace transform
plays an important rôle in their approach. Their paper was a source
of inspiration for this work.

In the present paper, part of their results are generalized to a tube-
type domain and its holomorphic automorphisms group. The group
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can also be viewed as the conformal group of a Euclidean Jordan al-
gebra. The connection between a family of covariant bi-differential
operators on a Jordan algebra and a family of polynomials of several
variables was observed by the present author in [2]. The holomor-
phic counterpart of these results yields on one hand a new formula for
the holomorphic bi-differential operators on a tube-type domain which
generalize the classical Rankin-Cohen brackets, and on the other hand
a family of orthogonal polynomials which appears as a (weak) gener-
alization of the Jacobi polynomials.
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1 Geometric and analytic background

1.1 Euclidean Jordan algebra

Let V be a simple Euclidean Jordan algebra. A general reference for
notation and main results is [3]. Let n be the dimension of V , r its
rank and d its characteristic number, which satisfy

n = r +
r(r − 1)

2
d .

Let tr and det be the trace and the determinant of V . The inner
product on V is given by

(x, y) = tr(xy) .
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The neutral element is denoted by e and satisfies (e, x) = tr x for all
x ∈ V .

The structure group Str(V ) is defined as the subgroup of GL(V )
of elements ℓ ∈ GL(V ) for which there exists a scalar χ(ℓ) ∈ R× such
that for all x ∈ V

det(ℓx) = χ(ℓ) detx . (1)

Then χ : Str(V ) −→ R× is a character of Str(V ).
Let Ω be the open cone of squares, and let G(Ω) be the subgroup of

GL(V ) preserving the cone Ω. ThenG(Ω) ⊂ Str(V ) and in fact Str(V )
is the direct product of G(Ω) by {± Id}. Moreover, for ℓ ∈ G(Ω),
χ(ℓ) > 0 and

Det(ℓ) = χ(ℓ)n/r . (2)

Let P be the quadratic representation. The following identity holds
for x and y ∈ V :

det (P (x)y) = (det x)2 det y . (3)

Recall the following equivalent propositions for an element x ∈ V :
i) x is invertible
ii) detx 6= 0
iii) P (x) is invertible .

When any of these propositions is satisfied, then the inverse of x is
given by

x−1 = P (x)−1(x) .

The open set of invertible elements is denoted by V ×. For x ∈ V ×,
P (x) belongs to Str(V ), and if moreover x ∈ Ω, P (x) belongs to G(Ω).

The Peirce decomposition plays the rôle of the spectral theorem
for the symmetric matrices. In particular it allows to define for any
z ∈ Ω a square root z1/2 which is the unique element in Ω such that
(z1/2)2 = z.

The following example may help the reader not familiar with Jordan
algebras. Let r be an integer, r ≥ 1, and consider the space V =
Sym(r,R) of r×r symmetric matrices with real entries, equipped with
the Jordan product x.y given by

x.y =
1

2
(xy + yx) .

The rank is r, the characteristic number is d = 1 and the dimension

is n = r(r+1)
2 . The trace and determinant coincide with the usual

notions, the cone Ω is the cone of positive-definite symmetric matrices.
The quadratic representation is given by

P (x) = xyx .
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The group G(Ω) is isomorphic to GL(r,R)/{± Id} acting by

(g, x) 7−→ gxgt .

Going back to the general situation, a parametrization of Ω × Ω,
akin to polar coordinates, will be needed later. Denote by K − e,+e J
the ”interval” between −e and +e, i.e.

K − e,+e J=
(
− e+Ω

)
∩
(
e− Ω

)
= {x ∈ V, e± x ∈ Ω} .

Proposition 1.1. The map ι

Ω×K − e,+e J∋ (z, v) 7−→ ι(z, v) =
(1
2

(
z − P (z

1
2 )v
)
,
1

2

(
z + P (z

1
2 )v
))

(4)
is a diffeomorphism from Ω×K − e,+e J onto Ω × Ω. Moreover the
Jacobian of ι is given by

jac(ι)(z, v) = 2−n(det z)
n
r . (5)

Proof. Let z ∈ Ω and v ∈K− e,+eJ. Then, as P (z1/2) belongs to G(Ω)

z ± P (z
1
2 )v = P (z

1
2 )(e ± v) ∈ Ω ,

and hence the image of ι is contained in Ω.

Conversely, assume x, y ∈ Ω. Necessarily, z = x + y and as z ∈ Ω,
z

1
2 is well-defined. Next, y−x = P (z1/2)v, and as P (z1/2) is invertible,

again necessarily v = P (z−
1
2 )(y − x). Now, as e = P (z−

1
2 )(z)

e± v = P (z−
1
2 )(x+ y ± (y − x)) ∈ P (z−

1
2 )(Ω) = Ω .

Hence (z, v) ∈ Ω×K − e,+e J. Moreover,

1

2
(z±P (z

1
2 )v) =

1

2
(x+y±

(
P (z

1
2 )P (z−

1
2 )
)
(y−x) =

1

2

(
x+y±(y−x)

)
,

or equivalently ι(z, v) = (x, y), showing that ι is both injective and
surjective.

The map z 7−→ z
1
2 is known to be a diffeomorphism of Ω, so that

ι is a diffeomorphism. To compute the Jacobian of ι, set for a while
s = x+ y and d = −x+ y, so that

s = z, d = P (z
1
2 )v,

and the differential of the map (z, v) 7−→ (s, d) is equal to
(

I 0

⋆ P (z
1
2 )

)
.

Now by (1), (2) and (3), DetP (z
1
2 ) =

(
det(z

1
2 )
) 2n

r = (det z)
n
r and the

result follows
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There is a corresponding integration formula for the change of vari-
ables.

Proposition 1.2. Let f be an integrable function on Ω× Ω. Then
∫∫

Ω×Ω

f(x, y) dxdy = 2−n
∫

Ω

∫

K−e,+eJ

f(ι(z, v))(det z)
n
r dzdv . (6)

1.2 The conformal group and the degenerate prin-

cipal series

Let j be the mapping defined on V × by

j(x) = −x−1 .

The differential of j at x ∈ V × is given by

Dj(x) = P (x−1) = P (x)−1 .

In [1], in a larger context and for technical reasons, was introduced the
subgroup L of Str(V ) defined by

L = {ℓ ∈ Str(V ), χ(ℓ) > 0} .

Remark. G(Ω) is contained in L and, thanks to (3), for any x ∈ V ×,
P (x) also belongs to L.

Let N be the group of translations of V , which is isomorphic to V
as an Abelian Lie group, and let P = L⋉N .

Following [1], define the proper conformal group Co(V )+ of the
Jordan algebra V as the group of rational transforms of V generated
by L, N and j. The group Co(V )+ is a simple Lie group. The subgroup
P consists of all elements of Co(V )+ which are affine transformations
of V and is a maximal parabolic subgroup of Co(V )+.

Let g ∈ Co(V )+, and assume that g is defined at x ∈ V (hence also
in a neighborhood of x). Then the differential Dg(x) of g at x belongs
to L. Define

cg(x) = χ
(
Dg(x)

)
−1

.

The Jacobian j(g, x) of g at x is given by

j(g, x) = cg(x)
−n/r .

Proposition 1.3. Let g ∈ Co(V )+.

i) The function cg a priori defined on some open dense subset of V
can be extended as a polynomial function on V .

ii) The function cg is nonnegative and

cg(x) 6= 0 ⇐⇒ g is defined at x .
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iii) There exists a polynomial function ag(x), unique up to a sign
±, such that

cg(x) = ag(x)
2 .

For a proof of iii), see [1].
A twofold covering of Co(V )+ was constructed in [1] using the

cocycle a(g, x) := ag(x).

Let G̃
2

= {(g, ag), g ∈ Co(V )+} with the group law

(g1, ag1)(g2, ag2) =
(
g1g2, (ag1 ◦ g2) ag2

)
.

The group G̃
2

is a twofold covering of Co(V )+.
There is a family of representations (ρλ,ǫ) induced from the parabolic

subgroup P̃
2

of G̃
2

covering P , indexed by (λ, ǫ) ∈ C×{±}, sometimes
called the scalar degenerate prinicpal series. In the noncompact pic-
ture, the representation is given by

(
ρλ,ǫ

(
(g, ag)

)
f
)
(x) = a(g−1, x)−λ,ǫf

(
g−1(x)

)
, (7)

where x ∈ V and f ∈ C∞(V ).1

1.3 The automorphisms group of the tube-type do-

main and the series of holomorphic representations

Form the tube domain TΩ = V ⊕ iΩ ⊂ V = V ⊗ C. Let G(TΩ) be
the group of holomorphic automorphisms of TΩ. Some subgroups of
TΩ are easy to describe. Firstly, any g ∈ G(Ω) can be extended to a
complex linear automorphism of TΩ and hence G(Ω) can be regarded
a a subgroup of G(TΩ). Next, for u ∈ V , the translation

τu : z 7−→ z + u

is a holomorphic automorphism of TΩ, and the group of all translations
τu, u ∈ V is an Abelian subgroup N+ of G(TΩ). Finally, any element
of TΩ is invertible in V and the map

ι : z 7−→ −z−1

is an holomorphic automorphism of TΩ.

Proposition 1.4. The subgroups G(Ω), N+ together with the element
j generate the group G(TΩ).

For a proof see [3] Theorem X.5.6.

1with the ususal convention for t ∈ R
×, tλ,+ = |t|λ, tλ,− = sgn(t)|t|λ .
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Let G = G(TΩ)
0 be the connected component of G(TΩ) containing

the neutral element. Notice that the inversion ι belongs to G, as ι
belongs to the connected subgroup of G(TΩ) given by

{
gα,β,γ,δ, α, β, γ, δ ∈ R, αδ − βγ = 1

}
/{± id}

where
gα,β,γ,δ : z 7−→ (αz + βe)(γz + δe)−1 .

See [3] p. 208.
For g ∈ G and z ∈ TΩ let

j(g, z) = DetC
(
Dg(z)

)
.

For fixed g, the function z 7→ j(g, z) does not vanish on TΩ. As TΩ is
simply connected, it is possible to define a logarithm, and two deter-
minations differ by a multiple of 2iπ.

Now the universal covering G̃ of G can be described as follows :

G̃ = {(g, ψg), g ∈ G,ψg : TΩ −→ C, eΨg(z) = j(g, z)}

with group law given by

(g1, ψg1)(g2, ψg2) =
(
g1g2, ψg1

(
g2(z)

)
+ ψg2(z)

)
.

We omit the description of the topology and the Lie group structure
of G̃. Notice that the fiber of the covering is isomorphic to Z.

Denote byO(TΩ) the space of holomorphic functions on TΩ equipped

with its Montel topology. Let ν ∈ C. Let (g, ψg) ∈ G̃ and let
F ∈ O(TΩ). The formula

πν
(
(g, ψg)

)
F (z) = e

r
2n
νψ

g−1 (z)F
(
g−1(z)

)
(8)

defines a (smooth) representation πν of G on O(TΩ). The factor r
2n

is introduced to correspond to the classical normalization and will be
commented later.

1.4 The derived representations

The groups G(Ω) and L have the same neutral component. Hence the
group Co(V )+ and G(TΩ) have the same neutral components, so that

the groups G̃
2

and G̃ are locally isomorphic, in particular have the
same Lie algebra simply denoted as g.

The purpose of the next proposition is to compare the derived
representations dπν and dρν,ǫ of the Lie algebra g = Lie

(
G(TΩ)

)
=

Lie(Co(V )+) = Lie(G̃) = Lie(G̃
2

). It is well-known that in both cases,
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these derived representations are given by first order differential oper-
ators with polynomial coefficients. For πν , the derived representation
is given by holomorphic differential operators on V. For ρν,ǫ we may
extend the differential operators on V of the derived representation as
holomorphic differential operators on V.

Proposition 1.5. The derived representations dπν and dρν,ǫ coincide.

Proof. In order to compare holomorphic differential operators, it is
enough to test them on holomorphic polynomials. So let F be a holo-
morphic polynomial on V. Let x0 be a point in V . For g in the
common neutral component of Co(V )+ and of G(TΩ), close enough to
the neutral element, g is defined in a neighborhood V0 of x0 in V, and
j(g−1, z) ∈ Cr (−∞, 0] for z ∈ V0. Denote by Ln the principal deter-
mination of the logarithm in C r (−∞, 0]. Then Ln(j(g−1, z) is well
defined on V0 and there exists a global determination ψg of log j(g

−1, z)
on TΩ which coincides on V0 ∩ TΩ with Ln(j(g−1, z). Then

πν
(
(g, ψg)

)
F (z) = e

r
2n
ν Ln j(g−1, z)F (g−1(z)) . (9)

On the other hand, j(g−1, x) > 0 for x ∈ V0 ∩ V and

cg−1(x) = j(g−1, x)−
r
n = e−

r
n
Ln(j(g−1, x)) .

Hence e−
r
2n

Ln(j(g−1, x)) is a local determination of cg(x)
1/2. By Propo-

sition 1.3 iii), this local determination has a global extension ag(x) to
V . Hence for x ∈ V0 ∩ V ,

ρν,ǫ
(
(g, ag)

)
F (x) = e

r
2n
ν Ln j(g−1, x)F (g−1(x)). (10)

Extend by continuity (9) to z = x where x ∈ V0∩V and compare with
(10), to get

πν
(
(g, ψg)

)
F (x) = ρν,ǫ

(
(g, ag)

)
F (x)

for x ∈ V0 ∩ V . By differentiation, for any X ∈ g

dπν(X)F (x) = dρν,ǫF (x)

for x ∈ V0 ∩ V . As x0 was arbitrary in V , dπv(X)F and dρν,ǫ(X)F
coincide on V . As F was an arbitrary holomorphic polynomial, this
shows that dπν(X) and dρν,ǫ(X) are equal for any X ∈ g. The state-
ment follows.
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1.5 Weighted Bergman spaces and the holomorphic

discrete series

Let dx be the Lebesgue measure on V associated to the Euclidean
structure on V . The Gamma function of the positive cone Ω is given
by

ΓΩ(ν) =

∫

Ω

e− tr(x) det(x)ν−
n
r dx

= (2π)
n−r

2 Γ(ν)Γ

(
ν −

d

2

)
. . .Γ

(
ν − (r − 1)

d

2

)
.

See [3] chapter VII.
For a real parameter ν, define Hν(TΩ) as the space of holomorphic

functions f : TΩ −→ C such that

‖F‖2ν =

∫

TΩ

|F (x+ iy)|2 det(y)ν−
2n
r dx dy < +∞ .

For ν ≤ 1 + d(r − 1), the space Hν is reduced to {0}, so assume that
ν > 1+ d(r− 1). Then Hν is a Hilbert space 6= {0}. For these results,
see [3], chapter XIII.

For (g, ψg) ∈ G̃ and F ∈ Hν the formula

ρν(g)F (z) = e
rν
2n
ψ

g−1 (z) F (g−1(z)) (11)

defines now a unitary representation ρν on Hν . These representations
belong to the holomorphic discrete series.

There is another usueful realization of these representations, using
the Laplace transform. For f ∈ C∞

c (Ω), let for z ∈ TΩ

Lf(z) =

∫

Ω

f(ξ)ei(z,ξ)dξ .

The integral converges for z ∈ TΩ and the function Lf is holomorphic
on TΩ.

Let L2(Ω)ν = L2
(
Ω, det(ξ)−ν+

n
r

)
be the Hilbert space of functions

on Ω which are square-integrable w.r.t. the measure det(ξ)−ν+
n
r dξ.

Proposition 1.6. For ν ∈ R, ν > 1 + d(r − 1), the Laplace transform
can be extended by continuity to yield (up to a scalar) an isometry from
L2(Ω)ν onto Hν(TΩ). Furthermore

‖Lf‖2ν = 2
n
r
−νΓΩ(ν −

n

r
)‖f‖2ν .

For this result, see again [3] ch. XIII. Notice however some changes
in notation.
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2 Rankin-Cohen brackets in a tube-type

domain

2.1 Definition of the Rankin-Cohen brackets

We now proceed to the construction of a family of holomorphic bi-
differential operators with constant coefficients on V × V, called the
generalized Rankin-Cohen brackets.

Proposition 2.1. Let s, t ∈ C and k ∈ N. The expression

c
(k)
s,t (x, y) := (detx)−s(det y)−t det

(
∂

∂x
−

∂

∂y

)k (
(det x)s+k(det y)t+k

)

(12)
a priori defined on Ω×Ω can be extended as a polynomial function on
V × V .

This proposition, formulated in [2] is essentially a by-product of an
important result of [1].

Lemma 2.1. The polynomial c
(k)
s,t satisfies the identity

∀ℓ ∈ G(Ω), c
(k)
s,t (ℓx, ℓy) = χ(ℓ)k c

(k)
s,t (x, y) . (13)

Proof. LetD = det
(
∂
∂x − ∂

∂y

)
. For ℓ ∈ G(Ω), letDℓ be the differential

operator given by
Dℓf = D(f ◦ ℓ−1) ◦ ℓ

The symbol of D is d(ξ, ζ) = ir det(ξ − ζ), and the symbol of Dℓ is
equal to dℓ = d ◦ (ℓt)−1. From (1) follows for h ∈ G(Ω)

d(hξ, hζ) = χ(h) d(ξ, ζ) .

Apply to h = (ℓt)−1 to obtain

dℓ = χ(ℓ)−1d and hence Dl = χ(ℓ)−1D ,

which implies
Dk
ℓ = χ(ℓ)−kDk . (14)

Let for a while es,t(x, y) = det(x)s det(y)t. By definition,

Dkes+k,t+k = cs,t es,t .

On the other hand,

Dk
ℓ es+k,t+k = Dk(es+k,t+k ◦ ℓ

−1) ◦ ℓ = (χ(ℓ)−s−t−2k(Dkes+k,t+k) ◦ ℓ

= χ(ℓ)−s−t−2k(cs,t es,t) ◦ ℓ = χ(ℓ)−2k(cs,t ◦ ℓ) es,t .

Combining these two calculations with (14) yields (13). Notice that

this result implies that c
(k)
s,t is homogeneous of degree rk.
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Let res : O(TΩ × TΩ) −→ O(TΩ) be the restriction map to the
diagonal given by

f ∈ O(TΩ × TΩ), res(f)(z) = f(z, z) .

Definition 2.1. For λ, µ ∈ C and k ∈ N define the k-th generalized

Rankin-Cohen bracket B
(k)
λ,µ by

B
(k)
λ,µ = res ◦ cλ−n

r
, µ− r

n

(
∂

∂z
,
∂

∂w

)
. (15)

Theorem 2.1. Let λ, µ ∈ C. The Rankin-Cohen brackets are covari-
ant bi-differential operators with respect to (πλ ⊗ πµ, πλ+µ+2k), i.e. for

any g ∈ G̃

B
(k)
λ,µ ◦ (πλ(g)⊗ πµ(g)) = πλ+µ+2k(g) ◦B

(k)
λ,µ . (16)

Proof. For arbitrary (λ, ǫ), (µ, η) ∈ C×{±} the authors constructed in
[1] a family of bi-differential operators from C∞(V × V ) into C∞(V )

which are covariant for G̃2 with respect to
(
(ρλ,ǫ ⊗ ρµ,η), ρλ+µ+2k,ǫη

)
.

In [2] the present author proved that these operators are equal (up to
scalars) to

res ◦ c
(k)
λ−n

r
, µ− n

r

(
∂

∂x
,
∂

∂y

)
,

where ”res” here stands for the restriction from C∞(V ×V ) to C∞(V ).

The covariance relation obtained for the group G̃2 can be translated to
the derived representations. Then use Proposition 1.5, i.e. the identifi-
cation of the derived representations d (ρλ,ǫ ⊗ ρµ,η) (resp. dρλ+µ+2k,ǫ,η)
with d (πλ ⊗ πµ) (resp. dπλ+µ+2k) to obtain a covariance relation for
the derived representations, namely for any X ∈ g

B
(k)
λ,µ ◦ d(πλ ⊗ πµ)(X) = dπλ+µ+2k(X) ◦B

(k)
λ,µ .

This relation can now be integrated along the one-parameter subgroups
of G̃. Use the connectedness of G̃ to obtain the covariance relation (16)

for any element g ∈ G̃.

2.2 Expression in the L2-model

Assume now that λ, µ > 1+ d(r− 1). The (completed) tensor product
Hλ⊗̂Hµ is identified with the space Hλ,µ of holomorphic functions F
on TΩ × TΩ such that

∫∫

TΩ×TΩ

|F (x + iy, u+ it)|2 det(y)λ−
2n
r det(t)µ−

2n
r dx dy du dt <∞ .
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The corresponding (completed) tensor product L2
λ(Ω)⊗̂L

2
µ(Ω) is iden-

tified with

L2
λ,µ(Ω× Ω) = L2

(
Ω× Ω, det(ξ)−λ+

n
r det(ζ)−µ+

n
r dξ dζ

)
.

For f ∈ C∞

c (Ω× Ω) define its Laplace transform L2f to be

L2f(z, w) =

∫∫

Ω×Ω

f(ξ, ζ)ei((z,ξ)+(w,ζ))dξdζ .

Then L2 extends as an isometry (up to a scalar) between L2
λ,µ(Ω×Ω)

and Hλ,µ.
The Rankin-Cohen operators have a counterpart when working

with the L2-model instead of the weighted Bergman spaces. Define

B̂
(k)
λ,µ = L−1 ◦B

(k)
λ,µ ◦ L2 = L−1 ◦ res ◦ cλ−n

r
, µ−n

r

(
∂

∂z
,
∂

∂w

)
◦ L2 .

The composition of these operators is a priori formal, but will be
shown to make sense on functions in C∞

c (Ω × Ω). Recall the ele-
mentary formula for the Laplace transform, valid for any holomorphic
polynomial p on V

p

(
∂

∂z

)
(Lf)(z) =

∫

Ω

p(iξ)f(ξ)ei(z,ξ) dξ

The following consequence is then immediate.

Lemma 2.2.

cλ− n
r
, µ−n

r

(
∂

∂z
,
∂

∂w

)
◦ L2 = irk L2 ◦ cλ−n

r
, µ− n

r
. (17)

Notice that the multiplication by the polynomial cλ− n
r
, µ−n

r
is a

continuous operator on C∞

c (Ω× Ω).
The next step is to calculate res ◦L2 (cf [5]). For f ∈ C∞

c (Ω × Ω),
define for ξ ∈ Ω

J f(ξ) = 2−n(det ξ)
n
r

∫

−Ke,eJ

f(ι(ξ, v))dv . (18)

By elementary arguments, the integral converges, the resulting func-
tion J f belongs to C∞

c (Ω) and the operator J : C∞

c (Ω × Ω) −→
C∞

c (Ω) is continuous.

Lemma 2.3.

res ◦L2 = L ◦ J . (19)

12



Proof. Let f ∈ C∞

c (Ω× Ω). Then, for z ∈ TΩ

res
(
L2f

)
(z) =

∫

Ω

∫

Ω

f(ξ, ζ)ei(z,ξ+ζ)dξdζ

=

∫

Ω

(
2−n(det η)

n
r

∫

K−e,+e J

f
(
ι(η, v)

)
dv

)
ei(z,η)dξ ,

by using the change of variables (ξ, ζ) = ι(η, v) and the integration
formula (6). This finishes the proof.

From these two lemmas follows the main result.

Theorem 2.2. The operator B̂
(k)
λ,µ maps C∞

c (Ω×Ω) into C∞

c (Ω) and
satisfies

B̂
(k)
λ,µ = irk J ◦ c

(k)
λ−n

r
, µ−n

r
. (20)

The expression for the operator B̂
(k)
λ,µ can be given a slightly differ-

ent form. Introduce the polynomial C
(k)
λ,µ on V defined by

C
(k)
λ,µ(x) = c

(k)
λ,µ

(
e− x

2
,
e+ x

2

)
.

Lemma 2.4. For (η, v) ∈ Ω× J−e,+e K

c
(k)
λ,µ(ι(η, v)) = (det η)kC

(k)
λ,µ(v) . (21)

Proof. Use the covariance property (13) of the polynomials c
(k)
λ,µ under

the action of G(Ω) to obtain

c
(k)
λ,µ(ι(η, v)) = c

(k)
λ,µ

(
P (η1/2)

e − v

2
, P (η1/2)

e + v

2

)

= χ
(
P (η1/2)

)k
c
(k)
λ,µ

(
e− v

2
,
e+ v

2

)
= (det η)kC

(k)
λ,µ(v) .

Hence we may rewrite Theorem 2.2 as follows.

Theorem 2.3.

B̂
(k)
λ,µf(ξ) = 2−nirk(det ξ)k+

n
r

∫

K−e,eJ

Cλ− n
r
, µ−n

r
(v)f (ι(ξ, v)) dv .

(22)
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3 Continuity and unitarity of the Rankin-

Cohen brackets

When λ, µ are real numbers and λ, µ > 1 + d(r − 1), it is possible to
study continuity and unitarity properties of the Rankin-Cohen brackets
using their simple expression in the L2-model.

3.1 The formal adjoint of B̂
(k)
λ,µ

Let h ∈ C∞

c (Ω). The formula

(
Φ

(k)
λ,µh

)
(ξ, ζ) =irk(det ξ)λ−

n
r (det ζ)µ−

n
r det(ξ + ζ)−λ−µ−2k+ n

r

cλ−n
r
, µ−n

r
(ξ, ζ)h(ξ + ζ)

(23)

defines an operator from C∞

c (Ω) into C∞(Ω× Ω).
The Hilbert product on L2

ν(Ω) (resp. on L2
λ,ν(Ω × Ω)) induces a

duality between C∞

c (Ω) and C∞(Ω) (resp. C∞

c (Ω×Ω) and C∞(Ω×Ω)),
denoted by (h1, h2)L2

ν
(resp. (f1, f2)L2

λ,µ
).

Proposition 3.1. The operator Φ
(k)
λ,µ is the formal adjoint of B̂

(k)
λ,µ with

respect to the dualities induced by the Hilbert products on L2
λ+µ+2k(Ω)

and L2
λ,µ(Ω× Ω).

Proof. Let h ∈ C∞

c (Ω) and f ∈ C∞

c (Ω× Ω). Then

(
h, B̂

(k)
λ,µf

)
L2

λ+µ+2k

=

2−nirk
∫

Ω

h(ξ)(det ξ)k+
n
r det(ξ)−λ−µ−2k+ n

r

∫

K−e,+e J

C
(k)
λ− n

r
, µ− n

r
(v)f(ι(ξ, v))dvdξ .

On the other hand, (
Φ

(k)
λ,µh, f

)
L2

λ,µ

=

irk
∫∫

Ω×Ω

h(ξ + ζ)cλ− n
r
, µ−n

r
(ξ, ζ) det(ξ + ζ)−λ−µ−2k+ n

r f(ξ, ζ)dξdζ

= 2−nirk
∫

Ω

∫

K−e,e J

h(η)(det η)
n
r (det η)−λ−µ−2k+ n

r (det η)kCλ− n
r
, µ−n

r
(v)f(ι(η, v))dvdη

and the result follows.
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3.2 Unitarity and continuity properties

Theorem 3.1. The operator Φ
(k)
λ,µ is a partial isometry (up to a scalar)

from L2
λ+µ+2k(Ω) into L

2
λ,µ(Ω× Ω).

Proof.

‖Φ
(k)
λ,µh‖

2 =
∫

Ω

∫

Ω

|Φ
(k)
λ,µh(ξ, ζ)|

2(det ξ)−λ+
n
r (det ζ)−µ+

n
r dξdζ

=

∫

Ω

∫

Ω

|h(ξ+ζ)|2|c
(k)
λ−n

r
,µ−n

r
(ξ, ζ)|2(det ξ)λ−

n
r (det ζ)µ−

n
r det(ξ+ζ)−2λ−2µ−4k+ 2n

r dξdζ .

Now use the coordinate change (ξ, ζ) = ι(η, v). Notice that

det ξ = 2−r det η det(e − v), det ζ = 2−r det η det(e+ v),

c
(k)
λ− n

r
,µ−n

r
(ξ, ζ) = (det η)k C

(k)
λ− n

r
, µ−n

r
(v)

so that the integral becomes

2−rλ−rµ+n
∫

K−e,+eJ

|C
(k)
λ− n

r
,µ−n

r
(v)|2 det(e − v)λ−

n
r det(e + v)µ−

n
r dv

×

∫

Ω

|h(η)|2(det η)−λ−µ−2k+ n
r dη

= c(λ, µ; k)‖h‖2λ+µ+2k,

where

c(λ, µ; k) = 2−rλ−rµ+n
∫

K−e,+eJ

|Cλ− n
r
,µ−n

r
(v)|2 det(e−v)λ−

n
r det(e+v)µ−

n
r dv .

Corollary 3.1. The operator B
(k)
λ,µ is continuous from Hλ,µ intoHλ+µ+2k.

Its adjoint B
(k)
λ,µ

∗

is (up to a scalar) a partial isometry from Hλ+µ+2k

into Hλ,µ.

Proof. Recall that Φ
(k)
λ,µ is the dual of the operator B̂

(k)
λ,µ. From Theo-

rem 3.1 follows that B̂
(k)
λ,µ is continuous from L2

λ,µ(Ω×Ω) into L2
λ+µ+2k(Ω).

Now via Laplace transfrom/inverse Laplace transform, B
(k)
λ,µ is contin-

uous from Hλ,µ into Hλ+µ+2k. Similarly, its adjoint B
(k)
λ,µ

∗

corresponds

to Φ
(k)
λ,µ and hence is a partial isometry (up to scalars).

Said differently, the last result shows that the orthogonal decom-
position of the tensor product πλ ⊗ πµ into irreducible representations
contains a copy of πλ+µ+2k for each k ∈ N.
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4 Applications

In this last section, we continue to assume that λ, µ > 1 + (r − 1)d.
The corresponding representations πλ or πµ belong to the holomorphic
discrete series, a fact which was not used before. The existence of a
lowest weight vector in the space of the representation is the only result
really used therafter. For more information, see [3], [4], [7].

4.1 Lowest weight vectors

Let
ψλ(ξ) = e− tr ξ(det ξ)−λ, x ∈ Ω ,

ϕλ(z) = det(z + ie)−λ, z ∈ TΩ .

Lemma 4.1.

i) ψλ belongs to L2
λ(Ω)

ii) ϕλ belongs to Hλ

iii) L(ψλ) = irλΓΩ(λ)ϕλ .

These results are contained in [3] chapter XIII. They give the ex-
pression of a (unique up to a scalar) lowest weight vector in the two
realizations of the holomorphic discrete series representation πλ.

Proposition 4.1. The lowest weight vector (unique up to a scalar)
in the subspace of Hλ,µ corresponding to the component isomorphic to
Hλ+µ+2k is given by

det(z − w)k det(z + ie)−λ−k det(w + ie)−µ−k . (24)

Proof. The lowest weight vector in the space L2
λ+µ+2k(Ω) is ψλ+µ+2k.

The corresponding vector in L2
λ,µ (which is the lowest weight vector of

the component in L2
λ,µ isomorphic to L2

λ+µ+2k(Ω× Ω)) is

Φ
(k)
λ,µ(ψλ+µ+2k)(ξ, ζ) = (det ξ)λ−

n
r (det ζ)µ−

n
r e− tr ξe− tr ζ c

(k)
λ−n

r
, µ− n

r
(ξ, ζ) .

(25)
The Laplace transform of this function is
∫

Ω

∫

Ω

ei
(
(z,ξ)+(w,ζ)

)
det ξλ−

n
r det ζµ−

n
r e− tr ξe− tr ζ c

(k)
λ−n

r
, µ−n

r
(ξ, ζ) dξ dζ .

Recall that

det ξλ−
n
r det ζµ−

n
r c

(k)
λ−n

r
, µ−n

r
(ξ, ζ) = det

(
∂

∂ξ
−

∂

∂ζ

)k (
det ξλ+k−

n
r det ζµ+k−

n
r

)
,

and substitute this expression in the integral to obtain

∫

Ω

∫

Ω

ei
(
(z,ξ)+(w,ζ)

)
e− tr(ξ+ζ) det

(
∂

∂ξ
−

∂

∂ζ

)k (
det ξλ+k−

n
r det ζµ+k−

n
r

)
dξdζ .
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Next integrate by parts. Notice that for any smooth function f on Ω
and any polynomial p on V

p

((
∂

∂ξ
−

∂

∂ζ

))
f(ξ + ζ) = 0,

so that

det

(
∂

∂ξ
−

∂

∂ζ

)k (
ei
(
(z,ξ)+(w,ζ)

)
e− tr(ξ+ζ)

)

= irk det(z − w)kei
(
(z,ξ)+(w,ζ)

)
e− tr(ξ+ζ) .

Moreover, the condition on λ and µ implies λ − n
r , µ − n

r > (r − 1)d2 ,
which in turn implies the vanishing of the border contributions when
performing the integrations by parts. Thus the integral is equal to

(−1)krikr det(z − w)k
∫

Ω

∫

Ω

e− tr ξ det ξλ+k−
n
r e− tr ζ det ζµ+k−

n
r dξdζ

= const. det(z − w)k det(z + ie)−λ−k det(w + ie)−µ−k .

4.2 Orthogonality of the family C
(k)
λ,µ

Proposition 4.2. The polynomials C
(k)
λ,µ form an orthogonal family in

L2
(
K − e,+e J, det(e − v)λ det(e+ v)µ

)
.

Proof. For k 6= l ∈ N, the subspaces Im
(
B

(k)
λ,µ

∗
)
and Im

(
B

(l)
λ,µ

∗
)
are

two non equivalent (hence orthogonal) components in the decompo-
sition of the tensor product Hλ,µ. In particular, their lowest weight
vectors are orthogonal. Hence, by isometry, the corresponding lowest
weight vectors in the L2-model of the representations are orthogonal,
i.e.
∫

Ω

∫

Ω

Φ
(k)
λ,µ(ψλ+µ+2k)(ξ, ζ)Φ

(l)
λ,µ(ψλ+µ+2l)(ξ, ζ)(det ξ)

−λ+ n
r (det ζ)−µ+

n
r dξdζ

= 0 .

Using (25) and after simplification, the integral becomes

∫

Ω

∫

Ω

(det ξ)λ−
n
r (det ζ)µ−

n
r e−2 tr(ξ+ζ)c

(k)
λ−n

r
, µ− n

r
(ξ, ζ)c

(l)
λ− n

r
, µ−n

r
(ξ, ζ)dξdζ .

Use the change of coordinates (ξ, ζ) = ι(η, v) to write the integral as

∫

Ω

∫

K−e,+e J

e−2 tr η(det η)k+l+
n
r det(e− v)λ−

n
r det(e+ v)µ−

n
r . . .
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. . . C
(k)
λ−n

r
, µ−n

r
(v)C

(l)
λ− n

r
, µ−n

r
(v)dη dv .

As ∫

Ω

e−2 tr η(det η)k+l+
n
r dη > 0

follows
∫

K−e,+e J

C
(k)
λ− n

r
,µ−n

r
(v)C

(l)
λ− n

r
,µ−n

r
(v) det(e−v)λ−

n
r det(e+v)µ−

n
r dv = 0 .

Up to the change of λ− n
r , µ−

n
r to λ, µ this proves the statement.

4.3 Final remark

The family of polynomials C
(k)
λ,µ reminds of the classical Jacobi poly-

nomials, appearing in the simplest example V = R (cf [5]). They have
in common at least three properties (see [2] for details) :

• a Rodrigues formula

• a recurrence relation relating C
(k)
λ,µ and C

(k−1)
λ+1,µ+1

• for appropriate values of the parameters λ, µ, orthogonality prop-
erties with respect to a certain measure dνλ,µ on an ”interval”.

For these appropriate values of the parameters, the Jacobi poly-
nomials are not only orthogonal but form an orthogonal basis of the
Hilbert space of square-integrable functions for the measure dνλ,µ =
(1 − x)λ(1 + x)µdx. This is lacking in our more general case. The

polynomials C
(k)
λ,µ are invariant by the automorphisms group Aut(V )

of the Jordan algebra V . From the spectral theorem, it is easy to see
that such an invariant polynomial (or more generally invariant func-
tion) depends on r variables. So one can guess that, in order to be a
basis of the Hilbert pace of invariant functions square-integrable w.r.t.
dνλ,µ = det(e − v)λ det(e + v)µdv, a family of polynomials should de-
pend on a r-tuple of integers. The decomposition of the tensor product
of two scalar holomorphic representations contains many non scalar
components (see [6]), indexed by a r-tuple of integers, which are not
considered in the present article. To these components correspond
more lowest weight vectors, which presumably could enlarge the fam-

ily of the orthogonal polynomials C
(k)
λ,µ, in order to obtain an orthogonal

basis of the Hilbert space of square-integrable functions with respect
to the measure dνλ,µ.

Let me address another question. The classical Jacobi polynomials
have expressions in terms of certain hypergeometric functions. A the-
ory of generalized hypergeometric functions exists for Euclidean Jordan
algebra, see [3] ch. XV. A complementary investigation would be to try

to relate the polynomials C
(k)
λ,µ with these generalized hypergeometric

functions.
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