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Interactive Genetic Algorithm to Collect 
User Perceptions. Application
to the Design of Stemmed Glasses

E. Poirson, J.-F. Petiot, and D. Blumenthal

Abstract To avoid flops, the control of the risks in product innovation and the
reduction of the innovation cycles require valid and fast customer’s assessments. A
methodology must be proposed to the designer to take into account the perceptions
of the user. The method presented is based on an iterative process of user selection
of representative CAD models of the product. An IGA is used to interpret the user’s
choices and introduce new products. In the center of this methodology, the user
who, thanks to his decisions, will guide the evolution of the algorithm and its
convergence. After a description of the IGA, a study on the convergence of the
IGA is presented, according to the tuning parameters of the algorithm and the size
of the design problem. An experiment was carried out with a set of 20 users on the
application case proposed a steemed glass. The implementation of the perceptive
tests and the analysis of the results, using Hierarchical Ascendant Classification
(HAC) is described. The main contributions of the paper are proposals of (1) an
interactive product optimization methodology; (2) a procedure for parameterizing
interactive genetic algorithms; (3) a detection of perceptive trends that characterize
customer expectations; (4) an experimental application on a real life product.
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3.1 Introduction

To allow the companies to remain competitive, the current society imposes times of
development of product/service shorter and shorter, products cheaper and cheaper
and always better quality. The leitmotif of the Quality Function Deployment
methodology is for illustration “the right product the first time and each time”.
QFD is a method of introducing quality at the design stage to satisfy the customer.
The method helps product designers to explicitly identify the needs of consumers,
correlate them with the technical characteristics given by the engineers, and evaluate
the potential characteristics of the product compared to those already existing in the
market [1]. The QFD is adapted for performance indications and product usages
study. For example, [25] presents a methodology to mathematically calculate the
relation between the technical customer requirements and the technical product
characteristics. This methodology is used to fill the house of quality tool of the
quality function deployment method during the product design and development.

This methodology is part of the user-oriented design research topic. One of
the major points of this orientation is taking into account not only the expected
performances but also the perceptions or emotions that the client wishes to
experience. To understand and integrate them throughout the product development
cycle, verbalization is regularly used. The language causes problems whether in
differences of translation or definitions of the verbatim between qualifications
of participants [18]. Indeed, on hedonic studies for which a population of naive
subjects is questioned, the precision in the vocabulary misses accuracy compared
to the expert subjects who used a combination of both descriptions and hedonic
terms when describing a product (wine in [11]), indicating that they are better
at communicating and describing what they like. It is particularly difficult to
verbalize certain perceptions, and even more emotions. To overcome this difficulty,
pictorial representations are used, as PrEmo [2], tools that uses illustrated characters
represented the 5 basics emotions. These methods are part of the current Kansei
Engineering, a method founded by Mr. Nagamachi at Hiroshima University about
30 years ago. Kansei engineering is used to quantify people’s perceptions and to
translate them into the design elements. Sensory tests, statistical methods, and AI
techniques have been applied to formalize these relationships. Various modeling
methods are proposed to provide useful design rules or trend prediction [17, 29].

Another branch of the literature of user oriented design is human-computer
interactions where an algorithm gradually refines the propositions made to the users,
based on their previous assessments. An example of this is interactive evolutionary
computation (IEC), where the user is used as an evaluator in an evolutionary process
[27]. In classical EC, a mathematical function evaluates the fitness (adaptation of the
population to the environment). In IEC, this function is implicit and is provided
by the assessments of the user. Since the user evaluates the fitness, there is no
need for a prior mathematical function. The intervention of humans to replace the
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mathematical evaluation of fitness has been applied in many fields (music, writing,
education, food industry, etc.) involving different sensory modalities. This IEC
method has also been used in a number of fashion applications [15].

Let’s firstly present the family of algorithms chosen for the study: the genetic
algorithm.

3.2 Background on Genetic Algorithms

3.2.1 Definition

Genetic algorithms are evolutionary optimization methods developed originally by
Holland [9]. They are based on iterative generations of population of individuals,
converging step-by-step toward solutions. The term individual refers here to a
specific set of values for the design variables. In other words, an individual is a
specific candidate design. A metaheuristic is used to improve the current population
of solutions. Based on the principle of Darwins natural evolution theory [3], the
algorithm proceeds to a selection of parents, which spread their genetic dominant
heritage in the next generation. The general principle of a genetic algorithm can be
decomposed in 3 steps. (1) Consider an initial population of individuals randomly
created, arbitrarily chosen by the designer, or generated by another calculation
process. (2) This population iss evaluated according to the constraints and objectives
formulated in the optimization problem. If the stopping criteria of the algorithm are
satisfied, the algorithm stops; otherwise (3) the genetic operators are applied to this
population in order to change it to a new population of the individuals that best meet
the requirements. The steps 2–3 are repeated till satisfaction of the mathematical
fitness.

Genetic algorithms are often used in the literature to explore design space,
encourage creativity [23] or to help innovation [19].

3.2.2 Encoding of the Design Variables

Each chromosome represents a particular design. For each design, we can define
design factor. Each factor can thus take different values called levels. A chromosome
containing one level for each variable represents a particular combination, thus
design. A binary string represents a variable where the length of the string depends
on the number of allowed levels for the variables. For example, a product defined
by 5 factors on 4 levels will be encoded by a vector of 5 patterns of 2 bits (4
combinations).
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3.2.3 The Genetic Operators

Genetic operators have two objectives: to converge the current population of
individuals to a set of optimal solutions (process efficiency) and to explore the
largest proportion of the design space (process diversification). These operators
are selection, crossover, and mutation. Each operator is performed randomly on
individuals.

The selection is a recopy of an individual. In the implementation here, the
crossover is a single point crossover: from two individuals, a point of crossing is
selected and the two headpieces are swapped. One of the two children is randomly
selected. The mutation is a change of one randomly selected factor value. The
crossover rate (Rc), mutation (Rm), and selection (Rs) are real values chosen
between 0 and 1 such that Rc + Rm + Rs = 1. Each selected chromosome will
therefore undergo one of these 3 operations.

One of the main points of the genetic algorithm is the fitness function that allows
the evaluation of the adaptability of the design in the environment. We have already
discussed the difficulty of objectifying a function when studying perceptions. One
solution is to replace the fitness evaluation by a human one, thus to let the system
be interactive.

3.3 Interactive Genetic Algorithm

3.3.1 Synoptic of the IGA Process

Classically, the fitness evaluation of the individuals concerned is calculated numer-
ically with a mathematical function known beforehand. A particular category of
GA, Interactive Genetic Algorithms (IGA), introduces the user in the optimization
loop to assess the fitness. During each iteration of the process, the user selects
solutions that he/she considers to be the closest to the desired objective. After a
number of iterations, the method may converge toward one or several solutions
that fulfill the users objective. These algorithms are used to explore design spaces
[13]. Since the user decides the individuals fitness, there is no need for a prior and
unique formulation of the fitness function. For some applications, such as finding
the semantic dimensions of a product, this advantage is crucial.

The general process of the IGA can be seen in Fig. 3.1. The IGA creates an
initial population of designs by generating the chromosomes, and presents them to
a user as CAD drawings. The number of individuals in a population is chosen by
the experimenter according to the number of variables and levels and the size of the
screen to represent the designs if visual experiment.

Based on personal criteria the user then selects a subset of these individuals.
This number is also a part of the setting up. Selection consists in choosing,
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Fig. 3.1 Synoptic of the IGA process [14]

among the individuals of a given population, some solutions that seem better
according to the constraints and objectives defined by the instruction of the test.
This selected product are favored in the randomly election for the genetic operators.
The most popular method of election is the roulette method, where individuals
with better performances (selected by the user) have a higher probability of being
selected (illustration in Fig. 3.1). The crossover operator consists in crossing several
individuals with each other in order to generate better individuals. The mutation
operator consists of modifying certain variables of a given individual in order to
create a new, different individual and thus ensure that the search for solutions runs
through the biggest design space as possible. Each generic operator has its own
settings and the effectiveness of the generic algorithm strongly depends on these
settings. Several studies are devoted to the influence of these parameters on the
performance of the genetic algorithm [10, 12, 30].

By definition, in the MOGA-II algorithm [22], each chromosome of the pop-
ulation is a parent of the following generation, which gives robustness to the
algorithm. A new population is thus created and evaluated, comparing each child to
its parents. This iterative method runs until the program has reached the maximum
of generations chosen by the experimenter or until the user estimates that the target
has been reached.
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The efficiency of the IGA is ruled by its 3 operators: crossover, mutation, and
selection, chosen randomly for each individual of the population. The rate at which
these operations occur is determined by the value of their weights. The crossover
rate (Rc), mutation rate (Rm) and selection rate (Rs) are real values chosen between
0 and 1 such that Rc + Rm + Rs = 1. An indicator, rand(i), is randomly chosen
between 0 and 1 for each individual with a uniform distribution. (1) rand(i) < Rc,
the operation is a crossover. (2) Rc ≤ rand(i) ≤ Rc + Rm, the operation is a mutation.
(3) rand(i) > Rc + Rm, the operation is a selection.

3.3.2 Challenges of IGA

The first difficulty in the use of IGA lies in the assessment of its fitness by the user:
requiring the user to assess fitness can be time consuming or tiresome [26]. Gong [4]
proposed to calculate the fitness by observing the time taken by the user to determine
if an individual in a group is either “satisfactory” or “unsatisfactory”. For example,
products are presented to the user who is asked if it is “elegant”. The users had to
express their opinion on each product by clicking on “satisfied” or “not satisfied.”
This choice based method was compared to one where the users could rank their
satisfaction on a sliding scale [6]. The task based on a slide required the evaluation
of the entire population for each generation, which was tedious for the user. An
individual’s level of concentration influences their decision time, which can distort
the results. Another way to assess the fitness is to use a choice-based scheme. In [24]
the author’s study a choice task for preference elicitation. The results showed that
choices are practical to represent preference with a tolerable interaction effort and
that algorithms based on binary choices are able to converge in a limited number of
iterations.

Another difficulty in the use of IGA in user’s tests lies in the convergence of the
algorithm: an algorithm that is too slow may imply user’s fatigued. To speed up the
convergence, numbers of tools exist: krigging metamodel [16], chaining of neural
network models and IGA [28] or cooperative interactive genetic algorithm based on
the ratings of previous users [5]. If the acceleration of convergence is significant, it
is limited to case studies with a reduced number of variables, because the choices
can only be made on the products presented.

It is therefore, for our study, to find the right settings of the algorithm to have
a reasonable convergence, that is to say, that give the user enough time to allow
him to reach his target but not too much to tire him. To avoid the risk of premature
convergence because of the selection operator, the mutation operator plays the role
of “noise”, jumping randomly in another part of the design space. Crossover will
also explore new combinations. The difficulty is to balance their ratio.
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3.3.3 Set up of the Genetic Algorithms

To determine the most adapted crossover rate (Rc), mutation rate (Rm) and selection
rate (Rs), we define an automatic mode. A virtual user simulates to evaluate
products. It is assumed that the user has an idea in mind and the more he advances
in the experience, the closer he gets to it. We therefore suppose coherence in his
reasoning and his choices. The goal for the user is to ensure that the proposed
products are getting closer and closer to the target he has in mind. To simulate the
choices of a virtual user, a target product was arbitrarily chosen in the design space:
t = [t1, t2, . . . , Tn var]. We calculate the distance to this target for each of the designs
presented. The “selection” of the user is therefore logically composed of products
that are the closest to the target. Calling this algorithm IGA is a misnomer since the
algorithm is no longer interactive but for better understanding, automatic mode for
IGA will be kept.

For each individual j, the distance d(j,t) to the target was defined by the Euclidian
distance function:

d (j, t) =
√
√
√
√

n var
∑

i=1

(

rankxij − rankti
)2 (3.1)

with: rankti: rank of the level of the variable ti
rankxij: rank of the level of the variable xi for individual j

By assumption, the Euclidian distance function used was considered as repre-
sentative of the perceptual distance of the user (tests with other distance functions
showed that the IGA parameters were not too sensitive to the nature of the distance
function used). The automatic mode was used to tune the parameters of the IGA
[20]. This was done in order to be able to launch several simulations in the same
conditions, and to have an average estimate of the convergence rates. Knowing the
convergence rates allows designers to limit the design space (the number of variables
and their levels) to a reasonable size so that the number of generations required for
convergence can be decreased. It was estimated that a subject could process 30
generations in manual mode before becoming fatigued.

The objective is to assess, for a fixed number of generations, the average quality
of the solutions provided by the IGA. The IGA is used in automatic mode (the
fitness is simulated by the computation of the Euclidian distance to a given target).
For the optimal set of IGA parameters, the IGA process was simulated N times
(Monte Carlo method). The quality of the solutions is assessed by two criteria: the
average distance to the target of the best individual of the last generation g, and
the average distance to the target of all the individuals of the last generation. The
average distance to the target of the best individual of the last generation dbest is
given by:
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dbest = 1

N

N
∑

i=1

dg
(

j i
best , t

)

(3.2)

j i
best = argmin

j∈{1,...popsize}
(

dg (j, t)
)

(3.3)

with: j i
best : the individual minimizing the distance to the target for simulation i

For each iteration of the IGA, the two individuals which minimize this distance
are automatically selected. These individuals are considered as the closest individu-
als to the target. According to this selection, the IGA generates a new population of
individuals.

We arbitrarily consider that the IGA converges and then stops the process if the
distance between an individual, generated by the IGA, and the target is lower than
2 (difference of 2 ranks). The parameters in input of the Automatic IGA are (1)
the number of variables, (2) the number of level for each variable (the same for all
variables), (3) the “roulette” wheel rate (weight of a selected parent to create the
next generation), (4) the mutation and crossover rates (Rm and Rc). Each one has
coherent intervals of variation. For each set of IGA parameters, the IGA process
is simulated N = 10 times and the number of generations is measured. The mean
value of this number of generation is computed, associated to the set of parameters.
We estimated around 20 the number of generations which can be supported by a
subject before fatigue. Consequently, we decided to select a size of problem defined
by 5 variables and 5 levels for each variable for the rest of the study (the IGA, in
automatic mode, needs 10 generations to converge for this size of problem). The
best set of IGA parameters, for the size of problem, defined by 5 variables and 5
levels, with a Wheelrate of 16, Rm = 0.15 and Rc = 0.8.

The results show a global improvement of the fitness of the population according
to the n◦ of generations: the average distance daverage of a population to the target
decreases with the number of generation and the quality of the population globally
increases. The distance daverage reaches a plateau above 60 generations (this distance
is not null because the population is not homogeneous). The distance to the target of
the best individual dbest also decreases, and is null above 60 generations. It signifies
that above 60 generations, the method always converged toward the target for all
the simulations (N = 100). For 30 generations, the distance dbest is approximately
equal to 0.2. A study of the distribution of the distance dg

(

j i
best , t

)

for all the
simulations (N = 100) showed that 60% of the simulations converged perfectly
toward the target, 30% converged toward the target with a difference of one level
for one variable, and 10% converged toward the target with a difference of one level
for two variables.

All these results make us confident in the ability of the IGA to converge when
real subjects are used.
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3.4 Application Case: Protocol and Results

3.4.1 Goal-Seeking Task

To provide an example of the methodology, a study was conducted on a simple
product common to every day French life; a wine glass. The digital mock-up of the
glass (Fig. 3.2) was defined by 5 dimensional variables (V1 to V5) with 5 levels.

Two tests were proposed to a panel of 20 subjects (age between 22 and 25),
students at Ecole Centrale de Nantes: a goal seeking task and the research of the
most “elegant” glass.

For both tests, the following conditions were set:

– The values of the IGA parameters: Rw = 16, Rc = 0.8, Rm = 0.15.
– The IGA were allowed to run through a maximum of 20 generations.
– If the subjects estimated that the task was fulfilled and the design selected

satisfied, they could stop the test before the 20th generation.
– At the end of the entire process, the subject had to give the selected product a

score from 0 to 10, corresponding to the quality of the solution, with respect to
the task.

The type of perceptive test was a choice of maximum 2 (0, 1 or 2) products
on 8 presented. It was dimensioned because of the size of the screen (3 lines of 3
products), and the fact that the target stay visible during all the test thus, take the
ninth place.

V1

V2

V3

V4

V5

Fig. 3.2 Definition of the variables (V1 to V5) to parameterize the geometry of the glass
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The test had three goals:

1. Warming up the users, familiarize them with the interface,
2. Confirming the performance of the method for the experimenter testing whether

subjects were able to make the IGA populations converge toward a given goal,
3. Giving a feedback of the choice of the variables on this particular product.

Goal 1 and 2: Familiarization with the Task and Convergence of the Algorithm
The test lasted an average of around 8 min per user. The target needed an average
of 16.75 generations to appear. We estimated that it was a reasonable duration for
a perceptive test. Around half of the subjects (Pop 1) stopped the algorithm before
the last generation, meaning that they thought they had reached the target. This
information confirms the hypothesis of our study.

Goal 3
To estimate the discrepancy between the target and the choices of the subjects, for
each variable of the 5 variables, the standard deviation is calculated on the rank of
the variable to avoid a scale effect. For example, V1 could take i = 5 levels: l1 = 3.5,
l2 = 5, l3 = 7, l4 = 9, l5 = 10. The values themselves li are not used but only the
level i are compared.

This standard deviation σj estimates, for each variable, the degree of agreement
of the subjects’ choices with the target (e.g. σj = 0 if all the subjects chose the
same level than the target for the variable Vj). The results show that the 5 variables
chosen do not have the same influence on the perceived shape of the glass. In Pop
1, everybody chose a target with the exact level for V1 and V3. The conclusion was
that the variations of these variables on the form were easy for the user to perceive.
In contrast, the choices were more heterogeneous on V4 (the height of the point
controlling the form of the glass). The differences were not perceptible in the same
way for all variables, at least for the representation mode chosen. All the variables
don’t have the same perceptive influence on the form of the product. This result is
useful for the designer to distinguish his product on more impacting parameters.

3.4.2 Free Task on “Elegant” Glass: Protocol

In this test, the subjects were not given a target glass, but were told to select the
most elegant wine glass, according to their personal opinions. We assume that each
subject has his/her own target in mind, and makes consistent choices during the
test (no change of target). The objective function to minimize corresponds to the
distance between the target in mind and the products presented. For example, if
the ideal of elegance is a kind of champagne flute, the subject will be attracted by
glasses with a long stem, small diameter and elongated, rejecting the glass of Fig.
3.2 for example.

Figure 3.3 describes the process of IGA, showing the exchange of data between
the subject and the algorithm. A population of 8 glasses was firstly generated. We
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Fig. 3.3 Framework of the iterative user-test

keep 8 products, even if the 9th place dedicated to the target in the previous study
is free, not to disturb the subject, to avoid being always considered as a target. This
population is modeled in CAD tool (Catia V5 in our application) and presented to
the subject via an interface (Matlab). Based on the choices done, a new population is
generated and represented by new CAD modeling. The use of an Interactive Genetic
Algorithm requires a constant exchange of data between the interface, the algorithm,
the tool for product representation.

At the end of the process, the subject had to select one glass, and rate it on a
scale from 0 (not at all elegant) to 10 (perfectly elegant). As in the previous test, the
subject could stop the process and make their final choice before the 20th iteration
(Fig. 3.3: “Finished iterations”? = yes).

The aims of the 2nd test were:

– To know to which extent the process converges toward a satisfying solution for
the subject in the case of a simple product.

– To know if design trends concerning the elegance of a glass can be extracted
from the results of the test. In other words, the problem was to uncover relevant
information about the elegance concerning the design variables of the form.

– To estimate the variability of the results concerning the elegant semantic
dimension, and to show how this information can be taken into account for
product design.

3.4.3 Free Task on “Elegant” Glass: Results

Among the 20 subjects, 8 stopped the test before the 20th generation, giving a score
of 10/10 to the selected product. These 8 subjects were considered as perfectly
satisfied with their choice. For the 12 other subjects, the average satisfaction score
of their chosen glass was 8.3/10. This relatively high score and the low standard
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Fig. 3.4 Forms of the different glasses in the three groups

deviation imply that the subjects found satisfying enough glasses, and that 20
generations were sufficient to converge toward the desired product.

The first analyze considered the global population (20 subjects). Concerning the
final glass chosen by the subjects, the results showed that only 2 subjects chose
exactly the same glass. A great diversity in the final glass was noticed. The standard
deviation of a subject compared to the 19 others was computed on each of the
5 levels. The results show that no variable was subjected to a great consensus
concerning the elegance of the glass: the variability was of the same order for
each variable, and no particular level could be considered as representative of the
elegance. The conclusion led us to study more precisely the panel, searching for
groups of subjects with similar image of elegance.

In order to provide a partition of the glasses and to define groups of targets similar
from a perceptual point of view, a hierarchical ascendant classification (HAC) [7]
has been performed. Details on this analyze can be found in [21]. To illustrate the
potential of identifying homogeneous groups of subjects, three groups (HAC) were
considered. The composition of the three groups is given in Fig. 3.4. While some of
the users selected similar products, only S13 and S17 chose the exact same product.

To find a unique representation, a optimization was performed inside a group,
aiming to minimize the dissatisfaction of the subject with the chosen representation.
The results are presented Fig. 3.5.

The main result here is that the semantic dimension of elegance is subjective.
There were at least 3 elegance types among only 20 students and on a total
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Fig. 3.5 Forms of the 3 proposed glasses, minimizing the dissatisfaction

population of 55 glasses. A company could decide what type of elegance it wants
for its glasses. That decision cannot be taken by the IGA methodology, as it is a
strategic choice relating to the company’s target values. One can also observe that
the users have to be representative of the company’s target user base. For example,
Target 1 does not match a “traditional” wine glass form, which could signify that
the users are not wine amateurs.

This test had to be considered as a pilot study, as the number of subjects was
weak, and the product was relatively simple. This test allowed the description of
the method and of the statistical data analysis, which could then used on a more
substantial study with a more complex product.

3.4.4 Conclusions on the Two Tests on the Glasses

A goal-seeking test was carried out to give an estimation of the convergence abilities
of the IGA, and revealed the problem of just noticeable differences in perception
of forms. In Test 1, within a small number of generations, 80% of subjects either
found a glass similar to the target, or one that they perceived to be the target (as
they stopped the task before the end) in a less than 10 min. Perceptual tests with
20 subjects were conducted to demonstrate the validity of IGA and to conduct an
analysis of the results. The perceptual tests on the semantic dimension – elegance –
of a glass were performed to show how the results can be analyzed and how to deal
with inter-individual differences among users.

3.5 Synthesis and Perspectives on the Use of IGA for Design

The interest of IGA was previously demonstrated underlining the opportunities for
design. If the case studied was simple, the methodology is adaptable to very different
and more complicated product or system. The different steps must be broken down
according to the study.
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Preliminary step: product and representation.

The first step is, the product/system defined, to choose which sensorial organ will
be activate for the perceptive tests. In the example above, the visual sense was used
but hearing can also be studied (concerning touch, smell and taste, the difficulty
of generating new samples is for the moment an obstacle to the use of IGAs). The
combination of both senses can be also imagined. Each representation has to be
coherent with the goal of the designer. For example, a screenshot of a CAD model
can be if needed completed in Virtual Reality Modeling Language (VRML), or a
control of the sound level can be given to the subject. The interest of this method
is that the representation of the product is independent of the algorithm (Fig. 3.3).
The interface of this study is functional, and the computation time for updating the
model is reasonable; in the wine glass test, the time between generations (time to
built the 8 CAD-models) was less than 8 s. The interface with the CAD software is
a significant advantage. Replacing the glass by another product of 5 variables on 5
levels is immediate. To increase or decrease some of these values, a modification of
the set up of the algorithm is simply needed.

Step 1: Variables and levels

Not totally independent of the previous step, the product must be configurable.
The IGA can help the designer to reduce the complexity of his model. In the
goal-seeking task, the subjects showed the convergence and divergence of results,
meaning that their comprehension of the variables were different. We could
therefore consider some parameters as not influential for the perceived quality of
a product, which allows the designer to reduce his design space.

Step 2: parameterization of the algorithm and protocol

IGA implies the evaluation of the subject as fitness function. The human fatigue
must be taken into account in the protocol, designing a tool limiting the duration and
difficulty of the task. For the duration, the convergence must be studied, depending
on the different parameters of the algorithm (mutation, crossover rates, wheelrate in
the case of Moga II). The targeted task is an adapted tool for this step. Concerning
the difficulty of the task, the choice made is a selection of 2 (maximum) on 8
products. If it seems affordable for a naïve subject, the quantity of information is
not very important, especially increasing the number of variables, thus the design
space. Other interventions of the user can be considered in the algorithm, not only
on the evaluation of the fitness but also on the set up of the algorithm. For example,
the subject could stop, even momentarily, the evolution of a criterion (variable) or
reduce its scale and accelerate the convergence. He can also be asked the to score
at the end of each step the product(s) he/she chose and one or two randomly chosen
product from this generation. Hybrid versions of IGA, mixing evaluation of the
fitness by or the machine or the human (not exclusively human), are also studied in
this way.
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Step 3: analysis of results

A phenomenal amount of information is generated by such perceptive tasks. In
the previous study, the distances between the selected product and the target or
between the final population and the target is computed and studied. The IGA makes
it possible to investigate the inter-individual differences for a group of users in the
relationship between the semantics and the design features. It is possible to separate
which attributes are common for the entire group, which attributes are specific to a
subgroup of subjects, and which attributes are typical of a particular user. Other
results can be exploited as the not chosen products. If a common characteristic
appears in all the choices of the subject, he could reject some values of parameters,
that is also very useful for the designer. The choice process could be redefine
by asking the subject to select 3 categories of products: desired products, neutral
products, rejected products. Modeling the user’s path in the presented database can
help to predict its next choices and thus accelerate convergence.

3.6 Conclusion

The general process for detecting design trends using Interactive Genetic Algo-
rithms and user-tests was described. These tests are proposed to enhance innovation
and to understand which design features are representative of a given semantic
dimension. Applied to a simple example, it is adapted to other product and system
(for example, layout problem [8]).

A limitation of the IGA algorithm used concerns the relative small size of the
design space. To tackle bigger design spaces, several perspectives can be drawn.
Concerning the algorithm, we could fit a model of the response of the subject
(for example with a neural network) during the assessments, and optimize this
response with classical GA. The tools of machine learning can be used to enrich
the perceptive tests and modelize the behavior of the subject.
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