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A NON-LINEAR EGOROV THEOREM AND POINCARE-BIRKHOFF NORMAL FORMS FOR
QUASI-LINEAR PDES ON THE CIRCLE

ROBERTO FEOLA AND FELICE IANDOLI

ABSTRACT. In this paper we consider an abstract class of quasi-linear para-differential equations on the
circle. For each equation in the class we prove the existence of a change of coordinates which conjugates
the equation to a diagonal and constant coefficient para-differential one. In the case of Hamiltonian equa-
tions we also put them in Poincaré-Birkhoff normal form. By means of the Bony para-linearization formula
we prove that it is possible to apply this transformation to quasi-linear Hamiltonian perturbations of the
Schrodinger and beam equations. In this way we obtain the first long time existence result without requir-
ing any symmetry on the initial data in the case of quasi-linear PDEs with super-linear dispersion law. We
also prove the local in time existence of solutions for quasi-linear (not necessarily Hamiltonian) perturba-
tions of the Benjamin-Ono equation.
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1. INTRODUCTION

In the past years numerous progresses have been done concerning the study of quasi-linear, disper-
sive, evolution equations on the circle. The local in time solvability has been proven for several models,
as well as the existence of large sets of periodic and quasi-periodic in time solutions. More recently it
has been established the long time existence and stability of small amplitude solutions for the gravity-
capillary water waves equation in [9] and for quasi-linear perturbations of the Schrédinger equation in
126].

Due to the compactness of the circle the dispersive character of the equation is absent in the fol-
lowing sense: the solutions of the linear equation do not decay when the time goes to infinity. On the
other hand, thanks, among several other things, to such a compactness, in the last decade it has been
developed a very fruitful and systematic way to study the linearization of such equations at certain ap-
proximate solutions. The linearized equation coming from a quasi-linear problem is much more com-
plicated compared with the one coming from semi-linear equations because it has variable coefficients.
In this direction the first breakthrough result is due to Plotnikov-Toland [32] and Ioos-Plotnikov-Toland
[29], the new idea is to apply a suitable diffeomorphism of the circle and pseudo-differential changes of
coordinates in order to invert the linearized operator at an approximate solution. This is done in the
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context of a Nash-Moser iterative scheme in order to prove the existence of periodic in time solutions.
The strategy in [32,[29] has been improved by Baldi-Berti-Montalto [3}/4] in order to show the existence of
quasi-periodic solutions for quasi-linear perturbations of the KdV equation. These ideas has been used
also for several other equations, for instance one can look at [12}27,2}128,23]. A similar method has been
successfully applied also the context of reducibility of linear operators. We quote for instance (24} (7} 22].

This procedure, which has allowed to obtain so many results in the study of linearized equation, has
been, very recently, transported to a non-linear level by Berti-Delort in [9] obtaining the aforementioned
long-time existence result. Inspired by this work, we have proved first the local in time well-posedness in
[25] and then the long time stability in [26] for quasi-linear perturbations of the Schrédinger equation.
In order to obtain long-time stability of the solutions on compact manifolds the only helpful approach,
due to the lack of dispersion, is the normal forms one. For semi-linear equations we have, nowadays, a
very good knowledge of the topic, see for instance [16}[17,5,[6}20]. This approach does not apply directly
in the quasi-linear case because of the loss of derivatives introduced by the nonlinearity. In this direction
it is fundamental to reduce the equation to a constant coefficient one before performing a normal form
procedure. This problem has been extensively explained in the introductions of [9] and [26], to which we
refer for more details.

The non-linear adaptation of such techniques is a difficult problem. The main tool used is the para-
differential calculus. Roughly speaking one wants to try to mimic the changes of coordinates previously
operated on the linearized equations, on the para-linearized equations a la Bony [13], (see also [31]).
In [9} 26] the authors prove that the original equation may be reduced to a new one which has constant
coefficients up to very regularizing terms. They do not find changes of coordinates of the phase space,
but they provide some modified energies which, in any case, are sufficient to establish the wanted results.
In the following we shall fix some notation and we shall provide an example in order to explain precisely
all the concepts that have been previously mentioned and not been introduced yet.

The main purpose of this paper is to prove a theorem which provides the existence of a change of co-
ordinates of the phase space which transforms a quite general para-differential equation on the circle to
another one which has constant coefficients up to very regularizing terms (see Theorem|3.1). For a com-
prehensive introduction to the importance of Hamiltonian PDEs in mathematics and physics we refer
to the books by Berti [8], Kuksin [30], Zhakarov [34]. As a consequence we are able to put in Poincaré-
Birkhoff normal form a class of abstract Hamiltonian para-differential equations satisfying some non-
resonance conditions. Consequently we shall obtain a long time existence theorem (in the same sense
of [9, 26]) for the latter class of para-differential equations posed on H*(T). We will apply this last the-
orem to some explicit examples of quasi-linear dispersive PDEs (with super-linear dispersion law) on
the circle, obtaining, to the best of our knowledge, the first long time existence result for an equation
of this kind without assuming any symmetry on the initial data (in [9, 26] the parity of the initial con-
dition is necessary). Let us mention that, recently, Berti-Feola-Pusateri in [11], and Berti-Feola-Franzoi
in [10], prove some long time existence results for gravity and gravity-capillary water waves equation
without symmetry assumptions on the initial data. In the quoted papers the authors exploit an a poste-
rioriidentification argument of normal form which allows them to compute the Birkhoff normal form at
the fourth order. With our method we will be able to compute the Birkhoff normal form, preserving the
Hamiltonian structure, at any order.

In Section[1.1Jwe introduce the main Theorem of this paper, in[I.2Jwe give some ideas on the proof and
we make a comparison between the strategy of this paper and the one in [9,26]. In Section[1.3|we shall
define a class of Hamiltonian para-differential equation which we are able to put in Poincaré-Birkhoff
normal form. We shall also give some examples of PDEs which satisfy the hypotheses we shall require.
Finally in[I1.4]of this introduction we explain how the paper is organized.

1.1. Introduction to the Egorov theorem. Let usintroduce some notation and a model problem in order
to give an informal statement of our main theorem. An accurate definition, with an extensive analysis,
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of the para-differential operators is given in Section 2| We shall deal with symbols T x R 3 (x,¢) — a(x,¢)
with limited smoothness in x satisfying, for some m € R, the following estimate

10 alx, Ol < Cp&)™ P, v pen,

where (¢) := 1/1 +|¢]2. These functions will have limited smoothness in x because they will depend on x
through the dynamical variable U of a para-differential equation which is in H*(T) for some s. From the
symbol a(x, ) one can define the para-differential operator Op®(a(x,¢))[-], acting on periodic functions

of the form u(x) =) jez u(j)t= F in the following way:

Op®(alx, &))ul := —Z "”‘(Zx(

PN b <]>) a(k- ]])u(]))

where d(k, j) is the k" -Fourier coefficient of the 2n-periodic in x function a(x,¢), and where y(n) is a
Cy° function supported in a sufficiently small neighborhood of the origin. This is the standard para-
differential quantization of a symbol, in the paper we shall use the Weyl one, see formula (2.26), in this
introduction we preferred to use it in order to simplify the presentation.

We consider a para-differential equation of the form

0,U=iE(U;x)U+ZUU, E=[}2Y] (L.1)

where U = (1, u), R(U) is a 2 x2-matrix of smoothing operators and « is a 2 x 2-matrix of para-differential
operators of order m > 1. We assume that the initial datum is of the form U(0) = Uy = (uy, up), where
uy belongs to a classical Sobolev space H*(T;C) for s big enough, the smoothing remainder maps H*
in H**P for a large number p > 0. We shall make in Section some precise hypotheses on the matrix
&/ (U; x), we do not recall them here in the complete generality. For simplicity one can think that «f (U; x)
is an elliptic, self-adjoint matrix of para-differential operators. We assume moreover that the matrices
of operators «f (U; x)[-] and Z(U)(-) are reality preserving, i.e. they leave invariant the real subspace of
(C*(T;C))?> made of those couples having the form (u, ).

We shall prove that there exists a non-linear map ¥, which is bounded and invertible in a small neigh-
borhood of the origin of H® such that Z := ¥ (U) solves the following problem

0,7 =iE9(Z)Z +R(Z)Z, (1.2)

where 2(Z2) is a reality preserving and diagonal matrix, whose entries are real and constant in x non-
linear functions in Z; 2(Z) is a reality preserving matrix of smoothing operators mapping H® in H**?
with p > 0 possibly smaller than p. This is essentially a rough statement of our main result which is
Theorem[3.1] The hypotheses of Theorem 3.1]are slightly milder, it is not strictly necessary to require the
self-adjointness of the matrix </ (U; x), see and (3.5).

To clarify things one can think about the following concrete example. Consider the quasi-linear per-
turbation of the Schrédinger equation

=i+ |ul®) tyy. (1.3)

By applying the celebrated para-linearization formula of Bony one finds that such an equation is equiv-
alent to the following system
8,U =iEOpB(A(U; x,8)U + R(U),

where the matrix A(U; x, ¢) has the following form

. . . — AYEF 2 YAy
A0 = (AT b(U,x)) { a(U;x,6) = (L+1ul’) i) + Tt

b(U;x) a(U;x,8))’ b(U; x,¢) = uttyy,
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and the matrix R is a matrix of smoothing operators. In this case our theorem applies and provides a
change of variable Z = ¥ (U) such that the system in the new coordinates reads as

(1.4)

s B( 4+ -2 + . a*(Z) 0
0,7 =iEOp (A (2)(i& ))Z+€.0.t., AN (2) ._( N a+(z)),

and the function on the diagonal has the form
a*(2):= f f(Z)dxeR
T

for some regular and real function f. Essentially we have reduced the equation to a Kirchhoff-type one
in the following sense. In the new coordinates system the equation is still a quasi-linear one, but the co-
efficients of the para-differential operators are constants. In this way the system enjoys a property which
is peculiar of semi-linear equations: the linearized equation at any solution has constant coefficients at
highest order. We are confident that it would be convenient to start a KAM procedure from the regular-
ized system (L.4), instead of the original system (I.1), because it would be easier to study the invertibility
of the linearized operator at periodic/quasi-periodic solutions. This is an advantage of having produced
changes of coordinates of the phase space instead of modified energies.

A deeper advantage of our method is the following. In the case that is an Hamiltonian equation
(in the sense specified in section it is possible to find a symplectic version of the aforementioned
change of coordinates. In such a way the new system is still Hamiltonian. Moreover, since it is
reduced to constant coefficients up to smoothing reminders, it is possible to perform a Poincaré-Birkhoff
normal argument by means, again, of a symplectic change of coordinates of the phase space. In this
way standard arguments on non-resonant systems provide control on the growth of Sobolev norms for
long time (for a detailed introduction on this topic see . In this way we obtain, to the best of our
knowledge, the first results (in the case of super-linear dispersion law, for the linear see [15}[14]) of long
time existence for quasi-linear equations without assuming any symmetry on the initial condition. This
is a consequence of the fact that we are able to fully exploit the Hamiltonian structure. We shall consider
quasi-linear Hamiltonian perturbation of the Schrodinger and beam equation and prove a long time
existence in the spirit of [9} 26] but without the parity assumption therein. Besides these applications
to long time solutions of Hamiltonian equations, we think that the Egorov theorem 3.1]is important per
se, in order to stress this fact we prove a local well posedness theorem for quasi-linear, not necessarily
Hamiltonian, perturbations of the Benjamin-Ono equation. This is deduced from the fact that a system
like admits energy inequality on H*(T). In a forthcoming paper we want to apply this theorem also
to the gravity-capillary water waves system in order to obtain a long time result without any symmetry on
the initial datum, the proof of this fact is much more involved compared with the examples we provide
here.

1.2. Ideas of the proof of the Egorov theorem. The previously mentioned non-linear change of coordi-
nates Z = W (U) will be obtained as the composition of numerous changes of coordinates. Each change
of coordinates, let us call it ¥, will be generated as the flow of a para-differential operator as follows

6T,(//T — GT (,[//T),l//'[

1.5

WO =1d, (1.5)
where G* is some non-linear vector field possibly depending explicitly on 7. We shall define v := w7 |;=;.
Note that the equation above is a non-linear para-differential equation, whose well-posedness has to be
analyzed, this is done in Section[2.5] Then defining Z := y/(U) one has that the new unknown Z solves a
system of the form

0:Z=P\(2),
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where P (Z), for 7 € [0, 1], is the solution of the non-linear Heisenberg equation

0:P"(Z) = [G"(2),P"(2)]
(1.6)
PY(Z)=iEA(Z;X) Z+ R(Z)Z,
where we have denoted by [;,-] the non-linear commutator. More precisely, given two vector fields X ()
and Y (u), we define the non-linear commutator between the two as

(X, Y1(w):=dXW) Y] -dY w[X(w)]. (1.7)

We have chosen to generate changes of coordinates in this way because there is a systematic method to
prove that the equation for the new variable Z is still a para-differential one. For more details one should
look at Section 5l

In Section[5|we perform all the changes of coordinates. First of all one has to diagonalize the matrix of
symbols « (U), this is done by applying several changes of coordinates which diagonalize < (U) at each
order, this is the content of Section|5.2

Once achieved the diagonalization of < (U) we shall perform further changes of variables in order
to put to constant coefficient the symbol at each order appearing on the diagonal of the new system,
this is the content of Section Among all the changes of coordinates the most difficult is the one
which is needed to remove the x-dependence from the symbol at the highest order. We explain here the
strategy we adopted for this step, this may be considered as a guideline also for all the other changes
of coordinates which are performed in Section |5l To clarify things we explain the idea, having in mind
equation (1.3), on the following toy model

A, u=i0p® (1 +uP & u. (1.8)

We define z = ¢ (u);=1, where ¥" solves with G (1) := i0p®(b(r, u; x)é)u and b(r,u; x) is a path
of symbols with 7 € [0,1]. Then the equation in the new variable is ;z = P!(z), where P? solves the
Heisenberg equation

0:P"(2) = [10p®(b(1,2;x)&) 2, P (2)]
PY(2) =i0pB(1 +|zI2(ié)?) z.

At this point one can make the ansatz that P7 is of the form Op®(a*(1;z,x,£))z + ¢.0.t. for a symbol a*
of order 2. By developing the commutator, by means of symbolic calculus (see Prop. [2.25), one obtains
that the equation for the highest order symbol a* (t; z, x, ¢) is the following

{0ra+ (1,Z;x,8) ={b(z, Z; )¢, a* (1, Z; x,6)} — d.a* (1,2, x,8) [OpP(ib(1, ; x, ) [2]] 1.9

a*(0;z,x,&) = (1+]z]?)(ié)?,

where {f, g} := 0:f0,g — 0, f0g denotes the Poisson bracket between function. Such an equation is a
non-linear transport one. In order to solve it we proceed as follows. Define the function

g(r)=a"(1,2(1);x(1),$(1))
and note that this function is constant along the flow of the following non-linear system
0rx(1) = =b(7, 2(7); X(7))
0:8(7) = by (7, 2(1); x(1))§ (7) (1.10)
d:2(7) = Op®(ib(z, 2(0); x(1)E(D))[2(7)] .

Note that the system above is a system of non-linear coupled equations, its well-posedness is not trivial
and it is discussed in Section[4.1} Denote by

Y] (2,x,6) = (Yf),ﬂf),ﬂf))(r,z, x,6)
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the inverse of the flow of system (1.10), then the solution of equation (1.9) is
2 2
-5 (6)
)(le ) . (1.11)

We want to find a function b(7,z;x) and a constant (w.r.t. x) my such that one solves the equation
at(z,x,&) = mb(if)z. This is another non-linear and implicit equation which is solved in Theorem
Choosing such a b we have removed the x-dependence on the highest order term.

We are now in position to make a short comparison between this way of generating changes of coordi-
nates and the ones used in [9}26]. In those papers the authors look for modified energies, more precisely,
starting from a solution U(t, x) of the equation (1.I), they want to define a new unknown W = ®(U)U in
the following way. One requires that |W ;e s ~ IU ;o s and that the time-dependent map ®(U)[-] is
linearly invertible in a small neighborhood of the origin of the space of continuous function in time with
values in H® for any fixed function U(t, x). The map ®(U)['] is chosen in such a way that the equation
for the new unknown W has constant coefficient in x. By using the existing results on the local well-
posedness of the equations, they may recover information on the original variable U. Note that these
modified energies make sense only in the case that one already owns a local Cauchy theory for the equa-
tion. An advantage of performing a complete change of coordinates is that we do not need any a priori
local well-posedness result. As we shall see, these changes of coordinates can actually be used in order to
prove local well-posedness results for several quasi-linear equations. Let us suppose that U is a solution
of (I.I), then equation solved by the new unknown (a la Berti-Delort) W = ®(U)U takes the following
form

at(z,x,8) = (1 + ’Tg}z) (sz))

0,W = @)U, + [0,2(UN]U + L.0.t.
= O(W)E« (U; x) (@) ' W + (0,2(U) [(@U)) ' W] +2.0.t..

If, for instance, the operator ®(U)['] is a para-differential one, then a time derivative falls on the symbol,
this fact has to be taken into account in the definition of symbols in [9} [26]. In analogy we shall take
into account that a differential with respect to the variable U falls on the symbols, as one can see from
equations and (I.7). Further comments on these differences are given in Section[2] In the case of
the modified energies, since one looks only for a linear invertibility of the map ®(U)[-], one can realize it
as the flow of a linear operator, for instance as follows

(1.12)

(1.13)

0, ®(1) =i0p®(F(U; x,8))®(1)
d(7)=1d,

whose well-posedness is easier to discuss compared to the non-linear equation (L.5). (Note that here one
has to reason at fixed U, instead by following our strategy one would have found the same equation with
U ~~» ®(1)). It turns out that, being the equations super-linear, the highest order term in the right hand
side of is the first one Q := ®(U)iE«/ (U;x)(®(U))~!. Moreover one has that Q = Q”|;-;, where Q*
solves the linear Heisenberg equation

{aTQT(U) [1=|i0p® (F(U; %, O)[1, Q"W | 114
QAU =iE« (U; [,
where we denoted by [-,-]- the commutator between two linear operators. Consider again the toy model

in (L.8), let us see how the procedure changes if one looks only for a modified energy in order to put
the system to constant coefficients. One should consider the flow in with F(U; x, ) := b(u; x)& with
b € R. Then the highest order operator in the r.h.s. of is of the form Q" () w = OpB (a* (u;x)(i»H w+
£.0.t.. By developing the linear commutators in on find that the equation solved by the new symbol
a’(u; x) is

{Grcf(r, u; x,8) ={b(r,u; )&, a* (v, u; x,8)} (1.15)

at(0;u,x,&) = (1+|ul®)(&)?.
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For any fixed u one notes that the function
g, u;x,8) = a” (v, u; x(1),¢(1))
is constant along the solutions of the system
0:x(1) = —b(7, u; X(1))
{Orf(r) = by (1, u; x(1)¢ (), (1.16)
which is different from because here the function u is fixed and it does not depend on 7. At this

point one denotes by (Gg”, G‘;) the inverse flow of (1.16) and finds the solutions of (I1.15) as

at (T, u; x,8) = (1 + |u (Gg‘) (r)) ’2) (iéf) (r))2 . 1.17)

One could show that at the first order of homogeneity the symbol in and the one in coin-
cide by taking the Taylor expansion at 7 = 0. In other words the symbol a la Berti-Delort in is
an approximation of the symbol we find through changes of coordinates in up to terms of higher
homogeneity.

1.3. Poincaré-Birkhoff normal forms and applications to quasi-linear PDEs. The main consequence
of the Egorov regularization theorem[3.1]we are interested in putting in Poincaré-Birkhoff normal forms
a class of Hamiltonian equations in the following sense. We consider system of the form

105 H

0,U=Xg(U), XH(U)=(_ia %

)zi]VH, J:= (_01 (1)) (1.18)

where H is an Hamiltonian function of the form

H(U):fQu-ﬁdx+fF(U)dx,
T T

where Q is alinear pseudo-differential operator satisfying some non-resonance conditions at order N (see
Definition [3.4) and F is a non-linear, possibly unbounded, operator on H®. The symplectic structure is
the one induced by the non-degenerate symplectic form

AU, V) :=f U~i]de=fi(u?—ﬁv)dx (1.19)
T T

on the space made by the couples U = [%], V = [%]. The Poisson brackets between two Hamiltonian
H, G are defined as

(G, H} := A(Xc, Xp) fi]VG-Vde=if@uHagG—éngqux. (1.20)
We have that

(X6, XH] = —X(6,H) (1.21)

where [+, ] is defined in (1.7).
We introduce informally our result. Assume that the system (1.18) satisfy the hypotheses of Theorem
then there exists a change of coordinates v (U) = W such that the equation in the new variables reads

3, W =iEQW + Xg,,. (W) + Xan (W), (1.22)

where X (W) is the Hamiltonian vector-field of a resonant Hamiltonian G,.s(W), i.e.

res

{Gm(W),f QW-de} =0,
T

where the Poisson parenthesis are defined in (1.20) and X- (W) is an Hamiltonian vector-field satisfying
Re ((D>SX2N(W), <D>SW)L2 = Wllgs+2 )
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where (D) is the Fourier multiplier defined by linearity in (2.4). We say that the system (1.22) is in
Poincaré-Birkhoff normal form up to order N. Thanks to the non-resonance conditions in Definition
the resonant Hamiltonian is the sum of monomials of the form

wno"'wnpwnpﬂ"'wnjﬂy {lnol’u-’lnpl}:{|np+1|’---y|nj+l|}’ P:jlz-

Thanks to this structure one can prove that the super-actions |w j|2 +|w_ jlz are prime integrals of the
Hamiltonian. This guarantees the long time stability for the whole system in the spirit of [19]. For a
more detailed statement we refer to Theorem[3.7] In fact the classical dynamical consequence of having
a system in such a form is a long time existence and stability theorem. More precisely, if we consider a
solution whose initial datum has size ¢, then it exists for a time of size, at least, e~ and moreover the
solution remains of size ¢ for this long time. This is the consequence of Corollary[3.8]and a standard
bootstrap argument.

The first step in the proof of this theorem is to find a symplectic correction to the change of coordinates
given in Theorem3.1] It turns out that this is possible up to correcting the generator of the transforma-
tion by a a smoothing operator, this is the content of Theorem [3.3|whose proof is done in Section[f} At
this point we obtain an Hamiltonian system having the following structure

0,Z =iE(QZ+D(2)Z)+ R(2) Z, (1.23)

where 2(Z)Z and %(Z)Z are vector-fields satisfying the properties listed below equation (1.2). We
shall perform two different Poincaré-Birkhoff normal forms, one on the matrix of para-differential (with
constant coefficients) operators 2(Z)Z and a second one on the matrix of the smoothing remainders
%(Z)Z. This is the content of Section

We shall apply the abstract results we have introduced above to some quasi-linear PDEs on the circle.
We conclude this introduction by stating the theorems we obtain on quasi-linear perturbations of the
Schrédinger, beam and Benjamin-Ono equations.
The quasi-linear Schrodinger equation. Consider the following equation

i0iu—0xxu+ P *u+ f(u,uy, uxx) =0, u=u(x,t), xeT, teR (1.24)

where the f(zg, z1, 2z2) is a polynomial in the varial_)_les (20, 21, 22) € C3 with a zero of order at least 2 at the
origin. The potential Py, (x) = W2m) 'y jez p(j)e"* is a real function with real Fourier coefficients and
the term Pj; * u denotes the convolution between the potential Pj;(x) and u(x) = (v 2m) Y jez u( j)eif x

P * u(x) =f Pa(x—yuydy =Y p(jaje*.
T jez
Concerning the convolution potential Py (x) we define its j-th Fourier coefficient as follows. Fix M > 0

and set
M

pU) = pai) =)

k=1

where 7 = (my,...,myy) is a vector in @ := [-1/2,1/2]M and (j» = /1 +[j|?. We assume that the nonlin-
earity in has the form

Uas

d
S, uy, uxx) = (0z,F) (1, ux) - Ix [0z, F) (U, ux)], (1.26)

where 0, := (Ore(z) — i0im(z))/ V2 and 8z, := (ORe(z;) +101m(z))/ V2 for i = 0,1, and F(z, z1) is a real valued
polynomial in (z9,z1) € C? vanishing at order 3 near the origin. Thanks to the equation
is Hamiltonian with respect to the symplectic form (I.19), namely ita can be written in the complex
Hamiltonian form

O0ru =iV AL (u) =iQu+if(u, Uy, Uxx) (1.27)
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with Hamiltonian function
A :=f Qu-u+F(u,uy)dx, (1.28)
T
where the operator Q := —0, + Pj7* is the Fourier multiplier (recall (1.25))
Qe =wie’, wi=0;m):=j+pj), jeZ. (1.29)
We have the following.

Theorem 1.1. (Long time existence for quasi-linear Schrodinger equations). There is a zero Lebesgue
measure set & c O such that for any integer 0 < N < M and any i € G\ N there exists sy € R such that
for any s = sy there are constants rg € (0,1), cy > 0 and Cy > 0 such that the following holds true. For any
0 < r < ry and any function uy in the ball of radius r of H*(T; C), the equation with initial datum w
has a unique solution

u(t,x) € C°(1-T, T, H(L,O )N CY (- T, T H2W;0), Trzewr ™., (1.30)
Moreover one has that
sup lu(t,)lgs =Cnr. (1.31)
te(—-T,,T;)

Notice that a similar Theorem is given in [26] in the case of a parity-preserving and reversible pertur-
bation f. In that paper it is fundamental to assume that the initial condition is an even function of x € T.
Here we do not need such an assumption since we fully exploit the Hamiltonian structure of the equa-
tion. Notice also that, by using Theorem 3.1} one could recover the local existence result given in [25] by
following the strategy we suggest for the Benjamin-Ono equation in the following.

The quasi-linear beam equation. We consider the following quasi-linear beam equation

Y+ w+my+py)=0, w=wy(tx), xeT, teR, (1.32)

where the mass parameter m € [1,2] and the non linearity has the form

PW) = 8, W, Wxx, Wxxx Wxxxx) » (1.33)

with g a polynomial function with a zero of order at least 2 at the origin. We shall also assume that

W, YV, Wxxs Wxxx> Wxxxx) = (au/G) W, Wx, Wxx)
d 5 d? 5 (1.34)
_a[( wxG)(U/;V/x;U/xx)]"'ﬁ[( wxxG)(V/nynyx)]»

for some polynomial G(¥, ¥, ¥ ). For some information about the model we refer the reader to [18],
[21], [33]. We have the following result.

Theorem 1.2. (Long time existence for quasi-linear beam equation). There is a zero Lebesgue measure
set N < [1,2] such that for any m € [1,2]\ A any integer 1 < N there exists sy € R such that for any s = sg
there are constants ry € (0,1), cy > 0 and Cy > 0 such that the following holds true. For any0 < r < ry and
any function vy in the ball of radius r of H*(T;R), the equation with initial datum vy has a unique
solution and

y(t,0) e (=T, T H RN C (=T, T HAWR), Trzenr™., (1.35)
Moreover one has that
sup |y (t,)llgs <Cnr. (1.36)
te(-T,,T;)

The quasi-linear Benjamin-Ono equation. We consider the following model

U+ AUy +UUx + N (U)=0, u=u(t,x), xe€T, teR, (1.37)
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where the unknown u(¢, x) is real valued, /4 is the periodic Hilbert transform, namely the Fourier mul-
tiplier

HeV* = —isign(j)ell*, jez. (1.38)
The non linearity .4 (1) has the form
N (W) =g, Au, uy, uy, HUyy) (1.39)

where g(z, 21, 22, 23, 24) is a real valued polynomial in the variables (zy, z1, 22, 23, z4) € R with a zero of
order at least 3 in the origin. We assume that

d
(023g)(uyjfu» Uy, HOUx, S Uyxx) = ax (0z4g)(u,<75u, Uy, HUx, FUxx) | - (1.40)

Examples of admissible non linearities are the following:

(1) g=u2%uxx+2uux%ux
(i) g=gw, Au, uy).

We remark that the non linearity .4 () is not necessarily Hamiltonian, i.e. equation (1.37) does not have
necessarily the form

(u]ﬁux ud

u;=JVHu) + JVK(u), J=-04, H(u)z/ 5 +E)dx, VK(u) =bounded operator, (1.41)

T

with V the L2-gradient. Here H(u) is the hamiltonian of the “unperturbed” Benjamin-Ono equation,
namely equation with A = 0. For further details regarding the admissible perturbations A (1) we
refer the reader to [I]. In this paper we assume the as an example, but of course other choices are
possible. We have the following result.

Theorem 1.3 (Local well-posedness for quasi linear Benjamin-Ono-type equations). Consider equa-
tion with (1.39), (1.40). Then there exists sy > 0 such that for any s = sy there exists ry > 0 such that,
forany0 < r < ry, and for any ug in the ball of radius r of H*(T;R) the following holds. The equation
with initial datum uy has a unique classical solution u(t, x) such that

u(t, 0 € C(10, 1 (RO C (10, Dy HATR), T2 (1.42)

Moreover there is a constant C >0

sup llu(t, ) gs < Clluoll gs . (1.43)
te(0,T)

1.4. Plan of the paper. The paper is organized as follows. In Section 2 we develop a para-differential
calculus for symbols which depend non-linearly on a function U in a certain Sobolev space. In Section[3]
we state our main Theorem|3.1]and its principal application to Poincaré-Birkhoff normal form (Theorem
[3.7). Moreover we apply this theorem to some quasi-linear equations, obtaining a result of long time ex-
istence and stability. In Section[4]we prove the well-posedness of several non-linear equation which we
need to solve in order to diagonalize and put to constant coefficient the original para-differential equa-
tion. In Section[5|we produce the changes of coordinates whose composition gives the proof of Theorem
In Section 6] we provide symplectic corrections to the previously found changes of coordinates, fi-
nally in Section[7]we prove Theorem[3.7]

Acknowledgments. We would like to thank Michela Procesi for the inspiring discussions and Massimil-
iano Berti for having introduced us to these interesting problems.
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2. PARA-DIFFERENTIAL CALCULUS

In this section we develop a para-differential calculus following the ideas (and notation) in [9]. We
shall introduce some classes of symbols and operators which slightly differ from the ones in [9]. As in [9]
we shall define classes of multilinear and non-homogeneous symbols (and their relative para-differential
quantization) and smoothing operators. The main difference between our classes and those in [9] is
the following. The non-homogeneous symbols in [9] depend on some extra function U which depends
on space-time variables, in the application the function U is indeed the solution of certain evolution
PDEs. In our case, see item (ii) in Def. the extra function U depends only on the space variable,
however, in the case of space-time dependence of the function U, we recover the definition given in [9]
as shown in Remark 2.3} Roughly speaking the conditions on the time derivative in [9] are replaced by
some conditions on the differentials of the symbols with respect to U in which makes our classes
a generalization of the ones in [9].

In the following we fix some notation that will be kept until the end of the paper. For s € R we denote
by H*(T;C) (respectively H*(T;C?)), with T := R/27Z, the Sobolev space of 27-periodic functions with
values in C (respectively C?). Sometimes we shall simply write H® when this does not create confusion.
Moreover if r > 0 we define the ball of radius r

B, (H%):={U e H*(T;C): lullgs <r}.

We expand a 2n-periodic function u(x) in Fourier series as

inx

e 1 .
u(x) = ii(n) , ii(n):= —f ux)e "™ dx. 2.1)
n;Z Van Ver Jr
We also use the notation
uy=up:=0un) and  u,:=T,:=dn). (2.2)

For n € N* := N\ {0} we denote by II,, the orthogonal projector from L?(T;C) to the subspace spanned by
{einx’ e—inx}’ ie.

o einx —inx
(I, u)(x) := u(n) N +u(-n) N
while in the case n = 0 we define the mean ITyu = \/sznﬁ(O) = % fv u(x)dx. We denote by II,, also the
corresponding projector in L?(T,C?). We shall identify the Sobolev norm || - || grs(t.c) =: || - || g= with the
norms
lell3gs = lull3 = _ZZ<j>25|uj|2, (jy=y/1+1jI?, jeN. (2.3)
€
We introduce the operator (D) defined b]y linearity as
(Dye = (jyell~. 2.4)
With this notation we have that the norm in reads
el == (D) u, (D) w) 2 2.5)

where (-, )2 denotes the standard complex L%-scalar product
(u, V)2 :=f1ru~vdx, Yu,ve *(T%C0). (2.6)
If% = (Uy,...,Up) is a p-tuple of functions, 7 = (n1,...,n,) € NP, we set
;% = (Ilp, Uy, ..., I, Up). 2.7

For afamily (n,...,np41) € NP*1 we denote by max;({n1),...,{np+1)), the second largest among the num-
bers (ny),...,{np+1).

Notation. A <; B means A < C(s) B where C(s) > 0 is a constant depending on s € R.
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2.1. Classes of operators.
2.1.1. Classes of symbols. We give the definition of a class of symbols we shall use along the paper.

Definition 2.1. (Classes of symbols). Let meR, p, NeN, r > 0.

(i) p-homogeneous symbols. We denote by f;," the space of symmetric p-linear maps from (H®(T;C?))P
to the space of C*™ functions of (x,6) € T xR, U — ((x,&) — a(%; x,¢)), satisfying the following. There is
>0 and, forany a, B €N, thereis C > 0 such that

p
1090% a(Tl;%; x,&)| < CIAIF* (&)™ P T I, Ujl 12 2.8)
j=1
forany = (Uy,...,Up) in (H®(T;C?)P, and i = (m,...,np) € (N*)P. Moreover we assume that, if for
some (ny, ..., np) € Nx (N*)P,

Hnga(nn1 Ulr---)anUp;') #0) (29)
then there exists a choice of signs oy,...,0p € {—1,1} such that Z?:o ojn;=0. For p =0 we denote by l~“(’)”
the space of constant coefficients symbols & — a(&) which satisfy with a = 0 and the right hand side
replaced by C (&)™ P In addition we require the translation invariance property

a(te;x,&) =al;x+0,&), VOeR. (2.10)

(ii) Non-homogeneous symbols. Let p = 1, d = 0. We denote by T ;,”'d [r]:=T}'[r] the space of functions
(U;x,6)— a(U; x,¢), defined for U € B.(H™), for some large enough so, with complex values such that for
any s = so, thereareC > 0,0 < ro < r and for any U € B, (H®*)NH® and any a, BN, witha+d -k < s— sp,
the following holds

k
10500 (@S a(U; x,&) i, .., D] < CO™ P max(0, p— KU P | Ul gse ] 101+
= 2.11)
max{0,p—k} k k v
Ul [T 180 Wil v
i=1j=1,j#i

forany hje H®, wherev =1 if k=2 andv = 0 otherwise.
(iii) Symbols. We denote by XI'}}[r,N] the space of functions (U, x,¢) — a(U; x,¢) such that there are
homogeneous symbols ag € f;”, q=p,...,N -1, and a non-homogeneous symbol ay € T'}}[r] such that

N-1
aU; t,x,8) = ) aqU,...,U;x,&) + an(U; x,8). (2.12)
q=p

We denote by ZI'}}[r, N| ® 4> (C) the space 2 x 2 matrices with entries in I} [r, N].

Remark 2.2. We omit the dependence on the number d in the definition of Fpm[r, N] because this is a
number that will be fixed once for all in the procedure that we shall implement in Sections[5 and[7 of our
paper. In the classical definition of symbols one does not have the loss d - k appearing in the definition
above. We have to include this loss in our definition because of the following reason. In Sections[5 and|[7
we shall perform some changes of variable, in one of them we shall redefine the variable of the ambient
space x € T in function of a solution of a para-differential equation whose principal symbol, in these
notation, has order d. For this reason the smoothness in x and in U of the symbols is linked by the relation
a+d-k<s—sy. Insuch away our classes will be closed for the changes of coordinates that we shall define
in Sections[d and[4

Remark 2.3. Let us make a comment about the non-homogeneous symbols defined in the item (ii) of Def.
We claim that if we plug a function U(t, x) (depending on the space-time couple (x,t)) in a symbol
a(U; x, &) we recover the definition given in the previous papers [26] and [9], more precisely the following
holds true. Let K- K' > 0, suppose for simplicity that K — K' < p, and consider a function U € CX=X'(I, H?)
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defined in Section 2 in [26]. Let a be a symbol satisfying (2.11) with sy := 09— 2(K — K') > 1. For any
0<k<K-K' wehave

k
fo%law;tx0l<Cy. Y (@©mF
Y=lki+..+k,=k

Y
—v—1 kj
[(p il U||§0:Y2(K_K,) 1Ullgy—2x—&+a [ ] 10, Ullgy-2tk—k
j=1

Y Y
— ki k;
+IUIDTY [T 105 Ullgy-2k-xn 105 Ullgy—20k-k7)+a |
i=li#j=1

therefore, by recalling that0 < k < K — K' and k; < k, one obtains the thesis. In order to recover the defini-
tion of non-homogeneous smoothing operator given in [9] the computation is the same.

Remark 2.4. Let so > u+1/2 and s = sy. Consider a function U in B,(H*) n H®, then for any0 < a <
s—So and B €N the function a(U;¢&) := a(U,...,U;¢&) defines a non-homogeneous symbol as in item (ii) of
Definition|2.1] To see this let us develop in Fourier series

a(UrrU;x’f): Z a(HnlU;---;anU;g);

ny,...,np€N

therefore by using condition (2.8) and supposing, for simplicity, that ny = ... = n;, we deduce that

0208 a(U,..., Usx,8)| <

p
cC Y @ Py ]Iy, Ul =

ny,...,np€N j=1
4 -0 P g
C Y &P [T () ™ [1{n;)" 1M, Ul 2.
ny,..., Np€EN j=1 j=1

From the latter inequality it is easy to obtain the condition by using the Cauchy-Schwartz inequality
and the fact that L — sy < —1/2 in the case that no differentials, with respect to U, on the symbols are taken.

The estimate for the differentials of the symbol a(U;¢), i.e. the case k > 0 in the notation of item (ii) of
Definition|2.1}, is trivial thanks to multi-linearity of the symbol a with respect its arguments.

We also introduce the following class of “functions”, i.e. those symbols which are independent of the
variable &.

Definition 2.5 (Functions). Fix Ne N, p e N with p < N, withr > 0. We denote by é’zp (resp. Fplr], resp.
2Fplr, N1) the subspace off% (resp. 1“% [r], resp. ZF% [r, N1) made of those symbols which are independent

of ¢. Weshall write§5 (resp. gﬁ[r], resp. Zgﬁ[r, N1] to denote those functions in the classgp (resp. Fplrl,
resp. ZFp[r, N1) which are real valued.

Remark 2.6. The class of symbols F;’f[r], defined in item (i) ofDeﬁnition restricted to B, (H®), is a
Fréchét space equipped with the family of semi-norms

Ialzﬂgsk :=inf{C>0: holds true} (2.13)

with a +d -k < s—syg. The semi-norms on the space of functions & ,|r] are analogously defined and we
shall denote them by Ialf'ks . Moreover we shall use the following notation

aZ:= Y la?y (2.14)

a,k*
a+d-k<s—sg
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The quantity defined in is a norm on the space % y[r]. The couple (¥ ,[r], lal7) defines a Banach
space. We shall also write

lalZy:= Y lally. (2.15)

ass—s
Remark 2.7. Let a € (1] restricted to B,(H®). Then, recalling the definition (2.13)-(2.14), we have for
anya <s-—sg
10%a(U; )l Sslall g r Sslal? r.

More in general, for a € T [r], we have
- r,
(O"™M0FaU; 1)l Sslaly gor -

Remark 2.8. LeracI})'[r], be F’”/ [r]. One can check, by using the Leibniz rule, that

,S< rn < rm
bl S Y el b < cal s b
at+ar=a

Pr+P2=p
k1+k2:k

Consider also a function f(x) which is analytic in some neighborhood of the origin of C and let c € &, [r].
Then, using the formula of Faa di Bruno (i.e. the formula for the derivatives of the the composition of
functions), one has that d := f(c) is a function in %, [r]. In particular
dIy <sC,
where C > 0 is a constant depending only on s and the semi-norm|c|Z . If f(x) = 1/(1+x)—1 and c e i,
thend = f(c) eI'{"[r] and
|d|a ﬁ k NS C

for some constant C > 0 depending only on s and the seminorm |C|a BE

Remark 2.9. (Expansion of Homogeneous symbols). Ler a), € F;’,’ (see Def. . Notice that, by the
autonomous condition (2.9) and the x-translation invariant property (2.10), we can write the symbol ay,

expanding u as in 2.1), 2.2), as

. _ ij g1-0 o [
ay(U; x,8) = Zelfx > () FAQLA A (2.16)
jez oie{t},i=1,...,.p
Z _10iJi=]
for some coefficients (ap) ar U” (f)el“m

2.1.2. Spaces of Smoothmg opemtors. We now introduce some classes of smoothing operators.

Definition 2.10 (Classes of smoothing operators). Letp € R, wlth p=0,p,NeN, r>0.

(i) p—~homogeneous smoothing operator. We denote by 92 the space of (p + 1)-linear maps from the
space (C®(T;C?))P x C*(T;C) to the space C*°(T;C) symmetrzc in(Uy,...,Up), of the form (Uy, ..., Up+1) —
R(Uy,...,Up)Up+1, that satisfy the following. There is u =0, C > 0 such that

maxy ((n1),..., (Np+1))PTH PH
I, R(I13%)11 U <C II,.Uil;z, 2.17
I no (%) Np+1 p+1||L2 maX((}/Ll)“”,(an))p 11:11” n; ]”LZ ( )

foranyt = (Uy,...,Up) € (C®(T;C*)?, any Up+1 € C2(T;C), any ii = (ny,...,np) NP, any ng, np.1 €N
Moreover, if

My R, Uy, Ty Up) M, Ups1 #0, (2.18)
then there is a choice of signs oy,...,0p+1 € {—1,1} such that Z?:g ojn; = 0. In addition we require the
translation invariance property

R(192)|19Up+1) = T9(R@)Up+1), VOER. (2.19)
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(ii) Non-homogeneous smoothing operators. We define the class of remainders e%]_vp [r] as the space
of maps (V,u) — R(V)u defined on B,(H*) x H*(T,C) which are linear in the variable u and such that
the following holds true. For any s = sy there exist a constant C > 0 and r(s) €]0,r[ such that for any
V € B-(H%) x H(T,C), any ue H*(T,C), any0 < k- d < s — sq the following estimate holds true

k
I(dEROV)WIhy, ..., kil gssp-ar < C| max{0, p— IV TSP v igias, [T 115+
j=1

k k

{0,p—k

+ VPR ||SZ TT 1WA Rl s (2.20)
i=1j=1,j#i

ax{o0, k}
v por ||31‘[||hj||so]
j=1

forany hj and U € H®, wherev =1 if k =2 and v = 0 otherwise. Here d is the same number appearing in
the definition of the non-homogeneous symbols, see also the Remark[2.2
(iii) Smoothing operators. We denote by Z%;p [r, N] the space of maps (V, t,u) — R(V, t)u that may be
written as

N-1

R(V;u= )Y Rg(V,...,V)u+Rn(V;Du,

q=p
forsomeR, € 972:7’), q=p,...,N—1andRy belongs to e%]_vp [r]. We denote byZ%;p [r, N1® 4> (C) the space
2 x 2 matrices with entries in Z%;p [r, N].

Remark 2.11. Let R, (U) be a smoothing operator in Z%;fl [r,N] and Ry(U) in Z%;fg [r, N1, then the
operator Ry (U) o Ry (U)|[] belongs to Z%pl+p2 [r, N1, where p = min(p1, p2).

Remark 2.12. Weremark that ifR isin R;, ,p=N, then(V,U) — R(V,...,V)U isin %J_Vp [r]. Thisinclusion
follows by the multi-linearity of R in each argument, and by estimate (2.17). The proof of this fact is very
similar to the one given in the remark after Definition 2.2.3 in [9].

Remark 2.13. In analogy with Remark[2.3 we make a comparison between the non-homogenous smooth-
ing remainders defined in [9] or [26] and the ones defined in item (ii) in Def. Let U(t, x) be a function
in Cf‘K' (I, H) (defined in Section 2 in [26]) and (V, u) — R(V)u be a smoothing operator satisfying
with s := 5o —2(K — K') > 1. Let us suppose for simplicity that p— k—1= 0 and k = 2, in the other cases
the proof may be easily adapted. For any?2 < k < K — K’ we have

y Z Y abRrRwn|ofv,...,0,v,0F u]

k
10¥ ROVl <|
k+k'=k Y=1 ky+..tky=k

s—2k

Y
v | 1 k;
ch{uvnfo TV _ailOF ullg, TT 10, Vil +
j=1

Y Y

-7 Ak" ki kj

+IVIZ 10X wl Z [T 105 VIlplldy Vg +
i=1j=1,j#i

Y
_ ki K’
FIVIETTT19, VI, 19F ull i,
j=1

where the sum in the r.h.s. is taken over the set of indices such that k' + k" = k,ky +...k, = k" and y =
., k'. Ther.h.s. of the above inequality may be bounded from above by the r.h.s. of (2.7) in[26]. Therefore

we recover the definition of non-homogeneous smoothing operators given in [26]. To recover the definition
in [9] the computation is the same.
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Remark 2.14. (Expansion of Homogeneous remainders). Let R), € @;p ® M- (C). Then by 2.18), (2.19)
we deduce the following. First of all write

(RO (Rp(U))I) G P
R”(U)‘((Rp(m)t ®y-) o €% @21
foro,a’ € {£} and i =1,2. Then, expanding u as in 2.1), @.2), we have and
Rp(U))] 27 = —— Ry (U F 2] |e7 (2.22)
P \/_]EZ(k%:Z s )
with entries
Ry (U = Y ((p)’, "”)" Kusv ol jkez\ (o}, (2.23)

T

.....

@mP el ez

zf’ lg-j,:oj—o’k

.....

2.1.3. Spaces of Maps. Below we deal with classes of operators without keeping track of the number of
lost derivatives in a precise way (see Definition 3.9 in [9]). The class %’" denotes multilinear maps that
lose m derivatives and are p-homogeneous in U, while the class .#" contains non-homogeneous maps
which lose m derivatives, vanish at degree at least p in U.

Definition 2.15. (Classes of maps). Let p, NeN, withp<N, N=1andm = 0.
(i) p-homogeneous maps. We denote by ;" the space of (p +1)-linear maps M from (H®(T;C?)P x
H®(T;C) to the space H*(T;C) which are symmetric in (Uy,...,Uy), of the form

(Ul’-~-yUp+l) - M(Ulr-~-!Up)Up+l

and that satisfy the following. There is C > 0 such that
p+1
I M2, Upiallzz < Clng+ ny+ -+ npe )™ ] I, Ujll 2
j=1
forany = (Uy,...,Up) € (H*(T;C?)P, any Up1 € HX(T;C), any ii = (ny,...,np) € (N*)P, any ng, np,1 €
N*. Moreover the properties -2.19) hold.
(ii) Non-homogeneous maps. We denote by 4 &"[r] the space of maps (V,u) — M(V)U defined on
B, (H%) x H%(T,C) which are linear in the variable U and such that the following holds true. For any s = sy
there exist a constant C > 0 and r (s) €]0, 7 [ such that for any V € B, (H*)n H*(T, C?), any U € H(T,C), any
0<dk<s-sg, wehave IId"ﬁ (M(WV)U) [hy, ..., hilll ggs-m-ax is bounded by the right hand side of ([2.20).
(iii) Maps. We denote by Z.4,)" (1, N] the space of maps (V,t,U) — M(V, 1)U that may be written as
N-1
MV;0U =) My(V,...,V)U+Mn(V;)U
q=p
for some M in MM, qg=p,...,N—-1and My in AL (). Finally we setJZl;, = Umzo%’”, Mplr] =
Um=0- ' 1] and 24,1, N] := Upm=oZ M, [r].
We denote byz/%;," [r, N1®.>(C) the space of 2x2 matrices whose entries are maps in the class 4 ;," [r, N].
We also set Zy,[r, N1 ® 4> (C) = UmeRZJﬂr’,” [r, N] ® 4> (C).

«If Misin. 4", p= N, then (V,U) — M(V,...,V)U is in 4 [r].
clfaeXly,
eAnyRe Z%pp[r, N] defines an element of ZJ%[,"[r, N] for some m = 0.

oIfMe Zﬂp[r,N], Me XM (1, N —p], then (V,t,U) - M(V + M(V; nv;nlU]isin ZMP[T,N].

[r,N] for p =1, then OpBW(a(V; t,-)Uisin ZJ%[,”’[r, N] for some m' = m.
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« If M€ Z.4)"[r, Nl and M € 2.4} [r, N1, then M(U; ) o M(U; 1) is in .47 [r, N1

2.2. Quantization of symbols. Given a smooth symbol (x,¢) — a(x, ), we define, for any o € [0,1], the
quantization of the symbol a as the operator acting on functions u as

Op,(a(x,))u= Zi e qox+(1-0)y,uly)dydé. (2.24)
RxR

This definition is meaningful in particular if u € C*°(T) (identifying u to a 2n-periodic function). By
decomposing u in Fourier series as u = }_ jcz U(j)(1/v2m)eV*, we may calculate the oscillatory integral

in (2.24) obtaining

elkx
Op,(@u:= k—j,d-o)k+aoj ii(j)) , Yoel0,1], (2.25)
\/_keZ(]eZZ g ) v2n

where @(k, &) is the k!"—Fourier coefficient of the 2n—periodic function x — a(x, ). For convenience in
the paper we shall use two particular quantizations:
Standard quantization. We define the standard quantization by specifying formula (2.25) for o = 1:

elkx
Op(a)u:=0p (a)u—— E E k i71§))
1 — ( b ]) J )

T ez \jez \% 27[
Weyl quantization. We define the Weyl quantization by specifying formula foro=3:
( Z ( k + ) eikx
(a)u = Op1 (@Qu=— k—j,—)u( )) . (2.26)
V27 ez \jez V2

Moreover the above formulas allow to transform the symbols between different quantizations, in partic-
ular we have

Op(@) =0p"(b),  where b(j,&)=a(j,é- é)_
We want to define a para-differential quantization. First we give the following definition.

Definition 2.16. (Admissible cut-off functions). Fix p e N with p = 1. Wesay that , € C®(R? xR;R) and
¥ € C*[R x R;R) are admissible cut-off functions if they are even with respect to each of their arguments
and there exists 8 > 0 such that

5
supprp c{, O ERP xR I <5},  xp,H=1for || < 5(5%

suppy < {(¢',) eRxR;|&'| < 5O}, x(&,&=1for [l < g(f%
We assume moreover that for any derivation indices « and f3
10200 1p (€, 81 < Cap(@ P, YareN, BeN?,
10205 4(&',6)] < Capt) %P, Yar, PN,

An example of function satisfying the condition above, and that will be extensively used in the rest of the
paper, is ¥ (¢',¢) := ¥(£'/(¢)), where ¥ is a function in C§°(R; R) having a small enough support and equal
to one in a neighborhood of zero. For any a € C*°(T) we shall use the following notation
aDa)x) =} x(Hja
jez
Definition 2.17. (The Bony quantization). Let y be an admissible cut-off function according to Definition
Ifais a symbol in 1"21 andb isin Fpm [r], we set, using notation 2.7),

1 ~ .
aUix )= ), xp 8 alllz;x, ), bx(U;xrf)=§Ax(n,f)b(U;n,5)e‘"xdn-

7nieNP
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We define the Bony quantization as
Op®(a(@;) = Oplay(%;)),  Op°(b(U;") =0p(by(U;t,-).
and the Bony-Weyl quantization as
op™W(a;)) =0pVay;),  op™N(bWU;t,)) = 0pW by (U;-). 2.27)

Finally, if a is a symbol in the class ZF;’,’[r, N1, that we decompose as in (2.12), we define its Bony quanti-
zation as

N-1
op®aU;)) =Y. 0pPlaqU,...,U;)) + 0p®an(U; ),
q=p
and its Bony-Weyl quantization as

N-1
op™(aw;) =Y. 0p®W(a,WU,...,U;)) + 0p®W(an(U;") .
q=p

Remark 2.18. Letac ZF;’}[r, N]. We note that

OpB(a(U; x,8)[v] = 0p®(a" (U; x,O) 1], OpBV(a(U;x,&)[v] = 0p*W(aV (U;x,)(7l,

where
a” (U;x,8) :=a(U;x,-¢).

Moreover if we define the operator A(U)[-] := OpBW(a(U; x,6))[-] we have that A* (U), its adjoint operator
w.r.t. the L*(T;C) scalar product, can be written as

A*(W)lv) = 0p™ (alUsx, 6)) [v]. (2.28)

Remark 2.19. By formula (2.28) one has OpBW(a(U; x, &) ] is self-adjoint, w.r.t. the [%(T;C) scalar prod-
uct, if and only if the symbol a(U; x, &) is real valued for any x € T, £ e R.

The next proposition states boundedness properties on Sobolev spaces of the para-differential oper-
ators (see Proposition 3.8 in [9]).

Proposition 2.20. (Action of para-differential operator 1). Letr >0, me R, p € N. Then: (i) There is

So > 0 such that for any symbol a € f;,”, forany s = sy there is a constant C > 0, depending only on s and on
with « = =0, such that for any %% = (Uy, ..., Up)

p
10p™(a(@; ) Upiillgs—m < C T 1Ujllgso | Upsa ll s, (2.29)
j=1

for p =1, while for p = 0 the (2.29) holds by replacing the right hand side with C||Up1 1l gs.

(ii) Thereis sy > 0 such that for any symbol a € I“Zl [r] and any s = sy thereis a constant C > 0, depending
onlyons,r and 2.11) with0<a <2, =0, such that, foranyte I, any0<dk+2 < s— s,

k
-k

10 Ok @) (U; )y, .., i) i, m-my < CHU T P~ T ki, (2.30)

i=1
Proof. The proof of item (i) may be found at pag. 47 of the book [9], the item (i) of this theorem is indeed
the same of item (i) of Prop. 3.8 in [9]. Note that the proof of item (ii) in the case that k = 0 is the
same given in item (ii) of Prop 3.8 in [9], in the case k > 0 is very similar, however we give the proof for

completeness. Let y an admissible cut-off function ion the sense of Def. We set

bk(xyf) = (dllja(U; ')[hl)---»hk])x = Z X(nvf)nndsa(U;x»f)[hly)hk]

ne”zZ
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for any fixed ¢ € R. Let V be a regular function on the torus, we have the following

OpP @k a(U; x, O, ., ) v = — >N btk -n' Kan oo e
y Xy 1y Il = k -, ’
¢ V2T pez kez 2 V2n

where by Ek(f, n) we have denoted the ¢-Fourier coefficient with respect to x of the function by (x,¢)
restricted at { = n. We need to estimate the general Fourier coefficient by (¢, ¢). By definition we have

by(0,&) =f br(x,&)e “*dx,
T

therefore, by integrating twice in x and by using (2.11) with a = 2 (relabelling sy ~ s + 2), we obtain
7 m 1 p-k £
Ibe (0,01 < C&™ — Ul " [Tk, -
&) j=1

Having this inequality one can conclude the proof as done in the case of Prop. 3.8 in [9]. O

Remark 2.21. Notice that the following holds.
» Letm=0andp =1 and let a be a symbol in ZI'}[r, N|, then the map (U, V) — op®™W(a(U; x,&)V
isin X%, [r,N];
* leta be asymbol in ZI'}'[r, N1, then the map (U, V) — op*W(a(U; x,&))V isin Zdﬂr’f'[r, N] for any
m' = m;
* any smoothing operator in Z%;p [r, N] defines an element of ZJ%’;"/ [r, N] for some m' > 0.

We now state a classical version of the action-theorem on Sobolev spaces for para-differential operators,
whose proof can be found in the book by Metivier [31] (see Theorem 5.1.15 and formula (5.1.25) therein).

Proposition 2.22. (Action of para-differential operators 2). Consider a symbol a € FZZ [r], then it defines
a bounded operator from H® to HS~"" with the following estimate
10P™ (@(U; x, )l 115, 1-m) < 5P~ alU3 %, &) 1o
(eR
Remark 2.23. Note that in Prop. we have better estimates in terms of regularity of the function a(U;-)
in the rh.s. compared to Prop. In Prop. we have more information on the smallness of the
symbol in terms of its dependence of the function U but we have to pay the price of losing some derivatives

in the r.h.s.. In Section[2.5 we shall need the optimal estimate in term of regularity given by Prop. in
several proofs.

2.3. Symbolic calculus and Compositions theorems. We introduce the following differential operator
0(Dy, D¢, Dy, Dy) := D¢ Dy — DDy,

where D, := %6 x and D¢, Dy, Dy are similarly defined. Given two symbols a and b, in the following we
define a new symbol a#,b which turns out to be the symbol of the composition of the para-differential
operators generated by a and b modulo smoothing operators of order —p.

Definition 2.24. (Asymptotic expansion of composition symbol). Let p,p,q be inN, m,m' € R, r > 0.
Consider a € ') [r,N] and b € ZF;”/ [r, N]. For U in B,(H?) we define, for p < o — sy, the symbol

I

s
(atob)(U;x,8):= Y. — | =

k
o a(Dx,Dg,Dy,Dn)) |aW;x,&bW; ym) 2.31)
= k2 !

X=Y6=1)
m+m'—p
p+q

e The symbol a#, b belongs to ZF;"fq’”/ [r, N].
» We have the expansion a#,b = ab + %{a, b} +---, up to a symbol in ET™m+m=2(r N1, where {a, b} :=

p+q
0¢adyxb—0,adsb denotes the Poisson bracket.

modulo symbols in T [r, N].
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Proposition 2.25. (Composition of Bony-Weyl operators). Let p, p, g be inN, m,m’' € R, r > 0. Consider
a€ XM, N] and b€ 3T [r,N]. Then

RU) := 0p™(a(U; x,8) 0 Op®W (b(U; x,6)) — Op®" ((a#, b) (U; x, ) (2.32)
is a non-homogeneous smoothing remainder in Z%;ﬁ;mm, [r, N].

Proof. We give the proof of the theorem in the case that the symbols a and b are non-homogenous in
the classes I';'[r] and FZ” [r] respectively. In the case of composition between operators generated by
homogeneous symbols we refer to the proof of Prop. 3.12 in [9] since our classes coincide with the ones
therein. We set

ay(x,8) = df} aU;x,8) [y, ..., b, |
by (6,8 = d2bU; 5, [y, s Ty, |-

> Py +ky

We have that the (k; + k»)-differential with respect to U of the expression in applied to the vector
[y, ..., B, .\, ] May be written as Op W (r (U; x,&) + r2(U; x, &) where

r(U;-) = ay#by — (ay#by)p,
ra(U;+) = (@y#by)p — (@#b)p,y »

where a#b is the symbol of the composition given in Lemma 3.14 in [9]. We estimate the term coming
from r; (U;-), the other one is similar. At this point one has to use Lemma 3.13 in [9] by using the fact
the the symbols a and b satisfy the estimate @2.I1). By following the proof of the action-theorem [2.20|
one can estimate the HS~"~"'*=2 of Op W (11 (U;)) v for some regular function v obtaining the estimate
of smoothing remainder (up to renaming p — 2 ~» p). The translation invariance property
follows as in [I1]. O

Remark 2.26. As proved in the remark after the proof of Proposition 3.12 in (9], the remainder obtained
by the composition of para-differential operators in Proposition has actually better estimates than
2:20), i.e. it is bounded from H® to H**P~"*™) for any s, with operator norm bounded by | U2

Proposition 2.27. (Compositions). Let m,m',m" € R, N, p1,p2,p3,0 €N, p1+p2 <N, p2+p3<Np =0
andr>0. Letace Zl"”fl [r,N],R€ Z%;f[r, Nland M € ZJ%,;’;”[r, N]. Then

@) RW) o 0p™W(a(U; x,&), 0p®W(a(U; x,8) o RW; 1) are in ZR,°, ) 1, NI.

(ii) R(U)oM(U) and M(U; t) o R(U) are smoothing operators in Z%;f:;’;” [r,N].
(iii) IfR. € %), then Ry(U, M(U)U) belongs 1o 22,1 [, N].
(iv) Letc beinT)), peN. Then

U—-cyU;x,8):=c,..., U MU)U;x,$)

isin X', [r, N]. If the symbol c is independent of ¢ (i.e. c isin ?fp), so is the symbol cpy (thus it is
a function in ZF . p, [, N1). Moreover if ¢ is a symbol in F]”\} [r] then the symbol cyy is in Fﬁ [r].

W) op®W(c(U,...,UW;x,O))\w=mwyu = Op®W(b(U; x,&)) + R(U) where
bU;x,¢&) :=cU,..., U, MU U;x,E)

and R(U) isin 2Ry, ., 1, N].

Proof. We prove (i) in the case of the operator H(U) := R(U) o Op®WV(a(U; x,&)). Let so — m > 1, we have
to estimate the quantity || d[k]H(U) (M., A s+ p—dk—m- We give the proof in the case that the symbol a
isin l“;,"l [r, N] and R is in gZ;f [r, N]. By using estimate (2.20) for the operator R(U) we may bound from
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above, modulo the constant appearing in (2.20), the previous quantity by

k
0,p—k-1
Y Lol UIEEPT Ul 0p™ g atUs %, O, o DV gy T] Wi o
k1+k2:k j=k2+1

k k
,p—k
U= 10p™ @2 aUsx, O lhy, .o DV Y T IR _pllhill  (233)
i=ky+1 j=ko+1,j#i

k
,p—k
TR 0pBW @k a; x, ), ..., DV I T1 1B
j=k'2+1

where by 1 4 we denoted the characteristic function of the set A. We prove the result in for the addendum
in (2.33), the others may be similarly bounded. We just have to use Theorem obtaining

k
max{0,p—k—q}
Lp-r=o Ul ” " PNUN_ T 1Rl
j=k2+1

k>
max{0,p—k-1}
< (Ul P VI TT 1R -
j=1

which is the first line of (2.20) up to renaming sy ~» sop — m. See Proposition 3.16, 3.17, 3.18 in [9]. The
translation invariance properties for the composed operators and symbols in items (i)-(v) follow as in
the proof of Proposition in [L1]. O

2.4. Real to real and self-adjoint matrices of operators. We discuss some algebraic properties of matri-
ces of operators.

Real-to-real operators. Given a linear operator R(U)[-] acting on C? (it may be a smoothing operator
in Z%l_p[r, N] or OpBW(a(U; x,&)) with a € Zl“in[r, N]) we associate the linear operator defined by the
relation

R(H[V]:=RMUH[V], VVeC?. (2.34)

We say that a matrix of operators acting in C? is real-to-real, if it has the form

R (U) Rz(U))

— — 2.35
R (U) R (U) (2:35)

RWU) = (
Notice that
« if R(U) is a real-to-real matrix of operators then, given V = [¥], the vector Z := R(U)[V] has the form
Z = %], namely the second component is the complex conjugated of the first one.
« If a matrix of symbols A(U; x, ¢), in some class ZF{” [r, N] ® #>(C), has the form

aU;x,&)  b(U;x,¢) )
bU;x,—¢&) a(U;x,-&))’

mwma=( (2.36)

then the matrix of operators OpBW(A(U ; x,&)) is real-to-real.

Definition 2.28. (Classical symbol). A symbol a of order d is called classical if a(x,$) ~ ¥ a;j(x,$) and a;
is positive homogeneous with respect to ¢ of order d — j.

Self-adjoint para-differential operators. We now study self-adjoint matrices para-differential opera-
tors. We shall restrict to the case that such matrices are reality preserving, i.e. matrices of the form (2.35).
Consider an operator § of the form

A B
) , (2.37)

S‘Z(E A
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for A, B linear operators and denote by §* its adjoint with respect to the scalar product
(U, V)go := f U-Vdx, U=[%],v=[%eHT,CH,
T
ie.
(‘S’U» V)HO = (U) g* V)HO .

One can check that

o (AW B WU

“\B*w;n A wW;n)

where A* and B* are respectively the adjoints of the operators A and B with respect to the complex scalar
product on L?(T;C) in (Z.6).

Definition 2.29. (Self-adjointness). Let§ be a reality preserving linear operator of the form (2.37). We
say that § is self-adjoint if A, A*,B,B* : H® — HS/,for somes,s' € R and

A*=A, B=B". (2.38)
We consider para-differential operators of the form:

a(U; x,&) b(U;x,E))
b(U;x,-¢) a(U;x,=¢)

op™W(AWU; x,0) := OPBW(

2.39
_(0p"W(aW;x,&))  Op®W(b(U;x,8)) (2:99)

. (OpBW(b(U; x,—¢€) op*W(a(U; x,—é))) ’

where a and b are symbols in F;’f [r] and U is a function belonging to BX(H*) for some s, large enough.
Note that the matrix of operators in (2.39) has the form (2.37). Moreover it is self-adjoint if and only if

a(U;xrf) = a(U;xvé)) b(U;x)_f) = b(U’x)é)’ (240)
indeed conditions on these operators read

(0p™(aU;x,¢))" = OpBW(a(U; x,f)) :
(2.41)

0P (b(U; x,8) = 0p™ (b(U; x,—0) .

2.5. Flows of para-differential operators. The main result of this section is Theorem [2.31] In this The-
orem we analyze the well-posedness of some non linear flows generated by para-differential operators.
These flows will be used in the next Sections as auxiliary flows in order to generate non linear changes of
coordinates. More precisely we study the system in the cases of generators as in (2.52), (2.53), 2.54)
and (2.55). We shall define a sequence of linear problems approximating the non linear one. In section
[2.5.1]we study the linear problem associated to problem (2.51). In section[2.5.2lwe prove Theorem2.31]

2.5.1. Linear flows. Let0<r <« 1, u € B,(H*®) we define the symbols
A (T, u;x,8) = AT, u; )&, with Ae F[2r],

1 < j, real and independent of x

Ai(T,u; EZFj r,N],j=0, and _
j® 1) € XTI, ] {j<1,AJ-—A,-ezrg[r,N],

and we consider the problem

_ 1 BW(; .
{arz— op™" (il(r, u; x,8)) 12, (2.42)

z(0)=u,

where 2 equals either A; or A j- We have the following.
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Lemma 2.30. Let d be the number appearing in the definition of symbols[2.1]item (ii). Consider the prob-
lem (2.42) with?A = A}, then for any0 < j < d the following holds true. For any s = sy there is ry, C > 0 such
that for0 < r < ry, one has:

2@ s < lullgs(X+ Cllullpo)  VOsT<1,

k k (2.43)
107 2(D)l gs-ix < Cllullgslullyysy, 1<dk<s—so.
Moreover
I(du2) W) [hlll gs-; < |l gs(L+ Cllullgs),  VO0<t<1 VheH’, (2.44)
and, forany 2 < dk < s — sy, we have that
II(dLIiz)(u)[hl,...,hk]IIfojksCIIhllle---IlthIHs, Vo<st=1 VhiEHs i=1,...,k. (2.45)

for some constant C = C(s, k) > 0 independent of 2. The same estimates hold true with j =1 in the case
thatA = A;.

Proof. We give the proof in the case of Ay, for A j with j > 0 the proofis similar and for j = 0 it is standard
theory of Banach spaces ODEs. By reasoning as in Lemma 3.22 in [9] one can prove that the flow ®7 =
D7 (1)

0: 0" (1) = Op"W(iA(T, ;; O [@" (W], @°(w) =1d (2.46)
is well posed on H* and satisfies
1T (W) hll s < CllAl s (1 + | ull o) Vost<1. (2.47)

In particular setting z(7) = ®* (1) u the (2.43) holds.
To prove (2.44) we argue as follows. By differentiating in u the problem (2.42) we have

3:(du2) W) (k] = Op"V (1A(1, u; )¢) [(dy2) WIHI] + [ (5 1), (2.48)
(duz(0))(w)[h] = h, '
where
f@w = 0p®WV(i(d, A) (7, u; ) [M)€) (2] (2.49)
By estimate and the Lemma of action of para-differential operators on Sobolev spaces we have
If @, wWllgs Ss bl llzlms Ss lulgslhllgso, Vos7=<1. (2.50)
By Duhamel formula we have (recall (2.46))
T
(dyz)(w)[h) =P h+ d)Tf (@0)_1f(0; uydo
0
which, together with (2.47), , implies (2.44). Iterating this reasoning one gets the (2.45). d
2.5.2. Non-linear flows. Consider the Cauchy problem
0:z2=0p™W(if(r,zx,8)lz],
:2=0p~" (if &) 250
z(0)=u, ueB.(H",
for some r >0 small and s > 0 large, where f is a symbol assuming one of the following forms:
fa,wx,8) =B, u;x)¢, B(r,u;x) € ZF)(r, NI, (2.52)
f@,wx,8) €X' Nl, 0<m<1, f@T,uxd-fT,ux el N], (2.53)
f@,u;x,8) € I, NJ, m<o0, (2.54)
fa@, ;&) eZI{"r,NI, m=0, f(r,u;x)realandindependentof x, (2.55)

with 7 € [0, 1]. We also assume that the symbol f (7, u; x,¢) satisfies the estimates (2.8)-(2.11) uniformly
in 7 € [0, 1]. The key result of this section is the following.
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Theorem 2.31. (The non-linear transport flow). For any s = sy there is ry, C > 0 such that for0 < r < ry,
the following holds. There exists a unique solutions of (2.51) (with generator in (2.52), (2.53), (2.54),(2.53))
z(t) := ®* (u), defined fort € [0,1] such that

K .
z(m) e () Ckqo, 1, HS7%), 0<jK<s-s. (2.56)
k=0
In particular we have
sup lz(D)llgs < lullgs(1+ Cllull gs), (2.57)
7€(0,1]
sup 0520l yps-iie < CllullgsllulXy,, 1<k<s—so, (2.58)
7€[0,1]
sup [(d@X®")(w)hy, ..., bl gsgx < Cll Nl s -+ gl s, Yhie HS i=1,...,k, (2.59)

7€[0,1]

with j = 1 in the case of (2.52), j = m for the cases 2.53), (2.54),[2.55). Finally we have that ®*(u) =
u+ M(t; w)[u] with M(t; u) € 24 [r, N] with estimates uniformint € [0, 1].

The proof of Theorem relies on an iterative scheme based on the ideas used in [25]. We give the
proof of the result of the case f (7, Z; x,¢) in (2.52), the others are similar. Let us introduce the following
sequence of linear problems. Let u(®) € H® such that || ¥ | g« < r for some r > 0. For n = 0 we set

o Ortto =0, (2.60)
7 ) up(0) = 1. '

The solution of this problem exists and it is unique, defined for any 7 € R by standard linear theory. For
n =1, assuming u, satisfies (2.56) for some sy, K > 0 and s = sg, we define the Cauchy problem

0r Uy, — OpBW(iB(T, Un-1;x)8u, =0,
= 0 (2.61)
un(0) = u'”,
where the symbol B(7, z; x) is defined in (2.52). One has to show that each problem «#,, admits a unique
solution U,, defined for 7 € [0, 1]. We use Lemma|2.30|in order to prove the following.
Lemma 2.32. Ifr is sufficiently small, then there exists sy > 0 such that for all s = s the following holds.
There exists a constant 6, depending on r and s, such that for any n = 0 one has:
(S1),, for0 < m < n there exists a function u, in uy € ﬂ’,fzo Ck([0,1]; H %), 0 < K < s — 5o such that
lm (D) s < Nluoll s (1 + Clluo |l o) vost<l,
10X U ()1l sk < Clluoll sl uoll gy, 1= dk<s—s0, (2.62)
||(dlium)(u)[hb-.-,hkllle—k < Cllhillgs--- I hel as, VOst=<1 Vh;eH’ i=1,..., k.

for some C > 0 independent of m, n, which is the unique solution of the problem <f,;
(82),, for0<m < n onehas

K
Z IIGT(um—um_l)ller,kSZ_mr, 3055’55—1, Vo<st<l1, (2.63)
k=0

whereU_1 :=0.
Proof. We argue by induction. The (S1)¢ and (S2), are trivial (see the problem (2.60)). Suppose that

(81);,-1,(82) ,—1 hold with a constant C = C(s) > 1. We show that (S1),,(52), hold with the same constant
C. By estimates on u,-, we deduce that || u,-1|lgs < 2r (if r > 0 is small enough) and the symbol
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B(t, un-1, x)¢ satisfies the hypotheses of Lemma Then the (2.62) on u, follows by estimates (2.43)-
(2.45). Let us check (52),. Setting v, = v, — v,—1 we have that

{6T v = Op™ (BT, tp-1; 0§ v + f = 0, .60
vn(0) =0,
where

fni= iOPBW(B(T, up-1;x)§ — B(7, un-z;x)f) Un-1. (2.65)
Notice that

B(t, up-1;%) = B(T, un-2;x) = (dyB) (7, Up—1 + 0Up-1)[Vp-1]

for some o € [0, 1]. Moreover, by (2.11), we have

1(duB) (T, up-1+0 Vi) [Va1lllrze Ss Cllvp—1ll g .
Therefore, by Proposition[2.22} we have

I fll o < IIiOpBW(B(un—1;X)€ - B(un—z;x)f) Un-1llge Ss Clvn—illgso | tn—1ll g - (2.66)

Let v, ,(7) be the flow of system (2.64) with f,, = 0, which is given by Lemma The Duhamel for-
mulation of (2.64) is

T
vn(T) = Ulun_l(T)fO Wy, (@) fulo)do. (2.67)
Then using the inductive hypothesis (2.62), inequality we get
lvnll gy <= Csrllvn-1llys, VYV t€[0,1], (2.68)

where C; > 0 is a constant depending s. If Csr < 1/2 then we have ||v, |l ;v <27"r for any ¢ € [0, 1] which
is the (S2),,. I

Proof of Theorem[2.31l By Lemma we know that the sequence u, defined by the problem (2.61)
converges strongly to a function z in C°([0,1], H®) for any s’ < s— 1 and, up to subsequences,

u,(r)—~U(r), in H®, O Un(1) — 0, u(r), in HL, (2.69)

for any 7 € [0, 1], moreover the function u is in L>([0, 1], H) N Lip([0,1], H*~!). We claim that, z solves
the @2.51), it belongs to C°([0,1]; H) n C'([0,1]; H*™!) and it is unique. This can be proved by classical
arguments, for instance following the proof of Theorem 1.1 in section 6 in [25]. The (2.58), can be
deduced by differentiating the equation (or using that z is weak limit of the sequence u, satisfying
the estimates ([2.62)). The theorem in the cases (2.53), (2.54), (2.55) may be proved exactly in the same

way modifying Lemma according to Lemma in the case that 2 = A; = f in (2.53), (2.54), (2.55),
with j ~» m. O

3. MAIN RESULTS AND APPLICATIONS TO PDES

In this section we state the main results of this paper. Consider

m=§, keN, 3.1)

and let f;, e ']’ be areal valued, even in ¢ € R classical symbol, i.e. it admits and expansion in decreasing
homogeneous symbols. Let us define the operator Q as

Qeijx:wjeijx, wj=fm(j), VjeZ. (3.2)
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In other words Q := OpBW(f,,,(€)). We consider symbols of the following form

aU;x,&) = A+ amU; X)) fin (&) + am (U; x,6),  m>1, m'= m—% orm'=m-1,

b(U;x,&) = by (U; x) fn (&) + by (U; x,8),

am €SFRIN], bpeSFNLNI, an, by € ST 1N, .
am (U; X,8) = apy (U; x,6) € XTY[1, N1,
and the system
{UZX(U) :=1E0p" W (A(U; x,6)[U] + R(U) (U] 3.4)
U(0) = Up € H® x H®
with R € 2%, [r, N] ® 4, (C) and
A x8= (szgl xx—iz) ﬁg]xx% ' 55

3.1. Regularization of para-differential vector fields. The main result of the paper is the following.

Theorem 3.1. (Non-linear Egorov). There exist so > 0, rg > 0 such that, for s = sy, r < 1y the following
holds true. There exist an invertible map

VB, (HYT;C))n% — H (T;C¥H) na,

such that, setting
Z:=YU), ¥ 2Z)=d¥¥Y2)[xw2)], (3.6)

we have that

Z=%(Z):=iEL(2)|Z]+2(2)[ 2] a1
Z(0) =¥ (Uo) '
where 2 € Z%;p[r, N]® 4, (C) and (see (3.2))
W [fm(S) 0 ) BW . . (mZe 0
R / 1 (3.8)
m(Z;8) i=mp(2) (@) +my (Z;8),  myu(Z2)eZF | [r,Nl,m = m-2
My (Z54) EZF{"’[T,N], My (Z;8) —mpy (Z56) EZT?[T,N].
Moreover, for any s = sg, the maps WY*' satisfy
1= (WD)l s < 10Ul s A+ ClU N o), (3.9)

for some constant C > 0 depending on s.

Proof. We shall apply iteratively Theorems and[5.2] O

Some comments on the theorem above are in order

¢ The Theorem above shows that a system as can be reduced to a diagonal system with con-
stant coefficients plus a smoothing remainder. This will be achieved into two steps: (i) a block-
diagonalization of the system (which is the content of Theorems [6.4); (ii) a reduction to
constant coefficients of the diagonal terms (which is the content of Theorems 5.2).
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¢ The parity assumption of the Fourier multiplier f;,,(¢) is used only in the block-diagonalization
procedure in sections[5.2] Therefore, Theorem 3.1]applies also to scalar equations of the form

u=i0p™(a(w; x,)u+ Q) (ul, (3.10)

where a(u; x,¢) is a scalar symbol as in and Q € Z%l_p [r, N]. In this case, we assume that
fm(=&) = fn(&),i.e. itis odd in ¢ € R, then we have the following result which is a consequence of
Theorem[3.1]

Corollary 3.2. There exist sy >0, ro > 0 such that, for s = sy, r < ro the following holds true. There exist an
invertible map ¥ : B, (H’(T;R)) — B, (H*(T;R)) satisfying estimates like and

2=10p™ (fin(&) +m(z;))z+ Q(2)12l, (3.11)
where z =¥ (u), m(z;&) isas in andQe Z%Ip[r, N].

In the case that the vector field X (U) in (3.4) has an Hamiltonian structure (see (1.18)) we also have a
version of Theorem 3.1Jwhich preserves the symplectic structure of the vector field.

Theorem 3.3. (Symplectic structure). Assume that the vector field X (U) in is Hamiltonian, i.e.
X(U):=XygU):=iJVHU),

for some Hamiltonian H(U) : BR(H*(T;C)) — R. Then the result of Theorem|[3.1] holds with a symplectic
map VY and the vector field % in is Hamiltonian with respect to the symplectic form A in (1.19).
Moreover the operator £ (Z) in (3.8) is self-adjoint.

3.2. Poincaré-Birkhoff normal forms. In this section we state an abstract Birkhoff normal form result
for vector a field #/ (Z) as in (3.7) given by Theorem3.1]assuming that the starting vector field X is Hamil-
tonian. Recalling (3:2), thanks to Theorems[3.1]and3.3|the system (3.7) is rewritten as

Z=%(2) =iEQZ +iEOp™ (IM(Z;6)) Z + 2(2)[Z], (3.12)

where M(Z;¢) € ZT'7"[r, N1 ® 4> (C) is given in (3.8), 2 isin Z%l_p [r, N1 ® 4> (C) and & (Z) in (3.12) is an
Hamiltonian vector field. Furthermore the matrix 9t(Z;¢) is self-adjoint, i.e. it satisfies (2.40). Recalling
the Definitions and the remarks under the Definition we have that

M(Z):=iEOp®V (IN(Z;8)) + 2(2) € T4 [1,N] ® M (C),
hence Z =iEQZ + 4 (Z)[Z] . We also assume that the frequencies are such that
wo #0. (3.13)
In order to state the main result of the section we need some further definitions.

Definition 3.4. (Non-resonance conditions). We say that the linear frequencies w ; in are not reso-
nant, at order N = 1, if the following holds. There are Ny > 0 and ¢ > 0 such that, forany1 < p < N, one
has

lo1wj, +...+0pwj,| = cmax{(ji),..., (N, Voi=%, ji€Z,i=1,..,p, (3.14)
unless p is even and, up to permutations, one has

Oi=0p. |ji|:|j§+i|» i=1,...,p. (3.15)
LetG := (01,...,0p) € {£}?, j= (j1,---» jp) € ZP, we define the resonant set #), as
Fp={G, e <z : holds} (3.16)
for p even and %), = @ for p odd.

The aim of this section is to conjugate, if Q is non-resonant, the system in (3.12) to another para-
differential system of the same form whose symbols and smoothing remainders are resonant, up to terms
of degree of homogeneity N, according to the following definition.
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Definition 3.5. Lera, € f;’f independent of x€ T, R, € @;p ® > (C) and recall the homogeneity expan-

sions in Remarks[2.9,
(i) Given the symbol ay, (recall the expansion ) we define the symbol [[a,]] as

AR op

laph(U; &)= ) (ap);, . jp ) uzl U 3.17)
X! 0iji=0 ’ ’
@),
We say that ay, isresonant if a, = [[ap]l. Leta € ZF{”[r, N] (independent of x) of the form
N-1
aU;¢) = ) ap(U;O) +anU;8), apely, ayeZTylr],
p=1
we define the symbol [[all (U;¢) as
N-1
[all(U;¢) := lapll(U;¢) + an(U;<),
p=1
where [[ay))(U;¢) is in 8.17). For a diagonal matrix of symbols A € XTI [r, N| ® .4(>(C) of the form
a(U;¢) 0
A(U;¢) = —
(i) ( 0 a(U;—f))
we define
. [[lall(U;$) 0
([AN(U;¢) == ( 0 [[E]](U;—(f))' (3.18)

(ii) Given an operator R, (recall the expansion (2.21), (2.22), (2.23)) we define the operator [[Ry]] as the
operator with the form 2.21), (2.22), with coefficients

ok, 1 o1op\a k. oy oy .
(RN = Gop ) Z ' (Cp)j g gt jkeZ\{o}, (3.19)
Y, 0iji=0j-0'k
(BNEeSpr2
where
ﬁ:: (5',0-;0-/) = (017---;0p)0;0/); ]:= (]rjvk) = (jl)---;jprjvk)-

We say that R), isresonant if R, = [[Ry]]. LetR € Z%;p[r, N]® > (C) of the form

N-1 . ~

RWU)= ) Ry()+RN(WU), R,eR,’, Ryei®,/Ir],

p=1

we define the operator [[R]|(U) as

N-1
[(RNU):= ) [RpI(U)+Rn(U),
p=1

where [[Ry]1(U) are matrices of operators with entries given by the r.h.s. of (3.19).

Remark 3.6. Consider a multilinear and constant coefficients in x symbol ay in f;,", and consider the case
of an Hamiltonian vector-field of the form

iE[Op" WA, ..., U;O)U + R, ..., )U] (3.20)

for a smoothing reminder R in f?;p, where the matrix [[Apll(U,...,U;$) is defined as in (3.18). Then its
Hamiltonian function has the form

fOpBW([[A,,(U,...,U;é)]])U-ﬁdx+fM(U)U-(_fdx, (3.21)
T T
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where M(U) = My,(U,...,U) for a multilinear map M, in ./Z[;; ® > (C). We know by Proposition that
there exists R smoothing remainder in % p such that the Hamiltonian vector field of (3.21) equals (recall
(1.18))

iE(0p™™(1Ap1(U,...,0)U +RU,...,1)U) +i]VU(f M(U)U-ﬁdx) :
T
By we must have R = iER(U,...,U)U + Vg (fy M(U)U -Udx). Since we are considering a matrix

whose entries are resonant symbols (they are [[ap]], see Definition , we have R = [[R]] and therefore
R*:=R—[[R] = [iJV5(fy M(U)U - Udx)]l is an Hamiltonian vector field.

More precisely we prove the following result.

Theorem 3.7. (Poincaré-Birkhoff normal form). Assume thatw; in are non-resonant at order N
according to Definition[3.4 and that holds. There exist sy > 0, ro > 0 (possibly larger and smaller
resp. with respect to the ones in Theorem|3.1) such that, for s = sy, r < ry the following holds true. There
exist an invertible and symplectic map

B: B, (H (T;C))n% — H(T;C*) n%,
such that, setting (recall )
W:=98(2), I :=dB(B2)[¥B2)],

we have that

W =y (W) :=iEQW +iEOp™Y (MM (W; ) (W] + (2811 (W) [W] 3.22)
W(0) = B(Z) '
where 2y € Z%;p[r, N ® Mo (C), MM ¢ Zl“é”[r, N]® 4> (C) is independent of x € T and it has the form
(N) .
(N ¢y oy . (W7 (W56) 0
(3.23)

m™MW;8) = mQ) W) frn@ +mD w56, ml)w) ezF NI,
m® (W;&) e 1711, N1,

m!
withm™) (W; &) real valued. Moreover the vector field ¥y is Hamiltonian. Finally, for any s = so, the maps
B satisfy
IB=H D)l <1 Z1 =L+ Cl Zl ), (3.24)

for some constant C > 0 depending on s.

Proof. 1t follows by applying the result of section [7.2] and then, iteratively, the results of Lemmata
i} O

The Theorem above is the key step to obtain a long time existence and stability result for a system of
the form (3:4). In particular the following result is consequence of Theorem|3.7}

Corollary 3.8. (A priori energy estimate). Let W = [ %] € C°([0, T); H*(T;C?)) n C ([0, T); H* "™ (T;C?))
for T > 0 be a solution of the system (3.22) with initial condition Wy = [%8] € B,(H%)(T;C?),0<r <« 1.
Then there exists C = C(s) > 0 such that

t
Nw(O12 < lwollZe +C fo lw@N2do,  Viel,T). (3.25)

The proof of the corollary is given in Section[7}

3.3. Applications to some PDEs. In this section, by using Theorems|3.1}[3.3]and[3.7] we shall prove The-
orems([L.I}[1.2}[T.3]
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3.3.1. The quasi-linear Schodinger equation. We give the proof of Theorem[1.1}

Proof of Theorem[L.1l In order to prove Theorem|[I.1|we shall apply Theorems and Corollary
Let us show that equation satisfies the assumptions of these abstract results.

First of all we recall that the nonlinearity f(u, uy, ) is @ polynomial of maximum degree g = 2. There-
fore, by Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in [25] we have

Fu, g, txx) = OpPV (g2 (U ) 0xx e+ OpPW (ha (U5 x))0.T0
+0p®W (g (U; x)0u+ 0p®W(h (U; x)0, 1 (3.26)
+0p" W (go(U; x))u+ Op™ (ho(U; x)) T+ RU)[U],
where R(U) = Z]E.ZI R;(U) and R; are 1 x 2 matrices of operators in @J_.p, and
q q o
gi(U;x) = j;gﬁ”(u; X, hUx = ]ZZI Wwiw, g7 heZ;, i=0,1,2.
Moreover

8i(U;x) := (0gi,, f) (W Uy, uxx),  hi(Usx):= (0
More precisely, using the (1.26), we have
&2 = _auxlTva hz = —6,TXM—XF,
d d

gl )t th, ).

§1:= = (OuF) +0uuF =0 P, hii=——— (0w uF)+ OuuF ~Oug F, (3.27)
d d
gO:OMgF—E(OuLTXF), h() =OggF—a(6meF).

Recall now that 6§ = OpBW((if)p), p =0,1,2. Then, using the composition Proposition (see also
(2.31)) and the formulee (1.26), (3.27), we obtain

F e, ux) = Op™ (@ (U5 0) ()% + @ (U3 0(i6) + B (U3 0 | u

— — . (3.28)
+ 0p™(B2(U;0)G9? + b1 (U3 0)8) + bo(Us )T + RO,
where R(U) is a 1 x 2 matrix of operators in Z,%’l_p [r, N] (for any N = 1), and
ﬁiZ: —dux,TxF, ’b;2= —GLTXLTXF,
— . 1
ay =0y, 3 F -0, F, ag:=0,;F - zax(aung+auu—xF) , (3.29)
— 1 — 1 1
b1:= hl—ihg, b0=h0+50xxh2—50xh1.
Notice that a;, 15, e X [, N], i =0,1,2. Moreover, by (I.25), we can also note that
p(&):=pE), (eR  pely. (3.30)
Then we write
e ), BW 2 =2
Q:=0p~"(f2(6), &)= +p) ely. (3.31)

The symbol f,(¢) is real valued, even in x and classical, namely satisfies the properties of f;,, in Theorem

By (3.31), (8.28), we have that equation (L.27) reads

= iOpBW((l — @ (U; X)) f2(&) + ay (U; x)i€ + ao(U; &) + az (U; x)p(f))u
_ - _ _ (3.32)
+ opBW( — ba(U; X) f> (&) + by (U; x)ié + bo(U; &) + ba (U; x)p(f))ﬁ+ RHU
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where R is a 1 x 2 matrix of operators in Z%l_p [r, N]. Then, setting
ay:=—a, bpi==by, ag:=do+&pl), by:=Dby+bop(d),
a=a(U;x,¢):=(1+ax(U;x) (&) + a1 (U; x,8), a1(U;x,8) := a1 (U; x) (i&) + ao(U; x,6) (3.33)
b(U;x,8) = by(U; ) () + b1 (U; x,8), - bi(U;x,8) := by (U; x) () + by (U x,8),

we have that is equivalent to the system on the variables U = [ %]

) alU;x,8)  bU;x,¢)
U=iEOp®V(AWU;x,&))U + RWU, AWU;x,&) = 3.34
(O™ (AW;x,O)U + RW) U= sUr—0 aUxn-0 (5.39

where R(U) is some smoothing remainder in Z%l_p [r, N] ® 4, (C) which is real-to-real (see (2.35)). By
(3.33), (3.29) and using that F(u, uy) is real valued, we deduce that

a(U; x,§) = a(U; x,¢). (3.35)

Therefore system has the same form of (3.4), and Theorem3.1]applies. Moreover the equation
(and hence (3:34)) is Hamiltonian with respect to the symplectic form (I.19). Hence Theorem 3.3]
guarantees that the map ¥ given by Theorem [3.1]is symplectic. Then, setting Z = ¥(U), we have that
system conjugates to a system of the form (3.6), with %/ (Z) an Hamiltonian vector field. The
local well-posedness on the system can be deduced as in Theorem Furthermore the linear
frequencies of oscillations in are non-resonant according to Definition [3.4] for any choice of pa-
rameters m = (myq,..., my) (see (I.25)) in [-1/2, 1/21M\ & where A4 has zero Lebesgue measure. This
is a consequence of Proposition 5.5 in [26]. Theorem 3.7]applies and provide a symplectic map B such
that the system for the variables W := 25(Z) has the form (3.22). Namely we conjugate, in a symplectic
way the system to its resonant Poincaré-Birkhoff normal form up to order N (see (3.22)). We used
the map B o ¥. In particular, by estimates (3.9), (3.24), we deduce that

IWlas ~ Ul s, W=2B¥(), (3.36)

if r > 0 is small enough. Let W be the solution of problem (3.22) and assume it is defined on a time
interval (0, T), T > 0. By the estimate (3.25) in Corollary[3.8/and using a standard bootstrap argument
(see for instance the proof of Theorem 5.1 in [26]) one can prove that actually

WO gs SsIWO) s, t€10,T), T>r N,

The latter estimate combined with (3.36) proves the estimate (I.31) over a time scale as in (1.30). This
concludes the proof. ]

3.3.2. Quasi-linear perturbations of the beam equation. Introducing the variable v = ¥ = 6,% we can
rewrite equation as
V=-v,
{ (3.37)

p=Q%w+py), Q:=(0%+m)?.

Notice that the operator Q is the Fourier multiplier defined as

Qeijx:wjeijx, wi=wij(m):=\/ljl*+m, jeZ. (3.38)

We define the complex variable
1

1 1
u:= Q2y+iQ 2v). (3.39)
\/z( v )
Therefore the (3.37) reads
L. i 1 _i(u+u
u—1Qu+EQ Zp(Q 2( 7 )) (3.40)
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Notice that (3.40) has the form @ = i6;H(u, u), i.e. is the Hamiltonian equation (w.r.t. the symplectic
form (1.19)) of the Hamiltonian

H(u,ﬁ):fTQu-ﬁdx+fTP(Q_é(u;;))dx (3.41)

where
Py) =G, Wx, Yxx). (3.42)
We now prove the following.

Lemma 3.9. (Paralinearization of the beam equation). The equation (3.40) can be written in the form
U = X(U), U = [%] where X(U) is an Hamiltonian vector filed of the form (34), where [y, ~ f2(&)

defined as
L@ =/ +meT;. (3.43)

Proof. We reason as done in section First of all consider the function G(¥, ¥, wx) appearing in
(I.34). Since G is a real valued polynomial in the variables (y, ¥, ¥xy) it is easy to check that

cjk(y; x) == (%gwag;wG)(Wr‘/’xr‘/’xx)EZ%RV»N]’ N=1, k,j=0,1,2. (3.44)

Then, using the Bony paralinearization formula (see also Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in
[25]), we can deduce that (see (1.34))
EW, Y, Wy, Waxo Waxxx) = COW)y + Q)y,
: k Ak ry,,BW j (3.45)
Cy):= Y Ckjy),  Cijyp):=(=1*0;0p"" (cji(w;x))0y
k,j=0

forsome Q(y) € Z%Ip [, N]. We note that the operator C(y) is self-adjoint. Indeed Cyp = O pBW(coo(w; X))
is self-adjoint since the symbol is real valued (recall (2.41)). Reasoning similarly we have that the opera-
tors

Co1 (@) + Cro(w) = Op®" (co1 (5 1)) 0, — 0x0p™" (€10 (v X)),
Coa (W) + C11 (@) + Coo(y) = O™ (o2 (3 ))0x — 0 OP"™ (c11 (35 X)) 0 + 05 O™ (20 (95 X))
Ci2() + Co1 (@) = =0, 0PV (c12(W; X)) Oxx + 0xx OP°™ (21 (5 X)) O
Co2 () = 05 Op™ (22 (W X)) O,
are self-adjoint since ¢ = ¢ ;. Using the Deﬁnition and the (3:39), one can check that

1 U+ ~ \U+u _
&k (U; x) = cjk(Q_i ”ﬁ”;x) eSFR (NI, Q) := Q(Q‘E ”ﬁ”) e %", NI. (3.46)

We define
B(U):= i Bij(U),  ByjU):= ﬂQ‘%aﬂgo;aBW(E,w-(U; x)olaz,
k=0 (3.47)
Q) := %Q‘%G(Um‘%
With this notation, recalling (1.33), (3.45), we have that equation reads
i =iQu+iBU)u+iBU)u+iQU)[u] +iQU)[u]. (3.48)

In order to show that equation (3.48) can be written in the form (3.4) we provide a more explicit descrip-
tion of the operator B(U) at the highest order. Let us write Q := OpBW( f(6)), a§ = OpBW((if)p) where
f>(&) isin (3.43). Notice also that

EErm it =1-mE*+m~t.



A NON-LINEAR EGOROV THEOREM 33
Then, using and the expansion [2.31), we have
1.
B(U) := OpBW(az(U; x) f2(&) + a1 (U; x, 5)), @ (U; %) = =58 (U; %) (3.49)

up to smoothing remainders in 2921_'0 [r, N] and where a; (U; x, ¢) is a symbol in ZF% [r, N]. Moreover, since
B(U) is self-adjoint and ¢, (U; x) is real-valued (see (3.46)), we must have that a; (U; x, ) is real-valued.
Using (3.49) we rewrite (3.48) as

- 1+ az) fo(&) az f2(<) ) a(U;x,8) a1(U;x,8)
U=iEO BW( )U EO BW( U+RU)U
EOPT wp©  aranp©) ' TEOP  awin - awix-o)Y TEY
which has the form (3.4). O

We now state a result regarding the non-resonance of the linear frequencies of oscillations.

Lemma 3.10. There exists a zero Lebesgue measure set N < [1,2] such that, for any m € [1,2]\ A, the
frequencies wj = w j(m) in (3.38) are non-resonant according to Deﬁnition

Proof. It follows by Proposition 3.1 in [18] reasoning as in the proof of Proposition 5.5 in [26] O

Following almost word by word the proof of the long time existence Theorem[1.1jusing Lemmata[3.9]
[3.10]one can deduce the proof of Theorem[1.2]

3.3.3. Benjamin-Ono type equations. We prove the following.

Lemma 3.11. (Paralinearization of the Benjamin-Ono equation) Let0 < r < 1 and p > 0. Then there
exist a remainder R € %l_p [r] and a symbol a(u; x,&) in F% [r] of the form

a(u; x,8) = ay(u; X)|E1E+ ay (w3 x,8),  ap(u; x) := (0, 8) (U, AU, Uy, HUy, FUyy) € FLIT],

. 0 (3.50)
a(u; x,8) €Ty [r], ar (u; x,8) — ay (u; x,8) €T [r],
such that the following holds. The equation can be written as
e = =10p™((1+ a2 (1 )IEIE + ar (15%,8) Ju+ RGw) . (3.51)

Proof. Since g(zy, z1, 22, 23, 24) is a polynomial in the variables (zy, z1, 2, 23, z4), it is easy to check (recall
Def. that
bj(u; x) := (azjg)(u,qu, Uy, AUy, FUyy) € FLT]. (3.52)

Then, using the Bony paralinearization formula (see also Lemmata 3.2, 3.3 in [26] and Lemma 4.1 in
125]), we can deduce that (see (1.39))

N (W) =Bwu+Qwu, Qe ’Irl,
B(w) = Op™" (ba(1; %)) 70 .+ Op®" (b3 (4; ) 760, + Op™" (b2 (15 %)) 0
+0p®W (by (1; %)) 7 + Op® (o (u; %)) .
Recalling we write # = Op®W(~isign(¢)). Using the expansion we get, up to smoothing
remainders in %;p (r]

1 ~
B(w) = 0P (b4ilgl¢ + - (b, 1163 + blé] + baic + Bl x,0))

for some symbol b € TY[r]. We also have

1 ), (T
E{lu(u;x),ilflf} + b3 (u; x) €| = —ax(b4(u; x))lrfl + b3 (u; x) (€| €52,050

We define ay (u; x) := by (u; x) and
a1 (U; x,6) 1= (u+ by (; ))& + uy + b(w; x,€) . (3.53)
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Therefore the equation assumes the form
U = =70, u—10p"W (ap (u; x)1E1E + a1 (u; x,6)) + R(w)u,

for some R € %l_p[r]. Since — A0, = —i|é| we get the (3.51). The symbol a; in (3.53) satisfies the
property in (3.50) by explicit computation. O

We are in position to prove Theorem[1.3]

Proof of Theorem[1.3l By Lemma 3.11]we have that equation has the form (see (3.51)) for
some symbol a(u; x,¢) satisfying the properties in 3:3). Therefore the Corollary 3.2 of Theorem 3.1]ap-
plies. Then there is a map ¥ such that the equation for the variable z = ¥ (u) has the form (3.11). The
existence result for such an equation over a time interval [0, T), can be deduce by Theorem in the
case of generator as in (2.55). Moreover, reasoning as in the proof of Corollary[3.8|one can prove an a pri-
ori energy estimate for the equation of the form with N = 1. Then, reasoning as in the proof
of Theorem one can prove that estimate holds over a time interval [0, T) with T 2, L. O

4. SOME NON LINEAR PARA-DIFFERENTIAL EQUATIONS

This section is the core of our paper. We study four non linear problems arising in implementing an
iterative procedure which diagonalizes and conjugates to constant coefficients a system like (3.4). These
problems involve symbols transported along the flows of some para-differential equations and can be
considered as a non linear counterpart of problems arising the Egorov Theory for pseudo-differential
operators.

4.1. Diagonal terms at highest order. The equation that we study in this subsection is the one appear-
ing in conjugating to constant coefficient the principal symbol on the diagonal of the system (3.4). The
equation we need to solve, and that will be used in section[5.1.1} is the (4.8). This equation involves a
non linear auxiliary flow which is the solution of the system ({4.2). Such a system is a highly non-linear
system of coupled equations. Given a function b(z, u; x), we study the well-posedness of such flow in
Section (see Theorem [4.3). In section (see Theorem [4.6) we provide a more explicit expres-
sion of such flow in the case that the function b(7, u; x) is the one associated to a torus diffeomorphism
x — x+ B(u; x) (see equations (4.32), (4.33)). This is necessary in order to solve which depends on
the flow generated by f. A similar problem is faced also in the paper [9]. In such paper the authors do
not look for an invertible change of coordinates of the phase space, as a consequence the equation they
need to solve is "essentially linear". We explain in Remark [4.8| the link between our and their solution,
another comparison between the two methods is made in Remark[4.7}

Finally, in section we look for a solution of equation (4.8). Being a non-linear equation we
use an iterative scheme (see system (4.45)-(4.47), which are well-posed thanks to Section [4.1.1) which
converges to a solution of (4.8). In the proof of the convergence of the aforementioned iterative scheme
one can note the n!" approximate solution of the non-linear system @.50), are "close" (up h.o.t.
in degree of homogeneity) to the "linear" solutions found in [9], see equations (5.1.8) and (5.1.9) therein.
In analogy with the papers [9], [25], [26] this is the most delicate part of our analysis.

Before entering in the core of the section we fix the following notation.

Notation 4.1. Throughout this section (and also the throughout the next ones) we fix a number 1 < m in
%I\I and we work with symbols in ZF’T’ [r, N] with m' < m. We fix d = m, where d is the number appearing
in item (ii) of Definition[2.1} in other words, in the notation of item (ii) of Definition[2.1 we shall work
with symbols in the classes ZF;" ""[r, N] with m' < m. The role of this number is discussed in Remark

Consider a symbol a(u; x,() in the class ZI'{"[r, N], m € R, 0 < r < 1 and assume that it is classical ac-
cording to Definition Assume also that its principal part a,, has the following structure

am(zo, x0;¢0) := (1 + am(z0,%0)) fo(§0),  dm (20, Xo) € foim[r, N, (4.1)
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where fj is a m-homogeneous C*°(R",R) function and z is in H* for s large enough. Let b(t,w,y) €
ZE{R [r, N], T €[0,1], and consider the system

0:x(1) = =b(7,2(1); (7))
0:¢(T) = by(1,2(7); x(1))¢(T) 4.2)
0:2(1) = Op™ (ib(7, z(1); x(1)E (D) [2(D)],

with initial condition (z(0), x(0), ¢ (0)) = (2, X0, o). We have the following.

Theorem 4.2. Assume [@.1). For r > 0 small enough there exists a symbol b(t, w; y) € ZE{R[r, N],T€[0,1],
such that, the following holds.

(i) The flow
(2(1), x(7),E(1)) = Py (T, 20, %0, &0) = (@ (1), @ (1), @ (1)) (20, X0, o) (4.3)
of is well-posed and
z(1) = 0P (1,29) e nK_ CF (10,1, 5, 0=kKk=s, (4.4)
x(1) =0 (1,20, x0) = X0+ PV (1,20, %0), ¥V €T, N] (4.5)
&M =% (1,20, %0, 80) = Eo(1+ ¥ (1,20, %0)), ¥V e zFRr NI, (4.6)

It is invertible, we denote by (&)gf) (7, Zo)@g‘)(r, 20, fco),&);f) (T, Zo, X0, &0)) its inverse where

Z0=0(1,20), %o =0 (1,20, %0), &o =D (1, 20, %0, &0).

We have that
65)(T’ZOrX07€O) = (1+\?§)(T,20,560))€0. (47)

(ii) There is my, in the class Zﬂ([)m[r, N] independent of x € T such that we have

F(b):= (1+an@? (1, 20), (1, 20, %)) (1 + P (1, 20, %)) * = m. 4.8)

The proof of Theorem [4.2]involves many different arguments that we shall study in the following sub-
sections.

4.1.1. Well-posedness of the flow (4.2). In this subsection we study the existence of the flow of for
any generator b(t; w, y) in the class EP [r].

Theorem 4.3. (WP of (4.2)). Consider the problem with b in the class ?{R [r] for some small enough
r > 0. Then there exists0 < ¥ < r such that if zy is in Bz (H®) the following holds true. There exists a solution
of the problem with initial condition z(0) = zy, x(0) = xo, £(0) = &g of the form -@.6) fort€10,1].
In particular (recall 2.13), ) one has

sup ¥V @75 < CIbl?; (4.9)
T€[0,1] ’

sup ¥ @I7 2 < bl (4.10)
7€[0,1] !
z(1) e C°(I, H) n C (1, H*™Y), sup |z(1)ls < Clzolls, (4.11)

7€[0,1]

II(dL’jz)(zo)[hl,...,hk]anfmksC||h1||Hs---||hk||Hs, VO0<t<1 Vh;eH’i=1,...,k. 4.12)
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The proof of the theorem above is based on the following iterative scheme. Define for any n = 1 the
following system of equations

0:Xp =—b(T,2n-1; Xp) (4.13)
0:¢,, = 0xD)(T,23-1;Xn)¢n (4.14)
O0rzp = OpBw(ib(T,Zn—l;xn—l)fn—l)[zn] , (4.15)

(xn(0),6,(0), 2,(0)) = (xo0, S0, 20) -

We shall prove that the sequence of solutions of the problem above converges to a solution of the system
(4.2). To start, in the following lemma, we shall prove that, if z; is small enough in H® for some s > 1, for
any n in N* there are functions ‘I’%X), ‘I’f) in glR[r] such that the solutions of (4.13) and (4.14) are of the
form

xn(T) = X0+ ¥ (1,20, %0), WY e Frl, (4.16)
G =&o(1+¥ @ 20,00), W e . (4.17)

Moreover we shall prove that {‘I’qu)} neN®» {‘ng)}neN* are converging sequences in the space gﬁ[r]. Fur-
thermore we prove that for any n in N* the equation (4.15) admits a solution z, such that {z,},en- is @
Cauchy sequence in H*! and it is bounded in H*.

Lemma 4.4. (Iterative Lemma). Consider b a function in .?{R [r]. There exist ¥ > 0 and s > 0 respectively
small and big enough, such that if zo € B (H®) the following holds true. For any n € N* there exist a unique
solution (x,(1), &, (1), 2, (1)) of the system made of equations (4.13), (4.14), (A.15) with initial condition
(x,(0) = x0,¢1(0) =0, 25, (0) = z¢) satisfying the following properties.

(S1)p: x,(7) and &, (1) have the form (4.16) and (4.17) respectively. Moreover, recalling the notation
(2.14), there exists a constant C > 0 depending on 7 and s (independent on n) such that

sup ¥ M7 < ClblZ; (4.18)
7€[0,1] !
sup W5 (@75 < Cibl?; (4.19)
7€[0,1] ’
zn(1) € C°UL H)YNCHI, H*™Y), supllza(Dlls < Cllzolls; (4.20)
Tel
b(z,zp-1(1), xn-1(7)) satisfies 2.11) for any a and k such that a + mk < s — sp. (4.21)

(82),: We have the following estimates, recall (2.15),

-l | F =27 (4.22)
e w7, <o (4.23)
|z — zn_1ll s <27"*F. (4.24)

Proof. We proceed by induction over n in N*. In the case that n = 1 we have

x1(1)=xo—f0 b(s, zo; x0)d's, 61(r)=€o(1+f0 (be)(s,zmxo)ds). (4.25)

Concerning the solution of (4.15), in the case that n = 1, one has to reason as done in Lemma 3.22 in [9],
obtaining a solution z; () belonging to C°([0,1], H%) n C'([0, 1], H*~!) and such that

sup lz1(T) | gs < Cs,rll 2ol 15,
Tel
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therefore if zj is small enough in H® the statement (S1); is proved by setting
T
Y (7, 29 x0) = —f b(s, z0; Xo) s,
0
T
‘Pf) (T, z0; Xo) =f (0xD) (s, zo; X0)d's.
0
We recall that the is trivial and follows immediately from the fact that function b belongs to E{R [r].
We now prove (S2);. The function v(7) := z; (1) — 2y solves the problem
0:v(1) = Op"W(ib(T; 20, x0)E0) v(T) + Op®V (ib(T; 20, X0)E0) 20,

therefore, by using the Duhamel formulation and Lemma 3.22 in [9] we obtain

lv(D)lls—1 = Cllzolls, llzoll s,

therefore it is enough to choose | zyll 5, small enough to satisfy the third condition in (52);. We obtain the
first line in (S2); by using equation ({@.25). The reasoning for the second line in (S2); is similar.

We suppose that (S1),, (52), hold true and we prove (S1) 41, (S2),+1. We start by showing the
of (§1),+1, we have that

T
Xn1(T) — X0 = —fo b(o,z,(0),xp(0))do
T
:_f b(0,2n(0), X0 + ¥ (7, 20, X0))dor := ¥ (z, 20, Xp).
0

We want to bound the semi-norm I‘I’( 41 (> 20, X0) Iffk for any a and k satisfying a + mk < s — so. We shall
do the computation, for simplicity, in the case a = 0. If a > 0 the reasoning is similar but the computation
is much more tedious. Let K < k where k is as in (4.21), we have

T
DXWY (1,2,x) = fbe(a,zn;x+\Pn(z,x))[hl,...,hK]da.

We expand the term inside the integral in the equation above by using the formula for the derivatives of
the composition of functions, obtaining

X bk Probv T4 (P )

r-e Pyvy j X
> X oyy X > cpri TT(DE Go+ Wi (o, 200) [y oo ]
k=1ki+kp=Kvi=1vo=1p\+..4py, =ki 1 +.. 4Gy, =kz j=1 (4.26)

ki vk q
05! D bz, X0 + W (%0, 20)) | D 22 [hql,l,...,hql,ql] oo D& 2 [ g1y hga, ||

.....

where we denoted y = xo+ \I’( %) (x0, 20) and by C ! some combinatorial coefficients. We estimate the
absolute value of the general term in the sum above The first factor may be bounded from above by

Vi
j=1
here we have used just the definition of symbol (more precisely the definition of a function independent
on ¢) and of semi-norm, i.e. (2.11) and (2.13). For the second factor we have

i 0,1-p;} 1A
Dé’f(xo+\P;”(xo,z()))[hpj,l,...hpj,,,j]|sC(1+|\115f>| Ozl ™ P g, (4.27)
g

)a§1D§5b(zn;xo + W (0, 200) | DL 2 lhg 1,0 gy 1) D zn[h%,l,...,hqu,%]]( <

F max{0,p—k,—1} k4
|b|k1:;; {max{O l_kZ}”Zn” pmhT ” ””So+k1 l_ll”Dzézn[hq]',lr---’hq]',qj]”So (4 28)
J= '

Z

2
{0,1-k»} i
+”Zn”max 7l Z H ”Dzozn[h%,l' hq]',qj]”s()”DZoZn[hqi.l’”"hqiﬂt]||so+k1}-
i=1j=1,j
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Thanks to the inductive hypothesis (4.21) we can apply the Lemma|2.30} therefore we can estimate from
above the r.h.s. of (4.28) by

F,s max{0,p—k,—-1} ke ]
ClbiT ", {maxto, 1= kol zoll =P M izgll g, [TTT im0,
=1li=
! (4.29)

ky J
{0,1—ky}
+ 120l T [T g il gy -
j=li=1
Putting together (4.27), (4.28) and (4.29) we obtain the bound (2.11) for the general term of the sum in
(4.26) up to renaming, with abuse of notation, sy~ s + k; with the constant C in (2.11) replaced by

Vi

CII U+ o)Ibl7

ki,k2’

j=1
which, by using the inductive hypothesis is bounded by C(1 + IbI'Z Nt Ibl‘z by’ Therefore one obtains
by using the smallness of r. ' ,

The proof of of (S1),+1 is similar. One can also deduce the of (81),+1 by equation ([4.26).
Concerning of (§1),4+1 one has to reason as done in Section 3 of [9] by recalling that and
of (81),, hold true.

We now pass to the proof of (52) .1, starting from (.22). By using the fundamental calculus’ theorem
we obtain

T
Xpn+1 — Xn :f b(o,zp-1;%n-1) — b(0, zp; xp)do
0

7T prl
:](; [) axb((f’ Zn-1;Xn1+tY(xn— xn_l))(xn_l - xp)

+ Dzb(U’ Zn-1+7Y(zn— Zn—l);xn) [zn-1—zxldydo.

For the first addendum inside the integral of the r.h.s. of the equation above we can proceed as follows.
Let a such that a < s— sy — 1, we have

0% [0xb(0, Zn-1; Xn-1 +7(Xp = Xp-1)) (X1 — Xp)] =
ay . ay (430)
Z Caya, (axo axb(()', Zn-1;Xn-1+7y(xn — xn—l))axo (Xn-1—%n),
at+ar=a
Therefore we may deduce, by using (4.22) of (S2),, and the formula for the derivatives of the composition
of functions, that
10xb(0, 2013 Xn-1+Y (Xn = Xn-1)) (Xn-1 = Xp)I o
<17 21l Xn1 = Xal g < IBIT, Cr27",
from which the thesis follows if  is chosen small enough in such a way that rC|b|Z < 1/2. The computa-
tion is similar for the other addendum of (4.30), therefore (4.22) of (S2),; is proved. The proof of (4.23)
of (82) ;42 is analogous.
For the proof of (4.24) we define the following quantities and we reason as follows:

b = b(T, 2n; X0 + ¥ (X0, 20) (1 + ¥ (X0, 20)), b1 := b(T, 2015 %0 + ¥ (x0, 20)) (1 + ¥ | (x0, 20)),
fn:=0p®WV(i(b, — bn-1)é0)2n, Un+1 = Zn+1 — Zn-
Since the function z,; solves the problem
0r 211 = O™ (ib(x, 223 30 + WP (x0, 20)) (1 + W4y (x0, 20)) 0 (2ns1],
(and since the function z;, solves the same problem up to relabelling n ~~ n — 1) we have that

OrVps1 = OPBW(ibnfo) Unt1+ fn- (4.31)
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Therefore, by using Theorem 3.5.2 in [9] and the Duhamel principle, we obtain
T -1
Vn+1(7) = GZfO (03] fuzhar',
where O, is the flow of the equation (4.31) with f,, = 0. From the equation above one infers that
lVn+1 (@1 = Clizgllll bn— by ”50 =Crllzp—zp-1 ”So <Cr27"r,

where in the last inequality we have used the (4.24) of (52),. The thesis is proved if one choses r such
thatrC<1/2. g

We are ready to prove the existence of the flow of equation (4.2).

Proof of Theorem[4.3l For any n > 1 we consider the system made by the equations (4.13), (4.14) and
(4.15), with initial conditions z,(0) = 2y, x,,(0) = xo, {,(0) = &y. By Lemma[4.4/and Remark[2.6|we have,
up to extracting a subsequence, a sequence of solutions of the form (4.5) and (4.6) such that

Y W in gRr], 09 — 09w ™ uniformly in xo fora <s—sp—1,

‘Pf) —* 9@ in ff{R[r], 0%‘1’(,5) — 6;"1’(5) uniformly in xo for @ < s—s9 -2,

zp —" zin L*°([0,1], H®), z, — zin L*°([0,1], H®).
We deduce that P& = ¢ §©) = 9@ and z = z. We claim that the triple in (&3) solves respectively the

third, the first and the second equation in (4.2). Let us consider the third equation for instance. We want
to show that there exists s’ > 0 such that

10" ¥ (b(1, 2 0)i€) 2 — Op®W (b(x, 25 X)iE ) 20l ¢ — 0,
when 7 goes to infinity. We can estimate from above the preceding inequality by
10p™ (b(z, 2, )i€) [z — 2]l + |0P®W (b(x, 2; %)iE) [24] — OV (b(x, 2; X)iE ) [20] I ¢
+10p"W(b(1, 2 0)i€ ) [20] — OV (b(T, 23 x)iE ) [20] I
+10p"W(b(1, 2 xp)iE ) [20] — OP°W (B(T, 20 Xp)iE ) (2] I ¢ -

The first summand is bounded by Clzl|;, |z zxll ;. The second one may be bounded by Cl|z|l I ‘If(,f) -

p©) s, l1znll¢, and similarly the others. Therefore it is enough to choose s'+1 < s—1. The regularity of
the solution z may be deduced in a classical way by using the third equation in (4.2). One can prove the
(4.12) by using the (4.9), (4.10), by differentiating the third equation in and reasoning as in Lemma
2.30 O

Remark 4.5. One can note that the inverse flow CB(bZ) (1, 2) of (4.2) satisfies estimates similar to (4.12). This
follows by differentiating the relation &)zz) (1, qDZZ) (1, 20)) = zo.

4.1.2. Explicit expressions for the flow (4.2). As shown in subsection the Theorem [4.3| guarantees
the well-posedness of the flow for any given symbol b(r, w; x) in gth[r]. In particular such a flow
has the form (4.3)-({.6). In order to solve the equation and prove the main Theorem [4.2] we shall
provide a more explicit expression for the flow in the case that b(t, w; x) has a special structure (see
formulee ([@.32), (@.33)). We have the following.

Theorem 4.6. Let B(W;x) be a function in g{R[r]. Then if |W s < 1 for a sufficiently large s then the
following holds.
(i) There is a uniquey(r, W;x) in Ff{R[r], T €[0,1] such that

Xo+7v(T, W, x0) + TB(W, X0 +7(T, W, X0)) = X0, Vre[0,1],x0€T, WeH"'. (4.32)
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(ii) There exists a unique b(t, W; x) in E{R [r] solution of the following equation

BW; x) + 1dw BW; x) [Op®W (b(1, W; x)&) W]

b(t,W;x) = (4.33)
1+7(B)x(W, x)
In particular there is a constant C > 0 depending only on s and | ﬁlfrl such that (recall and )
b7 <c, (4.34)
b1y Ss 1B1%e10- (4.35)
(iii) Recalling -[@.6) (the flow of (@.2)) we have
x(7) 1= %0+ W7 (1, 20, X0) = Xo + Y (1, D} (T, 20), %0) = X0 + ¥ (7, 2(T), X0), (4.36)
§(1) =¢o(1+ \Pif) (7,20, X0)) = So (1 +T(B)x(2(7), X(7))), (4.37)
where b(t, W, y) is given by formula andy(t; W, y) by formula [4.32).
Proof of Item (i) of Theorem[4.6, One can reason as in Section 2.5 in [9]. O
Proof of Item (i i) of Theorem[4.6 We proceed inductively, we define
w;
o= PN (4.38)
1+16(W;x)
and the n-th problem as
W;x) +1dw BW; ) [OpBWY (b1 (T, W; ) E)W
by (1, W ) _BW;) +1dwB(W; ) [0p”" (b1 (T, Wi X)5) W]
1+7(8)x(W, x) 4.39)
dw BW; ) [0p®¥ (b (1, W; x)) W]
:bo(W, x) +7T )
1+7(8)x(W, x)

we shall prove that for any z = 0 the solution is a symbol in 91"@ [r]. More precisely we show that if
B(W; x) satisfies the estimate for a certain sy then for any n the symbol b, defined in satisfies
the same estimate with sy + 1.

By Remark[2.8/we deduce that b, satisfies the (4.34). Using the smallness of r > 0 (see Remark[2.7) one
can also check the bound (4.35).

Then let us assume that b,_; satisfies (4.34), (4.35). For simplicity we show that b, satisfies (2.11),
with estimates as in (4.34), in the case that a« = 0 and k = 0. Moreover we note that it is enough to
prove the claim for dy B(W; x) [OpBW (b,,_1 (T, W; x)&) W]. We have

|dw BW; ) [0p™" (b1 (7, W; )Y W] < CLOP™Y (b1 (W 0O W5, < CIW 5 Wl sy,
where we have used in the first estimate the for the symbol B(W; x) with @ = 0 and k = 1 and in the
second we have used the Theorem[2.20l
We now prove that the sequence of b, converges for any 7 > 0 in the space gf%[r], therefore its limit is a

symbol and solves the equation (4.33). More precisely we prove, by using that || W||s,+1 < 1, that for any
there exists a constant C > 0 such that (recall (2.15))

b1 — balZy < C27 D, (4.40)
for any n =1 and 7 > 0. We note that
(b1 = bo) (1, W; x) = 7dy B(W; ) [ Op®Y (b (7, W; 0)E) W],
therefore thanks to the smallness of W and to the fact that b, is a function we obtain the withn =1.
We proceed with the inductive step
duW; %) [Op™ ((by = by-1) (1, W; x)§) W]

(bn+1=bp) (T, W;x) =7 1+ 7(8)x(W;x)

)
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by using formula (2.11), the smallness of | W1l ., (therefore of (8)x(W;x)) and Proposition we ob-
tain
[(bn+1 = bp) (T, W; X)| < Cliby — b1l Wil 11 < Clbpsr — bnl‘?HWIlsO IWlg+1
<C2TM W IWllg 41 < C2_n_1||W||so+1,

where we have used the inductive hypothesis and the smallness of || W/, . To prove the itis enough
to apply 8¢ for @ < s— (sp + 1) and reason as above by using the chain rule.
Reasoning as done in the proof of Theorem[4.3] one deduces that the sequence b, (W; x) converges in the
space g;luqz[r] to a symbol b(W; x) solving the equation (£.33). Let us prove that such a solution is unique.
Suppose that there exists another solution b(W; x) of (#.33). Then we have

duBW; x)[OpBY (b - b)(t, W; x)E) W]

(b-b)(r,W;x)=1 1+7(B)x(W;x)

’

which, as before, implies
lb— BllL;o <7CIWllg 1 Ib- EllL;o,

therefore a contradiction if [W| ., is small enough. U

Remark 4.7. Notice that the first order of approximation of our symbol b (see the ) coincide with the
definition of b given in the paper [9].

Proof of Item (iii) of Theorem[4.6] First of all we recall that by Item (ii) we have that b € #X[r]. Hence
the flow in (4.3) of (4.2) is well-posed and unique and satisfies (4.4)-(4.6) by Theorem So we just have
to show that x(7) defined in (4.36), with b given in item (i), solve the first equation in (4.2). We recall

that, by and (@.4), we have x(1) = xo + Y (7, CDEJZ) (7, 20), X0). By differentiating we get
0:x(7) + P(2(1), x(1)) + 7(duf) (2(1), (1)) [0 ()] + T(0xB) (2(7), x(1)) 07 x(7) = 0.

Hence
B(z(1), x(1)) + T(dyuf) (2(1), X (1)) 07 2(7)]

1+7(0xp)(2(1), x(7))
where u = z(7). We shall use this notation also in the rest of the proof. Recalling that (see the third
equation in (:2)) one has 8, z(1) = Op®W(ib(z, z(1); x(1))é (1)) [2(1)], and using the definition of b in
the implies

07x(1) =— , (4.41)

0:x(1) = 0 (x0 +¥(7, 2(1), X0)) = —b(7, 2(1), x(1)),
which is the first equation in (4.2).
Consider now ¢(1) in (4.37). Hence
0:¢(1) = §0(B)x(2(1), x(1)) + T (B) xx (2(T), X(7)) 07 X(T)

4.42
+¢07(d B« (2(7), x(T) [0 2(T)]. (4.42)

This is true because
0x(duw(B) (w, 0)1) = (du(B)) 1w, ). (4.43)
By ([.42), using (4.37), the first and the third equations in we also deduce

(Bx(2(r),x(1)) &) (B)xx(2(1), (7)) 07 x(7)
1+7(B)x(2(1), x(7)) 1+1(B)x(24(1), x5 (7))
(duP)x(z(1), x(1) [OpBY (ib(z, 2(1); x(1))E(T)) [2(7)]]

+7é(1) 1+7(8)x(2(1), x(1)) .

0:¢(1) =¢(1) b(z,z(1), X)
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Now, using ([4.33), we have
(b)x(7,2(1), x(1)) =
_ B@,x(@) +1(duf) (z(@), x(0) [0p®V (ib(z, 2(1), x()§ (1) [2(D)]]
= A+ 1002w, 1)? (B) xx(2(1), (1))
B)x(z(1), x(1)) +r(dumx(z(r),x(r))[OpBW(ib(r,z(r);x(r))f(r))[zm]
1+7(B)x(2(1), x(1)) 1+7(B)x(2(7), x(1)) '

again recalling (4.43). Therefore

0:6(1) =§(1) (D) x (7, 2(7), X(1)) ..
This means that solves he second equation in (4.2). d

Remark 4.8. Notice that, by Taylor expanding in z the flow <I)(bz) (1,2) in [@.36), (4.37), one obtains the
formula (3.5.31) in [9] up to higher order homogeneity terms.

4.1.3. Proofof Theorem[4.2 In this subsection we conclude the proof of Theorem[4.2] The key point is to
understand how to choose the function b(r, W; y) in such a way the equation is satisfied.

Notice that by Theorem 4.6/ we also deduce information on the inverse flow (.2). In particular, using
(4.36), we can rewrite the equation (4.8). It is easy to check that

m

F(b):= (1+ am(z0, ) (1 +7y(L, 2, J’))|y:x+/5<z,x) = my (4.44)
where v, b are given (in terms of ) by and and
z=07(,z), — 2=0P0,2).

The equation is non linear in the symbol b(t, W;y). So, roughly speaking, we shall construct the
solution b = by, of as limit of a sequence of approximate solutions b, (t,W;y) € Z;'[r]. More
precisely, let yo = B0 = bp = 0 and for any n = 1 consider the problem

07 %n(T) = =bu(1,2,(1); X0(7)), (4.45)
0:&n (1) = (bp)x (1, 2,(1); X0 (T))E R (T), (4.46)
0:2n(1) = OV (ibn (7, 2 (1); X0 (1)) (1)) [2n (7)1, (4.47)

where by, (7, w, x) it the symbol defined by

BW:
b (7, 10,%) 1= Br(w,x) +1(dufr) (W, x)[Op°*" (ib,(r, w, x)¢) [w]] (4.48)
1+7(Bn)x(w, x)

and B, (w, x) is defined by

Xo +Vn(T, w,xp) +TPn(w, xo +yn(T, W, xo)) = Xp, v1e[0,1],x€T, weH?, (4.49)
and
1
-1 my (w)
Yn(l, w,x) =0 = -1, (4.50)
1+am@,° (1,w),x)

m

my(w) = -1. (4.51)

-1
1
21 f — 1 dy
T (1+ Zim(q)gf)_l 1, w),x))m

We shall prove inductively the following: for any n =1




A NON-LINEAR EGOROV THEOREM 43

(81), Onme has that m,, in (4.51) belongs to 9§[r] and it is independent of x; the functions v, 8., by
given respectively by (4.50), (4.49) and (4.48) belong to EIR. In particular we have that there exists
a constant C > 0 depending only on |Gy4|7 such that

F F F
|mn| +|Yn| +|ﬁn| +|bn|3 Nsc (4.52)
Moreover
F F F F ~ | F
|mn|5y() + |Yn|s+1y0 + |,Bn|5+1,() + |bn|3,0 ,Ss |ad|s,0 . (4.53)

(S82), the flow of (4.45)-({4.47) with b, given by is well-posed, has the form
2 (1) = D (7, 20) € Nf_o C*(10,11; H*H),
X (T) = X0 +Yn(T,2,(7), X0), (4.54)
$n(1) =8o(1+T(Bn)x(2n(1), x4 (1))

We argue by induction.
Inizialization. The (S1)q, (S2)( are trivial.
So we assume that (Sk) j, for k = 1,2, hold true with0 < j<n-1.

Proof of (S1),. By the inductive hypothesis b;_; is a symbol in gl[R[r], hence, by Theorern the flow
of with b ~» b,_; is well-posed. Therefore, using the formula of Faa di Bruno and {.12), one can
check that (reasoning as in -(4.29))

|aq(@ (1, w), 017 Sslaali .

Hence, using the and Remark 2.8} one deduces the for m,,. Recalling Remark 2.7/ one ob-
tains the for m;. The estimates @.52), for y,, follow in the same way using and the
smoothing effect of the Fourier multiplier 47!

Using the relation at 7 = 1 one construct the function ﬁn (independent of 1) as the inverse
diffeomorphism of y = xp + v, (1, w, x9). One can check that I,Bnls <s C(Iynlg) and |:Bn|so <s |Yn|so
Hence the (4.52), hold for ,,. The family [0,1] 3 T — y, (7, w; Xo) is given by item (i) of Theorem
Since 3, satisfies (4.52), then, item (i) of Theorem[4.6|implies that the function by, in is

well-posed and satisfies (£.52), [£.53). O
Proof of (S2),,. Thanks to (£.52] . we can apply Theorems[4.3|and [4.6| (see item (iii)) which imply
the (@.54). O

In order to conclude the proof of Theorem[4.2]we have to check the (.8). We need some preliminary
results which are consequences of (S1), (S2),.

Lemma 4.9. Forr > 0 satisfying

rCs sup (|bn|§f’+ |bn_1|ff) «1, (4.55)
7€[0,1]
for some C; > 1 we have
sup IIqD(Z) <I)(Z) s <sr sup |b,— n—1|?—1,0v (4.56)
7€(0,1] 7€(0,1]

where CI)ZZj), Jj =n,n—1isthe solution of [4.47).
We postpone the proof of Lemmal4.9/and we first show some consequences.

F (2 & () ; ; (2) (2) ;
Remark 4.10. If® b, and ® b, are respectively the inverse flows of @ b, and ® by, then on can write

5,(z) q)(z) __{I‘)E)Z)(q)(Z) q)(z) )q,(z)

nl nl nl
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Then, since IICD(Z) s <s llzoll s, j = n,n—1 (it satisfies the same estimates of the flow <I)(Z) in @.11)), and
using the (4.56 - we deduce

sup @Y - a1t Ssr sup by — bn- 171, (4.57)
7€[0,1] " 7€[0,1]

Notice that, by (4.52), we have
b, —* bin F}r],
with b still satisfying @.52). Moreover, by Ascoli-Arzela theorem, we deduce that
b,—b in CNT,R), (4.58)

for 0 < k < s — sp — 1 uniformly in xyp € T. Hence we deduce b= b, which means that b € =9'<«"{F‘E[r] with
bounded |- If"‘_ ,-norm. In the same way one deduces that m,(w) converges in norm | - I‘?O to another
constant function my (w). We are now ready to prove (4.8).

Lemma 4.11. One has that F(b,) — my(w) in the space Ck(T,R) withO<k<s—so—1.

Proof. We set
z2=2,(1) =0 (1,29), x=x,(1) =D (1,x0).
Then, using the (4.54) in (S2),,, we have that

Fby) = (1+@m(@ (12,8 (1,2,0)) 1+ P (1,2,0)"
1+am (p(Z)(l 2), y))(1+(y,,)y(1 z, y))ly x+Bn(z,0)

(1+ am q>(Z) (L,2), y))(l+(Yn)y(l»Z»,V))|y:x+ﬁn(zyx) (4.59)

~~

- n

+[an(@0,2,9) - an(@5),0,2,5)[(1+ 0y 0,2 D)) eip, 0

to be bounded

To bound the last term in (4.59) we reason as follows. Recalling that d,, € &, R we have

I(du@m) W) [@(1,2) -0 (1,2)]lrg Ss 197 (1,2) - D (1,210
4.57)
Ss Tosup |bn_bn—l|i1,o-
7€[0,1]

By (4.58) we have that the estimate above implies F(b;,) — m,(w) in C%(T,R). For the derivatives in x
one can reason similarly. g

In order to prove Lemmaf4.9} we need the following result.

Lemma4.12. Let f € &, [r] and define

1
G(7,20; %0) := f(2j(1), x;(1))S (”g

where (zj(1),x;(1),¢ (1)) is the flow of (4.45)-(4.47) generated by b;. Then, for r small enough, one has

sup |G| ()Ns sup |f| o +Tr sup |b1|so)
7€[0,1]

Proof. First of all we have

0x,G = f(zj,xj)axo‘l’( o +¢j (T)gr (0xf)(zj,x)0x,Xj
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Hence (recall (2.11))
10x, Gl Ssll f(zj, x) 11 ||0x(,‘1’§fj) |+ (1+ II‘PE;’? I 10x ) (zj, x) e (1 + IIOxO‘PEj;) )

AT0
Ss I floolbilTolzil ol zoll grsos (4.60)

~S

&) F F F
+ A+ 1 2ol 10 I L F 1T (1 + 15 1T I 20l o) 127 s

Using (4.11) we obtain
sup |G|“1?0 <s sup Iflfo(l +71 sup ijlfo).
7€[0,1] T7€(0,1] 7€[0,1]
To estimate [|0%, Gl one can apply the formula of Faa di Bruno and reasoning as done in (4.60). O
Proof of Lemmal4.9. Consider the equations ([4.45)-([4.47) and set, forany n =1,
Xn (1) := xn (1) — Xp-1(7), (4.61)
Yy (1) :=¢n(1) = ¢n-1(1), (4.62)
Zn(1) 1= 2p(7) — 251 (7). (4.63)
We claim that if (4.55) holds then, for s = sy + 2,
sup (|Xn|(?,1’0 + |Yn€alli2’0 + ”Zn”Hs‘l) S,s r sup |bn - bn—llil,o . (4.64)
7€[0,1] 7€[0,1]

The (4.64) implies the (4.56).
Let us prove the (4.64). Notice that, for some o; € [0,1],i =1,...,6,

—0: Xy, (axbn)(Ty Zny Xp—1+01Xp) [Xn] + (dubn)(T;Zn—l +022n,Xn-1) [Zn] (4.65)
+ (bn - bn—l)(T, Zn—1,%Xn-1).

0: Yy (bp)x (T, 20, X)) Yy + fn—l(bn)xx('fr Zn, Xp-1+03Xy) [Xn]

(4.66)
+¢n-1 (dubn)x(Tr Zp-1+042Zy, Xn-1) [Zn] +¢n-1 (bn - bn—l)x(Ty Zp-1,%Xn-1).
0:Zn @ OPBW(ibn (T, Zn;xn)'fn) (Zn] + OPBW(ibn (T, 2n; Xn) Yn) (2n-1]

+ OpBw(i(dxbn) (T, Zn; Xn—1 + 05 Xp) [anfn_1) 21l
(4.67)
+ OpBW(i(dubn)(T,Zn—l + aﬁzn;xn_l)[zn]gn_l)[zn_l]

+ OPBW((bn - bnfl)(T; 2n-1, xnfl)énfl) (Zn-1].
We now estimate X, (7) in (4.61). First we note that, by (4.65),

Xn(r)=f0 (0xDy) (8, 20 (2), Xp—1 (1) + 01 X (1)) [ X ()] d 8
+f0 (dubn)(t,2p-1(0) +02Z,(0), X1 (1) [ Zn(D) | dt (4.68)

T
+j(; (bn - bn—l)(t» Zn—l(t)y xn—l(t))dt.
Notice that
Xp-1(0) + 01 X3 (1) = Xp-1(8) + 01 (xp — Xp-1) (£)
satisfies, by using (£.9)-@.10) (with b~ b,,—; and b ~ by,),

F,s F F
sup|x,-1+ O'IXn|a,O Ss |bn|s,0 +1bp-1 |3,0 (4.69)
Tel
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Similarly we can get bounds on &;,— l(t) +0Y,(?) and z,_1 (1) + 0 Z,,(¢t) for some o € [0, 1]. Then, by differ-
entiating the (£.68), using Lemmal4.12| (see also (4.69)) and recalling Remark[2.7} we get

sup |Xn|s,0 gs rAn|Xn|s,0 +CullZpllgs + 1 sup |by— bn—1|s,0(1 +71 sup |bn—1|s,0) , (4.70)
7€(0,1] 7€(0,1] 7€(0,1]
where
Ani= sup [balZ o1+ rIbalZy + ribaa1Z), (4.71)
7€[0,1]
. F
Cn:= sup |bulg;- (4.72)
7€[0,1]

Therefore, for r > 0 such that
A,<1/2 (4.73)
we get we obtain

sup |Xn|g0,\,s Cull Znllgs +1 sup |by— by 1Is0 (4.74)
7€[0,1] 7€[0,1]

We recall that, by (4.6), the symbol Y, !is actually a function in E{R [r]. Then reasoning as done for X,
and using equation (4.66), we deduce

-1 F F F F
sup 1§y Yulgo Ss7 sup |bnlgyoo sup 1Xuly + sup |bplg,, sup 1 Z,ll s

7€[0,1] 7€[0,1] 7€[0,1] 7€[0,1] 7€(0,1]
by —bn_11Z, (1 b7
+r sup |by n—1|5+1,0( +71 sup |bp1ly) 4.75
€[0,1] 7€[0,1] (4.75)
. 7
Ss sup |bn|5+2 sup [ Zullgs+ 71 sup |bn_bn—1|s+1y0
7€[0,1] 7€[0,1] 7€[0,1]

where we used the smallness condition

r sup (|bn|s+2o+|bn 1|s+20) <1. (4.76)
7€[0,1

We now consider the equation (4.67). Using Proposition[2.22) (and r > 0 small enough)we deduce

10p™W (i (T, 215 %) Y ) 2na 1 11 s 121l st 151 (T, 25 ) Y gl 1o

Lem/LL2 F -1y | F
,Ss lzn—1ll gs+1llznll g0 sup |bn|0y()2 sup |50 Yn|0,()
7€[0,1] 7€[0,1] (4.77)
4.75 >
Ss 1zn—1ll gs1 sup |by |so+2 sup 1 Znllgso + 1 Zp-1ll gse17 sup |bp —bn-1lg 410
7€[0,1] 7€[0,1] 7€[0,1]

Reasoning in the same way and using (4.74), (4.72), we get

10p™(i(0xbn) (7, 20 X1 + 05 Xa) Xn) -1 | (21 rs+

IIOPBW(i(d b )(T,Zn—l+UGZn;xn—l)[anfn—l)[Zn—1]||Hs (4.78)
Sslzn-1llgs1 sup Ibn|30+2 sup | Znllgso + 1zp-1llgsarr sup by — by 1ISO+10
7€[0,1] 7€[0,1] 7€[0,1]
and
||OpBW((bn_bn—l)(TyZn—l’xn—l)fn—l)[zn—ll”HS Ssllzn-1ll s+ sup |bn_bn—l|5()r~ 4.79)
7€[0,1]

Finally, recalling and using symbolic calculus, one can check that

Re((D)* Op™ (b (7, 203 X)) Za), (D) Zn) , S5 1 Zallye sup [balZor (4.80)

7€(0,1]



A NON-LINEAR EGOROV THEOREM 47

Therefore, putting together the (4.77), (4.78), (4.79) and ({4.80), by equation (4.67) we deduce

011 Znll5s Ss ”Zn” s sup |bnlgor+||zn s 1 Zpll gs sup |bn|50+2 sup I Znll o
7€[0,1] 7€[0,1 0,1] (4.81)

+zn-1ll gse 1 Zullgsr sup by — by 1|So+10
7€(0,1]

We now recall that [ z,—1 | gs Ss . We use formula (4.81) with s ~ s— 1. Then, for r > 0 (small enough)
such that r sup, Ibnlff;) < 1, we get

2 F
sup [1Zll%e1 Ss sup Nzp-1llgs sup 1 Zpllgsr sup [bp—bp-i1lg 410, =

7€(0,1] 7€(0,1] 7€(0,1] 7€(0,1]
sup 1 Zyllgs1 < r sup |b;, —bj,- 1|30+10 (4.82)
7€[0,1] 7€(0,1]

Since condition implies (4.73)-(4.71) with s ~ s—1, and the with s ~» s —2, then by (4.82),
(4.75) with s ~ s —2 and (4.74) with s ~ s — 1 we obtain the (4.64).

In order to conclude the proof of Theorem [4.1.3|we need to prove that actually the functions b(w; x)
and my(w) belong to the class Z{GJ{R [, N]. In order to prove such a fact one makes the following ansatz:
b= Z;VZ ,bj with bj € §1R and by in & }'\‘}[r]. Then one may prove, by using Taylor expansions, that the
flows in and are verified, while the flow z(1, zo) = 29 + M(7, 20) 29 In with M in the class
X[, N]. One find, by using (4.8), some recursive equation on the terms b;, which may be expressed
at each depending only on by with k < j. U

4.2. Off-diagonal terms at highest order. In this subsection we study a non-linear problem we need
to solve in order to conjugate system to another one whose matrix of symbols is diagonal at the
highest order. A similar problem has been solved in [26]. In such a paper the matrix is diagonalized by
means of a parametrix generated by the matrix of eigenvectors of the original matrix. Unfortunately it
is not easy to transform such parametrix in a change of coordinates of the phase space. At a linear level
the diagonalization problem has achieved in [25] by means of auxiliary linear flows. We adapt the last
strategy to the non-linear problem.

The main result of this subsection is Theorem [4.13] This result shows that the equations and
have solutions in the our classes of symbols. Furthermore it guarantees that it is possible to choose
the generator of the flow in in such a way the new off-diagonal symbol b™ equals 0. The proof is
quite long and it is divided in several steps. In Section [4.2.1)we study the well-posedness of equations
and (@:87). In Section[4.2.2)we solve (4.89), this is a non-linear problem and the unknown is the
generator C of the flow (4.85), the techniques used are similar to the one used in Section[4.1.3]

Consider functions

a(U; x) EZL‘?{R[r,N], b(U;x) € Z&,[r,N]. (4.83)
Let
C(r,U;x) e 2%, [r,N], T€]0,1], (4.84)
and consider the equation
— BW .
{(;T(i)(i) ;ooj[ﬁz (,C(T’Z(T)’X)NZ(T)J» Cn U= C(T,OU; 9 ) e

In the following we shall write dy to denote the differential of a symbol a(U; x,¢) with respect to the
variable U = [%], i.e.

(dy@)(U; x,8)[H) = (dy @) (U3 x,§) [kl + (dz@)U; x,OR),  H=[1].



48 ROBERTO FEOLA AND FELICE IANDOLI

We consider the two problems

0ra* (x,2;x) = ~2Re(C(x, Z; 0B (7, Z %)) - (dya")(x, 230 [0p™Y (C(2; 1) 121], w.6)
1+a70,Z: ) =1+a(Z: %), '
0:b* (1, Z;x) = —2(1+ a* (r, Z; x))C(1, Z; x) - (dyb") (r, Z; x) [Op™ (C(Z; 1)) [ 21], w87
bt (0,72;x)=b(Z;x). '

The following holds true.

Theorem 4.13. Assume ([4.83). For r > 0 small enough there exists a symbol C(t,U; x) as in (4.84) such
that the symbols defined by (4.86), (4.87) are such that

a*(t,U;x) eZFRInNl,  b*(1,U;x) € 2%, [r,N] (4.88)
with estimates uniform in 7 € [0, 1]. Moreover one has
F(C):=b*(1,Z;x)=0. (4.89)

The rest of the section is devoted to the proof of Theorem At the beginning we shall work with
non-homogeneous symbols in the class & [r].

4.2.1. Solutions 0fd4.8a), 44.87]). First of all we note that, if the symbol C belongs to % [r], the flow in
is well-posed by Theorem [2.31|applied with generator as in (2.54). We denote by ¥(, (‘I’TC)_1 re-
spectively the flow and the inverse flow of (4.85). Set

g1, x):=a"(1,Z(1);x),  &@,x):=b"(,Z(1);x), Z(1):=¥Y ). (4.90)

We have that (recall (4.86), (4.87))
0:81(1,x) = —2Re(g2(1,x)C(1, Z(1); 1)), (0 = a(U;x),

(4.91)
0:&(1,x)=-201+g1(1)C(7, Z(7); x), £2(0)=b(U;x),

which implies
g1(1) = a(U;x) - 2[ Re(g2(0,x)Cl(o, Z(0); x))do,
0 (4.92)

& (1) :=b(U; x) —Zfo (1+g1(0,x)C(0, Z(0); x))do .

By (4.90) we write Z(0) = ‘I’g(U) = ‘P‘é ) (‘I’TC)_1 (Z) and by ({4.92) we deduce that equations (4.86), (4.87)
are equivalent to

T
a*(r,Z;x):=a((YL) ™ (2);x) —2[ Re(b+(a,\lfg(\lﬂc)‘1(2);x)C(a,\Ifg(\IﬂC)—l(Z);x))da, (4.93)
0
b*(1,Z;x) := b((PL) " (2); x) —2[ (1+a* (0, 2L H2);0)Clo, YLPE) N2 0do.  (4.94)
0

To solves the (4.93), (4.94) we reason as follows. Let afl = bfl = 0 and consider, for n = 0, the following
problems:

at (v, Z;x) = a((‘PTC)_l(Z);x)—ZfO Re(b;_l(o,wg(\lﬂc)—l(Z);x)C(a,\Pg(\lﬂc)—l(Z);x)Jda, (4.95)

b;;(r,Z;x)::b((‘I’TC)_l(Z);x)—Zj(; (1+a),_ (0, YLYE) " (2);%))Clo, YLYE) T (Z2);x)do.  (4.96)

We have the following.
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Lemma 4.14. (Iterative Lemma). Let C(t,U; x) € % [r] and assume that (recall (2.14))
F Z,
Icly = ) |C|ayksSC,
a+mk<s—sg
for some C > 0 (depending on s) and sy > 1. Then for r > 0 small enough one has the following for any
n=0:

(S1),, one has that (recall (4.95), (4.96) ) a;; € glR[r], b; € F11r]. Moreover there are constants Cqy ., inde-
pendent of n, increasing in k such that

Ia;I‘Z:;ij;If,jsCak, a+mk<s—s. (4.97)
Moreover the constants C, i depends on s and on the norms Ial‘? , Iblff LelZ
(S2),, We have that
lay —ay (|25 by -bh 0y <27, ass—s-1. (4.98)

Proof. Assume inductively that (S1),-1, (82),-; hold. We prove the (S1),, (§2), for the symbol a;. The
proof of the properties for the symbol b} is the same.

(S1),,. Using the estimates (2.59) on the flow (‘I’TC)‘1 one can prove (using Faa di Bruno’s formula) that
the term a((¥%) ™ (2); x) in (£.95) satisfies the (£.97). So we study the term

d(1,0,Z;x):=bj_(0,YZ(¥YL) " (2);0Clo, YZL(PL)~1(2); %),

providing estimates independent of o and 7. We prove the result only for @ = 0, mk < s— sp. First of all
notice that
|by_1 (0, V(¥ ) "N(2); x)lop SsClby, _1lo,p SsCCo,p, p=k, (4.99)

where in the last inequality we used the inductive hypothesis. Here the constant C depends also on the
constant appearing in (2.59). The first inequality can be deduced by reasoning exactly as in (4.26)-(4.29)
using (2.59) and recalling Remarks[2.7} [2.8]. In the same way we have

ICo, e (2 0ly ) SsCIClop,  p<k.

Therefore we have

ldlg S SsCCokIClyg’r +CCo,k- 1|C|0k < Cok

for Cy . suitably chosen and r small enough. This implies the (4.97) with @ = 0. For @ > 0 one can reason
in the same way.

(S2),. We prove the result for a;,. By (4.95) we have

at—at_ :—2[ Re((byy_y — by o) (0, WE(¥E) (25,0 Clo, WE(PE) T (2);) ) o
0
Reasoning as in (4.99) one gets
(b1 = o) @, WEY D T (25015 S5 1By — by lfos <, iy,
Therefore (recall Remark[2.8)
laf—a; 178 SsICI T r2 D <7
for r small enough. This is the (4.98) at the step n. U

By Lemma and Remark[2.6|we have, up to extracting a subsequence, a sequence of solutions of
(4.95), (4.96) such that
al —* a* in F[r], 8%’ — 0%a* uniformly in xo fora < s—s—1,

b}, —* b* in Z,[r], 8%b;: — d%b" uniformly in xo fora < s—sy—1.
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Therefore we deduce a* =a*, b* =b™.

4.2.2. The choice of the generator. We want to exhibit a symbol C(7, U; x) in such a way holds true.
We define the following

Gc(t,U):=b(U;x) - f (1+a(U;x)C(o, YE(U); x)do

—4‘/ f Re b+(9 o c); x)C(0, ‘I’@(U) x))C(U v c); x)dOdo.
Then, by using and (4.94), we note that
b* (1, Z;x) =9c(T, (¥ 1 (2).
We look for C(1, U; x) such that (see (4.89))
b*(1,Z;x) =9c(1, (¥ ) ~H(2) =0

We reason as follows. Given functions f, g, h € & [r] we define the functional

1
T(f,gh:= b(U;x)—Z[ (1+aU;0)flo, Y3 (U); x)do
0

(4.100)
_ 4[01 fog Re(h(G, \PZ(U);x)g(@,‘I’g(U);x))f(U, W3 (U); x)dOdo .
According to this notation we have
9c(1,U)=J (C,C,b").
We set Cy = 0 and for any n = 1 we consider the symbol C, (7, U; x, ) as the solution of
T (Cn,Cp-1,by,_1) =0 (4.101)
where b} _, is defined as
by (1, Z;x) =%, , (1, (P57 (2). (4.102)

We shall prove the following lemma.

Lemma 4.15. Forr >0 small enough one has the following for anyn = 1:

(S1),, The symbols C,, defined by belong to 1 (r]. In particular there are constants C ., indepen-
dent of n, increasing in k such that

Cal7$ < Cakr a+mk=s—so. (4.103)

Moreover the constants C,, ;. depends on s and on the norms Ial‘? , Iblff .

(S2),, We have that
ICa=Cnally ' <27, ass—so-1. (4.104)

In order to prove the above Lemma we need some preliminary results.
Lemma 4.16. Assume that Cp,C,—1 € &1[r]. Forr >0 small enough

Z,
sup |We —We las Ssrosup [Cp—Cpalyy
7€[0,1] 7€[0,1] '

where ‘I’ch, j =n,n—1is the solution of with C; in place of C.
Proof. We set v,,(1) := Z,, (1) — Z,,—1 (7). We get
3: v =10p™" (€ (Zn; ) [04] +10p™Y (C(Zn; X) = Cp(Zn-15 X)) [ Zy1]
+i0p™((Cp = Cp-1)(Zn-1; %)) [ Zn-11,

where C,, is the matrix in (4.85) with C ~~ Cj,. Since the generator is bounded one can reason essentially
as in the proof of the estimates for X}, Y, in the proof of Lemma U
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Proof of Lemmal4.15 We argue by induction. Assume that (S1),—1, (S2),—1 hold.
Proof of (S1),. Since C,—1 is a symbol satisfying (4.103), then by subsection[4.2.1Jwe have that the symbol
b!_,(z,U;x) defined by is in &1 [r] with estimates

+ | F,s
|bn—1|a,k5Cayk’ a+mk<s-—sp,

for some constants C, ; depending only on the norms |alZ, |b|Z and |Cy,—1|7. Then, by reasoning as in

the proof of and using (4.101), we obtain the for Cy,.
Proof of (82),. By we have

0=9 (Cp,Cp-1,b;_)) =T (Cy-1,Cn2,b}_,) =

1
- _zf (1+ ;) (Cal0, WE, | (U);0) = Cp1(0, WG, (U);0))do
0

1
—Zf (1+a; x))(Cn_l(U,‘I"én_1 (U);x) - Cn_l(a,‘P‘én_z(U);x))da
0

(4.105)
1 po
0 ) 0 } )
_4f0 fo Re(b;_l(ﬁ,‘I’CH (U X)C1 0, %0, (U);0))Cnlo, WL, (U5 )0
1 po
w4 [ [ Re(br 0.8, WnCi20.¥, | (0)0)Conr 0,9, U 00.
First of all notice that, using Lemma and estimates on the flow ‘Iﬂj,
Cao1(0, e (U);0)=Cuot (0,8 (U010 5" So1Cn-11Z 7ICno1 = CuoalZ g, 0106
|Cn-1(0, ‘P‘(T;n_l (U); x)—Cp-2(0, \I’((T:n_l U); x)|i6871 Ss |Cn—1l?rlcn—l - Cn—zlil,o .
One can prove the following inequality
by = b 5170 s ClCu11T rICho1 = Cuoal g, (4.107)

for some C > 0 depending on |alZ, |b|7. In order to prove this fact one has to use the definition (&.102),
triangular inequality, (4.106) and the smallness of r. By (4.105), (4.106), (4.107), for r > 0 small enough

we deduce the (4.104). O
We have the following.
Lemma 4.17. One has 3 (Cy, Cy, b;;) — 0 as n — oo in the norm | - I‘zbs_l

Proof. We write
T (CpnyCpy byy) =T (Cpy Cpo1, by 1) + T (Cpy, Cpy, b)) =T (C, Cpa, by )
T (CpyCp, b)) =T (Cy Cr1, b)),
By reasoning as in the proof of (§2),, in Lemmal/4.15/one can check
T (Cny Cy ) = T (Cy Cp, by IS Ss27"

for r > 0 small enough. Hence the result follows. g

The discussion above provides symbols a* (7, U; x), b* (r, U; x), C(t, U; x), in the class &1 [r] such that
the (4.88), hold. Actually, reasoning as in the conclusion of the proof of Theorem[4.2} one can prove
that such symbols belong to the class X% [r, N].
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4.2.3. Non-homogeneous problem. In section[5.2.1we shall deal with the following problem. We fix m’ <
m and we consider symbols

am (U;%,8), by (U;x,8), ¢V (1,U;x,8), ¢? (r,U;x,8) € ST [1,N], 1€0,1] (4.108)
and the two problems
0c ) (v, Z;%,8) = ~2Re(Clr, Z;x) by, (7, Z%,0) | + 4V (7, Z;0,8)
—(dya,)(t, Z; x, &) [0p®V (C(Z;x)121], (4.109)
a;,(0,2;x,8) = aw(Z; x,8),

0:b} (1, Z;x,8) = —(a;,(r,Z;xyf) + a;,(T,Z;x,—f))C(T,Z; ) +q? @, Z;x,6)
—(dyb! ), Z;x,H)[0p™ (C(Z; %) 121, (4.110)

b:—n/ 0, 7Z;x, é) = bm’(Zy X, f) )
where C is in (4.84). The following holds true.

Proposition 4.18. Assume (4.108) and (4.84). For r > 0 small enough the symbols defined by (4.109),
(4.110) are such that

a’,(t,U;x,8, b, (1,U;x,8) e ST 1, N],

with estimates uniformint € [0,1].

Proof. We denote by ‘I’E, (‘I’TC) -1 respectively the flow and the inverse flow of (4.85) with symbol C(z, U; x)
in (4.84) and we set

g, x,8):=a,,(1,Z1);x,8),  g1,x¢8):=b),(1,Z(1);x,8), Z):=YU).
We have that (recall (4.109), (4.110))
0:81(1,x,6) = —2Re(& (1, x,6)C(T, Z(); 1)) + 4V (1, Z(1); x, ),
0:8(1,%,8) = —(g1(T,%,8) + 81(1,x,-)C(1, Z(1); ) + ¢° (v, Z(1); x, &),
8100,x,6) = an (U;x,6), &2(0,x,8) = bpy (U; x,5),
which implies

g1(1,x,8):= a(U;x,E)—fo 2Re(g2(0,x,6)C(0, Z(0); %) - gV (0, Z(0); x,)do,
(4.111)

T

(1, x,8) 1= b(U; x,) - fo (8100, x,8) +g1(0,x,-8))Cl0, Z(0);0) - 4° (0, Z(0); x,&)do .
By we deduce that equations (4.109), are equivalent to

ar, (T, Z;x) = am (P51 (2); x,€) —2f0 Re(bfn,(a,‘PZ(‘P’C)_l(Z);x,f)C(U,‘P‘é(‘I’TC)‘l(Z);x)JdU

+ f gV (o, Yo (YL (2);x,)do, (4.112)
0

b, Z;%,8) 1= by (W) 71 (2);x,8)

- fo (a3, (0, YEVE) N2 x,0) +a’ (0, Y2V "L(2);x,~8)) Clo, YE(YE) L (2); x)do

+ [ q® (0, YL(YL) (2 x,O)do . (4.113)
0
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Equations (@.112), @.113) differs form (@.93), (@.94) for the non-homogeneous terms depending on g,
i =1,2. In order to conclude the proof of the proposition it is sufficient to follow almost word by word
the proof of Lemmaf4.14]in subsection[4.2.1 O

4.3. Diagonal terms at lower orders. In the following we consider two non-linear equations which will
appear in sections|5.2.2] Consider symbols

fOery, m>1, fOER a(u;x,8) EZF{”/[r,N], m <m, (4.114)
m(t,u) € ZFX(r,N], independentofxeT, (4.115)
a(u; x,8) — a(u; x,&) € T0[r, N]. (4.116)
Assume also that m(z, u) satisfies the estimates (2.8)-(2.11) uniformly in 7 € [0,1]. Let
cr,w;x,&) €X8[r,N], 1€[0,1], 8:=m'—m+1,  cux,&)—cu;x,E) € Z0[r, NJ. (4.117)

Consider the equation

_ 0 BW( .
{sz(r)—op (icr, 2(1); x,0) [2(7)], w18

z(0) = zy.
The aim of the section is to prove the following.

Theorem 4.19. Assume (4.114), (4.115), (4.116). For r > 0 small enough there exist a symbol c(t, w; x, &) as
in and a symbol €(w,¢) € ZF{"' [r, N1, independent of x € R, such that the following holds. One has

1
F(c):= a(u;x,ﬁ)—f 0 N (1+m(o, P (1)) Oxc) (0, DY (u); x,&)do
0 (4.119)

=C(u,é):= ! f a(u; x,&)dx,

where ®" (u), T € [0,1] is the flow of (@.118). Moreover the symbol €(w,&) satisfy the same condition of
a(u; x,&) in (@.116).

By following the strategy adopted in the previous sections, it is sufficient to prove the result in the case
of non-homogeneous symbols. We reason inductively. Let ¢y = 0 and for any n = 1 consider the problem

0:2n(1) = 10"V (cn (1,20 (1); %, ) (20 (D)), 2a(0) =20,  2Za(7):= D, (20), (4.120)
where the symbol ¢, (7, w; x,¢) is defined as
L[ al@f, )7 w); x,8) = (@, ) w);¢)
cn(T, w; x,8):=0 . (4.121)

(1+m(z, w)) 0 (&)
First of all notice that the constant €(u;¢) defined in belongs to Fi"/ [r] and

Ial mk<s-—sg. (4.122)

ICIOﬁst Oﬁk’
For any n = 1 we shall prove inductively that the following conditions hold.
(S1),; One has that the symbol ¢, in (4.121) belongs to F’”"m“ In particular (see (2.13)) there exists

constant C (independent of n) depending only on s, |a| ﬁ k S and [m|[" 0, ﬁ . such that
IcnlakaSC a+mk<s-sg, (4.123)
lenlly ot Nslalaﬁo, a<s+l-s. (4.124)

The symbol ¢, satisfies the same condition of a(u; x, ¢) in (@.116).
(S2),, The flow of with ¢, given by is well-posed, has the form

zn(1) = 02 (1,29) € nX_ C* (10,11 HF). (4.125)
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We argue by induction. So we assume that (Sk) ;, for k = 1,2, hold with0 < j<n-1.

Proof of (S1),,. By the inductive hypothesis c¢,_; is a symbol satisfying (#.117). Then we can apply The-

orem (with generator as in (2.53) or (2.54)). So the flow of (4.118) with ¢ ~~ ¢, is well-posed.
Therefore, using the formula of Faa di Bruno and the (2.59), one can check

7,1 s « | T s
la((@), , (W), x,6), g Sslaly gl -

Moreover
a(@], )7 (w);x, &) — (@)~ (w);&) (4.126)
has zero average in x € T. Indeed the symbol in is nothing but the symbol

a(u; x,8) - C(u; &) = a(u;x,f)—if a(u; x,8)dx
2n JT

evaluated at u = (@Zﬂ_])‘l(w). Therefore 47! in @.121) is well defined. Finally, using #.122), @.121) and
Remark we get the (@.123). Taking into account the smoothing effect of the Fourier multiplier 6!,
Remarks[2.8] [2.7] we obtain the (4.124) for r small enough. By formula (4.121) and hypothesis (4.116) we

deduce that ¢, satisfies the same condition of @ in (@.116). O
Proof of (82),. Thanks to (4.123), (4.124) the (4.125) follows by Theorem2.31 O

Inizialization. The (S1)q, (S2)( are trivial.
In order to conclude the proof of Theorem we have check the (4.119). We need some preliminary
results which are consequences of (S1),, (S2),,.

Lemma 4.20. Forr > 0 small enough we have
&
sup [|®f — @ llpgs1 Ss7 sup [cp— Cn—1|g,o,o, (4.127)
7€[0,1] 7€[0,1]
where q)@j, j=n,n—1isthe solution of (4.120).

Proof. We set v,,(1) := 2, (1) — 2,,-1 (7). By we get
07 v = 10p"W(cp(2n; %, ) [n] +10p™Y (Cn (203 X, &) = cn(2n-1;%, &) [20-1]
+i0p®((cn — cn-1)(zn-1;%,0) [2-1].
Let us consider the case 6 > 0 which is the most difficult one. If § < 0 one can reason as in the proof of

the estimates for Xj,, Y, in the proof of Lemma[4.9] (see (4.64)).
Using that c,(zy; x,¢) is real valued, Propositions[2.22)2.25] the (2.31), Remark[2.7} and (2.5), we get,

forany seR,
2 2 s
Orllvy s ,Ss lvnllys sup Z |Cn|ayo'0r
7€[0,1] aA=S—Sy (4 128)
s s
+ 1 zn-1ll gserllvnll ms |Cn|30y0’1 lvnll o +1cn — cn-1 IO,O,O .

We now recall that ||z, | gs Ss r. We use formula (4.128) with s ~ s— 1. Then, reasoning as in (4.82), we
deduce that if

o e
rsup (|0n|s—s0,0,0 + |Cn|so,o,1) <1,
T

then

F
sup llvnllgs1 Ssrsup lep—cn-1lgg-
7€(0,1] 7€[0,1]

Then we get the (4.127). U
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We now study the convergence of the symbols ¢, in (4.121). We claim that

sup lcn—
7€[0,1]

For n =1 itis trivial. Assume that (4.129) holds for j < n— 1. By (4.121) we can write

1)
cn_1|£,bfomﬁ2—n, Vn=1l,a<s—1-s. (4.129)

1
()XI n—Cn-1) = L -1 y X, 6) — o) - 3 Xy
(en=en-1) (1+m(r,w))(0€f)(f)(a(( o) W60 —al(@, ) (W)xa)
1
+ @ ) N w); &) —e(@% ) w); o).
(1+m(, w))(agf)(f)( ) (W3¢ ) 6)

Define d,,(1) := a(®%. )N (w);x,&) — a(@ )1 (w); x,&). We have that

Cn-1 Cn-2

dy(7) = (dyua) (@ ) (w) — (@]

L) w) +o (@ )N w) = @F ) w)l,

) w))1@

Cn—1

for some o € [0,1]. Hence, for any a; < s — sg and ; € N, we get (see (2.11))

109107 du (1)) So CO™ PU@E, )™ (w) = @, )7 WDl

Cn-1 Cn-2
‘4'!22' I_ r5
,Ss C<§>m by sup |cp—1— Cn—2|0'0,0,
7€[0,1]
where C > 0 is some constant depending only on s and Ialgzn ﬁsl |- Letus define g,,(7) := C(@F, )" (w);¢)—

C(PL

cn_l)‘l(w);é). For any a < s — sp and 8 € N we have

1
07198 (¢, — cn1)| = b 0910 (dy (1) - g (1)

—m+1- o
SeK@™ ™Mby sup cpm1 — cnzlio
7€[0,1]

where K is some constant depending only on s and Ialgmﬁ’f and |m|g';;,os . For r > 0 small enough and by
the inductive assumption we obtain the (4.129). By (4.129) we deduce that c, converges to a symbol c in
the Fréchet space defined by the semi-norms |- I};;;{OW1 with @ < s — 5. In order to prove that the symbol
¢ admits differentials with respect to the variable w (see formula (2.11)) we reasons as follows. For fixed
N >0, consider the Banach space defined by the norm

Z I . |rrnl—m+1

a,Bk
B=N
a+m-k<s—sg

For any N > 0, the sequence ¢, is bounded, uniformly in 7, in such a space thanks to estimate (4.123).
Therefore, up to subsequences, c;, converges weak-x* to a function ¢ in the above Banach space. This
implies that ¢ admits estimates on the differentials in w. Since ¢ coincides with the symbol ¢ almost
everywhere we conclude the proof.

We are now ready to prove (4.119).

Lemma 4.21. One has that
lim sup (&) |F(cy) — €l =0 (4.130)

n—=001¢(0,1]

where € is given in (4.119).
Proof. By (4.121) with w = ®{ _ (u) we can check that

1
a(u;x,f)—[o 0 N (1+m(o, @7 () @xcn) (0, D7 (w);x,8)do = E(u,8). (4.131)
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By (4.119) (reasoning as in (4.59)) we have that

1
F(cy) = a(u;x,f)—fo e IO (1 +mlo, DF (W)))(0xcn)(0,PF (W);x,8)do

Cn-1

1
= a(u; x,¢) —f O O +mlo, @7 (W) Oxcn)(0, D] _ (w);x,8)do
0 (4.132)

1
. fo 0c ))©) An(0)dor,

1
EED ¢ (.8 + fo 0:N© An(0)do,

where

Ap(0):= (1+m(o,@F | (1)(0xcn) (0, D7 (w);x,8) = (1+m(o, DF (1)) Bxcn) (0, PF ();x,E).

Cn-1

We now show that A, (o) goes to zero in norm || - || ;~ uniformly in o € [0, 1]. Notice that

An(@) = (14 m(0,0F, , () [@x)(0,0F, ()i %,8) - @rn) (0, DY, (u); x,E) (4.133)
+[m(,07 (1) - m(0,0F, ()] 0xc,) (0,07, (W; x,8). (4.134)

Since m € Z}*[r] and setting h = @7 (1) + 0’ (@7 () — 7 (u)) for some ¢’ € [0, 1], we have

210),@127), @129)
< 2-n

~S »

m(o, @7 _ (1) - m(o,®7 ()| < [(dym) (W@, (w) - DT ()]

Cn-1

for r small enough. Reasoning in the same way on the term in (4.133) we get the claim on A, (o). Hence,

by ([4.132), we deduce (4.130). g

This concludes the proof of Theorem4.19

4.4. Off-diagonal terms at lower orders. Consider symbols
FOETT, m>1, fOER a,U;x) e FX NI, (4.135)
an(U;x,&) € ZF{”’[r, N], m' <m. (4.136)
Let
C(r,U;x,8) e 2I%[r, N1, 1€(0,1], 6:=m' —m.
and consider the equation

{GTZ(T) = 0p"W(iEC(7, 2(1); x,0)) [2(7)], 0 C(r,U;x,8)

C IU) ] e e e 4.].37
20)=2=[2], @ U9 = ea om =0 0 (4.137)

The following holds true.

Theorem 4.22. Assume (4.135), (4.136). For r > 0 small enough there exists a symbol C(t,U; x,¢) belong-
ing to Zf‘f[r, N],t€[0,1], 5 = m' — m such that

1
F(c):= am (U; x,$) —Zf (1+ am(o, DL W) &) Clo, DL (w); x,8)do =0, (4.138)
0

where ®(.(u), T € [0,1] is the flow of (4.137).

Proof. One can reasons by following almost word by word the proof of Theorem U
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5. CONJUGATIONS

In this section we prove four abstract theorems which will be used in order to prove Theorem|3.1] In
all the theorems we shall consider a system of the form

U=XU)
{U(O) =Upe H x H*’ -1
where the matrix of operator X (U) is defined as follows
X(U) =iEop™ AW x, O)UI+RW)IWUI,  E=[} 9], 52)

ReZZ [r,N1® 4-(C), AWU;x,&) €T [r,N]®.4>(C).

In Theoremwe shall consider the system (5.1), where the matrix of operators in r.h.s. is defined in
(5.2). Here the matrix of para-differential operators is assumed to be diagonal (its off diagonal symbols
equal 0). In such a Theorem we exhibit a change of coordinates of the phase space H® x H®* which removes
the dependence on the space variable x from the symbols on the diagonal at the highest order.

The main theorem in Section[5.1.2]is the[5.2] In this case the matrix of symbols A(U; x, {) is assumed to
be diagonal as before with following additional assumption. We assume that symbol on the diagonal a
admits an expansion in decreasing orders which is equal to a Fourier multiplier at the highest order plus
a lower order term which may depend on x (see equation (5.44)). We provide a change of coordinates
which removes the dependence on x from such a lower order term.

In the same spirit, in Section[5.2|we explain how diagonalize the matrix A(U; x,¢) by means of changes
of coordinates. The diagonalization of the highest order is the content of Theorem the lower order
terms are treated in Theorem/[5.4

The general strategy that we adopt in the proofs of all the theorems of this section is the following. We

shall consider changes of coordinates defined through non-linear flows of the form
0, ¥Y"=G"(¥")

5.3

¥ =1d, 63

where G' is some non-linear vector field possibly depending explicitly on 7 € [0, 1]. In the application the
operator G* is para-differential. All the issues of well posedness of have been analyzed in Section
We consider as a new variable the function Z := W(U) := \P|TT:1(U)- The system in the new
coordinates reads

Z=a¥(Y ') [x@ 2] =W X(2) =P (2) 5.4
Z(0) = ¥ (Up), '
where P!(Z2) = (P*(Z)),=; with PT defined, for 7 € [0, 1], as
P (Z):=d¥T((¥") () [X((¥")H(2))]. (5.5)
On can prove that P* satisfies the non-linear Heisenberg equation
0:P'(2) =[G (2),P"(2)]
0 (5.6)
P (2)=X(2),

where the non-linear commutator is defined in (I.7). We choose this Heisenberg approach since we
start from a para-differential system and we are interested in preserving such structure. The Heisenberg
approach provides a systematic way to prove this fact at each step. This Heisenberg strategy has been
already used in [9], [26], [25], [11]. As already said in other part of the manuscript the authors in those
papers do not attempt to find non-linear changes of coordinates but only some modified energies. As a
consequence they face a linear version of system (5.6), where the non linear commutators are replaced by
the linear ones and the operator G* is linear. In this case the commutator between two para-differential
operators is still a para-differential one modulo smoothing remainders, this is a consequence of standard
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para-differential calculus. In our case the non-linear commutators involves also the differential of the
symbols with respect to the "non-linear" variable U, this is coherent with our definition of symbols and
operators given in Section[2}

5.1. Reduction to constant coefficients. In this section we show how to conjugate to constant coef-
ficients para-differential systems which are diagonal up to smoothing remainders, we shall adopt the
Notation 411

5.1.1. Reduction at the highest orders. We consider system (5.I) with operator X (U) defined in (5.2). We
shall assume that the matrix A(U; x, ¢) is as follows

e [aU;x,6) 0
AU; x,8) = 0 TTx=d) (5.7)
The symbol a(U; x, ¢) has the form
aU;x,8) = A+ anU; X)) fim)+ an (U; x,8), m>1,m = m—%,
am(U,x) € SFRr, N1,  aw(U;x,& € =T [1,N], (5.8)

Ay (U; ,8) — @y (U; x,8) € 2191, N].

where m satisfies 3.1, f,, € " is an even in x classical symbol. In particular f;, admits the expansion

fn@ = fol©+ fn-1©), fmor €L, (5.9)

and fp(¢) € I“{)” is a m-homogeneous function. The symbol in (5.8) (recall also (5.9)) satisfies the as-
sumption (4.1), therefore Theorem applies and provides a symbol b such that (4.8) holds true with
am ~ am. Having such b we now consider the matrix of symbols

B(7,U;x,8) := Bz, Uix.¢) #): (B(T,U;x.é) 0

0 B(t,U; x,—¢) 0 -B(1,U; x,¢) (5.10)
B(t,U;x,8) :=b(t,U; )¢, beZFr NI,

and let ¥7 be the flow of with
G*(U) :=iEOp®WVB(r,U; x,O))U. (5.11)

Notice that the flow of system (5.3) with generator (5.11) is well-posed by Theorem applied with
generator as in (2.52). We define

Z:=[£]:=¥Y" (U)}r=1- (5.12)
Notice that, by (5.10),

D" (1)

_ T — BW . T . -
DT (1) ’ arq) (W) = Op (iB(t,® (u),x’f))[q) (w)].

lT=1

Y (D)= =

The main result of this section is the following.

Theorem 5.1. (Non-linear Egorov). For r > 0 small enough the conjugate of X in with generator
(5.11) has the form (see (5.12))

Z=iEOp™W(A"(Z;x,O)[Z]+RT(2)[Z], R €RexR,’[r,N]® 4, (), (5.13)
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and the matrix of symbols A™ € ZI'{"[r, N1 ® .4(>(C) has the form

a*(Z;x,¢) 0

+/7. = T o a
AT (Z;x,¢) = 0 at(Z;x,—¢) ,

a* (Z;x,8) =0(2) fn(© +ay, (Z;x,6),  meZF (NI, m':m_%, (5.14)

a,,(Z;x,§) € ZF{"/[F,N], A (U3 x,8) = apy (U; x,6) € ZTY[r, NI
withm(Z) isindependent of x€ T.

The rest of the section is devoted to the proof of the result above. The system (5.1) in the new coordi-
nates (5.12) has the form (5.4)- (5.6) with G” as in (5.1T). Moreover, by the remarks under Definition[2.15
and by Theorem|2.31} we note that

P'(Z)=iEQZ+ M (1; Z)[Z], Mi € XM [r,N]1® 4>(C), (5.15)

with estimate uniform in 7 € [0, 1], where Q is in (3.2). Actually we shall prove that

P"(Z)=iEQZ+ M, (1; 2)[Z] = iEOpBW(A+ (T,Z;x,E))[Z1+ R (1,2)[ 2], (5.16)
with
o e [at(,Z5x,8) 0 + -p
A (T,Z,x,f) = 0 m , R EZ@I [r,N]@./%2(C) (517)

In particular we make the ansatz

2(p+m)

a*(t,Z;x,6) = ]ZO ay_(©,Z;x8),  ay,€IlgnN] a,, ;€ zr;”‘% [r,N],j>0. (5.18)
Let F(Z):= OpBW(iEB(T, Z;x,€))[Z]. Then one can note that
(dzF)(Z)[V] = OpPV(EB(1, Z; x,8) V] + OpPV (E(dzB) (1, Z; x, ) VD Z], (5.19)

and we also recall that
(dzB)(1,Z;x,&)[V]=(02B)(1,Z;x,8)- V.

By the definition of the non-linear commutator in (1.7) we write

[0p®VGEB(T, Z; x,8))[Z], P (Z)] = Op®W(EB(1, Z; x,6)) [PT (2)]
+Op®V(iEdB(T, Z; x, &) [PT(2)])[Z] (5.20)
—dzP"(2)[Op®V(EB(T, Z; x,0)(Z]].

By (5.15), (5.10), we deduce that the matrix of symbols in the second summand in the r.h.s. of (5.20) has
the form

(dzB)(,Z;x,8)[PT(2)] 0

1
0 —(dyB)(x, Z; %, ) [PT(2)] e 2 [r, N1 ® 4> (C). (5.21)

For simplicity we shall write

(0/B)(7,Z;x,&) :=dzB(1,Z; x,8)[P'(2)]. (5.22)



60 ROBERTO FEOLA AND FELICE IANDOLI

By (5.16), we have that becomes
[0p®WGEB(z, Z; x,8) (2], PT(2)] =
Op®™W(GEB(1, Z; x,)) [Op®™W(EA* (1, Z; x, &) [ Z]]
—Op®WGEA* (1, Z; x, ) [Op®V (EB(, Z; x,) [ Z]]
+O0p®W(iE@/B)(z, Z; x,0)(Z]
~ Op®W(iE(dz AN (1, Z;x,O)[Op®V (EB(T, Z; x, ) [ Z11) [ Z]
+O0p®WGEB(1, Z; x, )[R (2)(Z]] - R* (2)[0Op®V (EB(z, Z; x, ) [ Z]]
—(dzR")(2)[0p"W(EB(1, Z; x,6)[Z]].
We now analyze each summand above. By Proposition [2.27|we have
+ €x% " r,N]® 4(C).
By we have that (recall (5.26))

iE(dzAY) (1, Z; x,&)[Op®W GEB(1, Z; x,8) [ Z]] = iE

d(t, Z; x,8) 0
0 J(T,Z;x,—f) '

p+m

dt,Z;x,8) = Y (dzay, ), Zx0p"V(EB(1, Z;x, ) Z]].
=0

J
By Proposition we also deduce

+ - OpBW(iEB(T, Z;%,8) % iEAT (1, Z; x,é))[Z] +R(r,2)[2],
where R € Z%l_p [r, N] ® 4> (C) (with estimates uniform in 7 € [0,1]) and
iEB(1, Z; x,&) %, iIEA™ (1, Z; x, &) 1=
=1EB(7, Z; x, O#piEAT (1, Z; x,8) —iEAT (1, Z; x, O)#,1EB(1, Z; X, )

G10), 617 (d(r,Z; x,¢) 0 )
B 0 d, Z;x,-8)’

where
d(t,Z;x,8) :=1iB(1, Z; x,O#pia" (1, Z; x,8) —ia’ (v, Z; x,E)#,iB(1, Z; X, &) .
By recalling the ansatz and using the expansion we get

2(m+p)

dv,Z;x,8) =1 ) (b, Z;08a,, ;(1,Z;%80} +71(1,Z;%,8),
j=0

where

_i
ro=r1=0, 1T, Zx,eEr 2[r,N], j=2,

(5.23)
(5.24)
(5.25)
(5.26)
(5.27)
(5.28)

(5.29)

(5.30)

(5.31)

the symbol r; depends only on b(, Z; x)¢ and on the symbols a;“n_  With k < j. Recalling (6.21),

and (5.31) we define, for j =0,...,2(m + p),
ri(t,Z;x,8), j#2(m-1),

qj(T,Z;xyE) = {rj(T,Z;x,f)+(0tB)(T’Z;x’£)’ ]:2(m—1)

(5.32)

Our aim is to prove the ansatz (5.16) using (5.6), the expansion (5.23)-(5.28). We shall solve such equation

iteratively expanding the symbol in (5.30) in decreasing orders.
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Order m. By (5.29), (5.30), (2.31), (5.31) we have that, at the highest order, the equation (5.6) reads

Oran, (1, Z;%,) = {b(t, Z; 0)¢, ay, (v, Z; %, O} = dzar, (1, Z; x,§) [Op™ (EB(z, Z; x, ) [ Z]]
a,,(0,Z;x,8) = a(Z; x,8),

(5.33)

where {-,-} denotes the 0¢0, — 0,0;. Notice that the function
g(1) = a;, (1, Z(1); x(1),£(1))

is constant along the solution of (£.2). By Theorem [4.2]we have that the flow of is well posed and
invertible. We denote by

YT(U’ xO»fO) = (Y(Z))Y(X))Y(E)) (T) U) xO)EO) »

~ _ i (5.34)
Y'(2,%0:= (Y2979, 2,0,
respectively the flow and the inverse flow of (4.2). In particular we have (recall (4.7))
YO, Zx,8) = +99w, Z; 208, PO ezFR NI, (5.35)
By the proof of Theorem[4.2|we also deduce that
8(Z;x,§) e IIY' Nl = g(Y'(Z,x,8) € XI'[r, N].
Hence the symbol
an (1, Z; x,8) = a(Y"(Z; x,6)), (5.36)

belongs to XI'{"[r, N] ® ./(>(C) and solves the problem (5.33). We now study the properties of the symbol

a;, by using the result of Theorem[4.2] in particular equation (@-8). By (5.8), (5.9), and using (5.36), (5.34),
(5.35), (we shall omit the dependence on Z, x) we have

ah(t, Z;x,8) = (1+ am(Y(Z),?(X)))fm((l +\If(f))é) +a (Y2, YW, 7©)
3 (14 amT2, Y9) A+ T £ + 1+ 12 (5.37)
D@+,

whereme Z%%Q [r, N] is independent of x € T and

r = m(fo(&) = fin(©) +mA+ T (A +POE),

Foi= Gy (?(Z),Y(x),?(f))_ (5.38)
By (5.37), (5.38), and using the properties of Y in Theorem we deduce that

a;r,l(l,Z; X, =) fm&)+r(Z;x,¢), me Z?§[r, N], re ZF{”’[r, N],

and mis independentof x € T.
Lower orders. Recalling (5.31), (5.32), (5.29) we have that the equation (5.6), at order m — j/2 with j =1,
reads

0ray,_;(1,Z;x,6) ={b(1, Z; 008, ay,,_;(1, Z; x,5)}
—dzay, (1, Z;x,00p" GEB(r, Z; x, ) [ 2] -iq, (7, Z; x,8) (5.39)
ap(0,z;x,6) =0,

where the q}s are defined in (5.32). Setting g(7) = a;, _ @z (1); x(1),&(7)), with z, x, € satisfying (4.2), we
note that

T
0:8(1) = —iq; (7, Z(1); x(1),¢{ (1)) = g(r)=—f0 iqj(o,Z(0);x(0),¢(0))do.
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Hence we have that (recall (5.34))
T -~ _i
a;_j(T,Z;x,E) = —fo igj(0,Y° oY (Z;x,8))do € ZF'{" 2, N1
solves the problem (5.39). By iterating the procedure above (by solving the problems (5.39)) we construct
asymbol a™ asin such that the following holds. Define
Q"(2) = Op™W(EA" (1, Z; x,8)[Z]
with A" of the form with a* asin (5.18). Then the operator Q" (Z) solves the problem (recall (5.11))
0:Q"(2) = [G"(2),Q"(2)| +%,(1; 2)
oo (5.40)
Q" (Z2)=iEOp~" (A(Z;x,)Z],

where %, (7; Z) := OpBW(Gp (1, Z;x,$))[Z] for some matrix of symbols G, € ZFIP [r, N]® .- (C). It remains
to prove that the difference Q" — P’ is a smoothing remainder in in Z,%l_p [r, N1 ® 4, (C). First of all we
write

Q" (2)-P"(2)=VTo(¥") ! (2), (5.41)
where, recalling (5.5),

VIU):= Q"o ¥ (U) - (dy ¥ [X(U)].
Recalling (5.11), (5.40), (5.3), Z = P* (U), we deduce that
0:dy¥" (V)] = (dzG") (YT () [dy¥T (U],

(G (¥ (W), Q"(¥T(U)] = (dzG) (¥ (W) |Q(¥T(W))] - (2 Q") (¥ W) |G (¥ W]
Therefore we have that

{01 VIU) = (dzGN) (Y [VT]+G,(¥T),
(5.42)

Vo(U) = -RW)H[U].
We claim that V* € Z%Ip [r, N] ® 4> (C). We start by studying the flow generated by (dzF")(¥")[], de-

noted by @7, -, by using formula (5.19). The existence of such flow can be deduced reasoning as in Lemma

2.30} We now provide estimates on Sobolev spaces. Let us denote @} the (linear) flow generated by
Op®W(GEB(z, W (U); x,&))[-] with U € H¥. We have that

IO Al s Ss 1RO s (L+ YT W) o) Ss 1RO [ s (L+ 1T o) - (5.43)
Therefore we write (recall (5.19))

OT . h=DOLh(0) + Y fo @%) "L opBW (iE(dwB) (0, ¥ (U); x,8) [T, 1) [¥° (U)]do,

where W = W7 (U). Hence, using (5.43) and Proposition [2.20}
1076l 1 Ss 1RO 1 + 196 hll o 1 U N s,

from which we deduce ||(D2Gh||Hs—l <s I1h(0)|| gs-1, for any s, if U € B,(H®) with r > 0 is small enough.
Then we obtain, using the Duhamel formula on (5.42),

)
T
VI gsot S5 195 RADU N goeot + [0, f (@97 G, (03 %) da | gsvor Ss U g | U s
0

This proves the for V* with k = 0. The estimates on the differentials in U (with k = 1) follow by dif-
ferentiating the equation and reasoning in the same way. As a consequence, using also estimates
on the flow W7, we have that the operator in belongs to ?/'ZIP [r] ® 4, (C). The fact that the
operator Q' — P* admits an expansion in homogeneous operators, i.e. it is in Z%l_p [r, N] ® 4> (C), fol-
lows by using the expansion in homogeneous symbols and operators of B(r, Z; x,¢) and of ¥*(U) - U €
>4 (1, N] ® 4> (C). This proves the (5.13).
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5.1.2. Reduction at lower orders. In this section we study how a para-differential vector field conjugate
under the flow in (2.51) with f(z, u; x,¢) as in (2.53) or (2.54). Let us consider

M(U;&) = L+m@)) fin @ + MU;8),  meZFFnNl,  MU;E ezri"‘%[r,zv],
R>3 fn(©ely, m>1, M(U;¢) independentofxe T,
M(U;¢&) - M(U;&) € 2T[r, N1.

We also assume that holds. Consider the operator X(U) as in (5.2) with A(U; x,¢) as in (5.7) and we
assume that the symbol a(U; x, ¢) has the form

a(U; x,&) = M(U;¢) + apy (U X,6), am(Ulnf)EZFTﬁnNL m’=nr—§, (5.44)
for some p =1 and
Ay (U5 %,8) = apy (U; x,E) € ZTY(r, N].
The symbol a in (5.44) satisfies the assumptions (4.114), (.115), (4.116). Hence, by Theorem[4.19} there

exists a symbol c¢(7, U; x, ¢) satisfying (4.117), such that equation (4.119) is verified. Let us now consider
the matrix of symbols

c(t,U;x,¢) 0

C(r,U;x,¢é) = 0 m (5.45)
and let ¥7 be the flow of with
G*(U) :=iEOp®WV(C(7, U; x,))[U]. (5.46)
Notice that this flow is well-posed by Theorem[2.31] We define
Z:=[£]:=¥Y" (U)}r=1. (5.47)
By using one has
@7 (u)

, 0,07 (w) = Op®WV(ic(r, @7 (1); x,8)) [®7 (u)].

lT=1

\PT(U)l‘r:l = <I)T—(u)

The main result of this section is the following.

Theorem 5.2. Forr >0 small enough the conjugate of X in (5.1) (with the assumption (5.44)) has the form
(see (5.47))
Z=iEOp™W (A" (Z;x,0)[Z1+R*(2)[Z], R"€2%,’Ir,Nl®./,(0),

and the matrix of symbols A* (Z; x, &) has the form

a*(Z;x,8) 0 m" = m— p+1
0 at(Z;x,-¢&))’ o 2’

a* (Z;x,8 = M(YH™ 120+ M(Z;0) +at(Z;x,8), al.(Z;x,8 eI [1,N],
M(Z;6) -m(Z;6) e ZIY[r, N1,

AT (Z;x,8) =

ar.(Zx,&)—at,(Z;x,&) e 2TY[r, N],

m//

and wherem € ZF{"/ [r,N] isindependent of x € T.

The rest of the section is devoted to the proof of the result above and we will follow the strategy used in

section The system in the new coordinates (5.47) has the form (5.4)-(5.6) with G as in (5.46).
We recall also that, by the remarks under Definition and by Theorem [2.31} we have

P'(Z) =iEQZ + M (1; Z)[Z], M; € T4 (1, N]® 4> (C) (5.48)
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with estimates uniform in 7 € [0, 1], where Q is in (3.2). We shall look for a solution of the Heisenberg
equation of the form

P'(2)=iEQZ + M (t; 2)[Z] = iEOpBW(AJr (t,Z;x,&) 2]+ R+(T,Z) [Z], (5.49)
with A*, R* as follows

a (r,Z;x,é) 0

AY(1,Z;x,8) = ————— |, R'ex%.°lr,N]®.(C). 5.50
(T, Z;x,8) 0 T Zx =D [ N] 2(C) (5.50)
In particular we make the ansatz (recall (3.1))
2p+m
a+(r,Z;x,€)=a;(T,Z;€)+a,+n_%(r,Z;€)+ > oa ., @Zixd),
j=0 2
+ m—1 .
am_l(T,Z;x,cf)EZF1 [r,N] VjeN
’ (5.51)

am(Z;8) = (L+m* (1, 2) fin(©),  m" e FL[r NI,

— _1

M*(Z;§)=a; 1 (1,Z;5) EZFTZ 2[r,N] isindependentof x € T,
2

M*(U;é) - M*(U;¢) € 2T [r, N1
Expanding the non-linear commutator as in (5.20)- (5.28) we get

d,Z;x,8)

BW . . T o BW
[Op®M(EC(t, Z; x,6))[Z],PT(Z)] =iEOp 0 G 75D

[(Z]1+%,(2)[Z] (5.52)

where ¥, € Z%l_p[r, N]® .>(C) and
id(t, Z; x,8) =ic(z, Z; x, O#pia’ (1, Z; x,8) —ia* (v, Z; x, ) #pic(1, Z; x,E)
+i(0,0)(1, Z;x,8) —i(dza™)(x, Z; x, O [iEOp°V (C(z, Z; x, ) [ Z]] 653
with
0:0)(7,Z;x,8) := (dz0) (1, Z; x,§) [PT(Z)].

In order to lighten the notation we shall sometimes omit the dependence on (7, Z; x,¢) of the symbols.
By recalling the ansatz (5.51) and using the expansion (2.31) we get

m+2p

d={c,ap}+ Zl q;—(dza")(x, Z;x, O [iIEOp™Y (C(x, Z;x,6))(2]],
j=
giesr TN, j= 1,204 m, m—%j 7o CRLEE L, (6-54)
qj:=0¢0)+rj, m—%j = l—g, rj eZF‘f[r,N].
Moreover the symbols g; depend only on c, a;l_j /20 Gk With k < j. Our aim is to prove the ansatz

using the expansion (5.53). We shall solve the Heisenberg equation iteratively expanding the symbol in

(5.53) in decreasing orders as in (5.54).
Order m. By (5.53), (2.31), we have that, at the highest order, the Heisenberg equation reads

0:a(t,Z;¢) = —dza),(t, Z; ) [OpPWEC(T, Z; x, ) [ Z]]
a0, 7;&) = (1+m(2)) fn ().

Notice that the function

(5.55)

g = ay, (1, Z(1); ) (5.56)
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is constant along the solution generated by (5.46). By Theorem such flow is well posed and invert-
ible. Hence the symbol

A (1, Z;6) = 1+ m(P) " (2)) fin (@) = A +m* (7, 2)) fm (&), (5.57)

belongs to ZF{" [r, N1 and solves the problem (5.55). The symbol a},(r, Z;¢) in (5.57) is constant in x. We
have verified the ansatz (5.51) at the highest order.
Order m —1/2. By (5.53), (2.31), we have that, at order m — 1/2, the Heisenberg equation reads

{ara;_l,ztr, Z;x,8) = —dza! _,(v,Z;x,8[0p" (EC(r, Z; x, &) [ Z]]

+ Vi (5.58)
a’ ,(0,Z;x,8) = M(Z&).

Notice that the function g(7) = a; _, 12T, Z(1); x,{) is constant along the solution of (5.46), therefore the
symbol
a1, Z;%,6 = MY (28 = M*(1,2;)

_1

belongs to XTI’ ;n ?[r,N] and solves the problem (5.58). The symbol a:“n_ 1 (1,Z;x,¢) in (5.57) clearly is
2

constant in x. Hence it verifies the ansatz (5.51).

Order m — p/2. By (5.53), (5.54), we have that, at order m — p/2, the Heisenberg equation reads

ara;_g(r,Z; x,8) ={C{,Z;x,8), 1+m*(1,2)) fm(©)} - dza;_g(r, Z; x,O)[0p®W(EC(T, Z; x,8) [ Z]]
ay p(0,7Z;x,8) = ay,_p(Z;x,5). (5.59)

m

Notice that the function g(7) = a:“n_ » (T, Z(7); x,§) satisfies
2

0:8(1) ={c(r, Z; x,&), 1+ m" (1, 2)) fn ()} = —A +m™ (7, 2)) (0 fim) (E) (0x0) (7, Z; X, E),,
80 =a,,_»(Z(0);x,8) = a,,_rU;x:q).

2

Therefore
» (W) H2);x,)

+ _
“m—g(T’Z’ %8 =y, »

-~ fo A +m* (o, Y7 (¥ HZ)) O fi) (©) 0x0) (0, ¥ (¥T) 1 (2); x,6)do

solves the problem (5.59). Moreover, by Theorem (see (4.119)), we have

a0,z =z T f e (W) (2x,6)dx,
2 T 2

+

ie.a’ ,(1,Z;x,§)att=1isconstantin xeT.
2

Lower orders. Recalling (5.54), we have that the equation (5.6), at order m — (p + j)/2, reads
(t,Z;x,§) =~dza’ (1, Z;x,§)0p"V(EC(T, Z;x, ) Z]] + 4(7, Z; x,8) (5.60)

0.at
m 2

_pii
2

a;_%j(o,z;x,g‘)=0.

Setting
gm=a" ., (1,Z1);x8)
m==

with Z (1) satisfying we note that
T
0:8(1)=q;, Z(1);x,§) = g) =f0 qj(o,Z(0);x,¢)do.
Hence we have that

a ., 7Z;x8) =f Clj(a,‘P”(‘PT)_l(Z);x,é)dUEZF{[r,N],
m 0

_pii
2
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solves the problem (5.60). To summarize by iterating the procedure above (by solving the problems
(5.60)) we construct a symbol a* as in such that the following holds. Define

Q"(2) = 0p™W(EA" (1, Z; x,6) (2]
with A" of the form with a* as in (5.51). Then the operator Q" () solves the problem
0:Q"(2) = [0p"W(EC(t, Z;x,) (2], Q" (2)] + 9, (1; 2)
{QO (2) =iE0p™(A(Z; x,6))12],
where 9, (7; Z2) := OpBW(Gp (1, Z;x,¢))[Z] for some matrix of symbols G, € ZFIp [r, N] ® #>(C). The fact

that the difference Q" — P is a smoothing remainder in Z%;p [r, N] ® #>(C) can be proved following
word by word the conclusion of the proof of Theorem|5.1}

5.2. Diagonalization of the para-differential matrix. In this section we show how to diagonalize a ma-
trix of para-differential operators up to smoothing remainders.

5.2.1. Diagonalization of the matrix at the highest order. In this section we study how a para-differential
vector field conjugates under the flow in (2.51) with f(7, u; x,¢) as in (2.54). Let us consider X(U) as in
(5.2) with the matrix A(U; x, &) as follows

AWU;x,8) := A (U; x,8) + Ay (U x,E), m' =m- % Apm(U; x,8) := (1 + Ay (U; X)) fin (£),
am(U;x) by (U;x)
by (U;x)  am(U;x)

am (U;x,8) by (U;x,8)
bm’(U; X, _E) am’(U; X, _E)

A (U; %,8) = apy (U; x,E) € ZT9[r, N1

Ap(U;x) = ( ) €XF [ NI® 4> (C), anU,x) e Z?{R[r, N]

(5.61)

Am'(U;x,sf)::( )EZFT/[T,N]&/%z(C),

where f, € F(')" and in particular it is a m-homogeneous C®(R",R). We also assume that f;,,(¢) is even in
¢ and the (3.1). Our aim is to conjugate system with hypotheses with the flow W{.(U) of
with
0 C(t,U;x)
T ,_ BW . ) e— ’

G'(U):=0p”"(C(r,U;x) U] C(1,U;x):= CAIE) 0 (5.62)
where the symbol C(7,U; x) in % [r, N] is given by Theorem[4.13] Notice that the flow of is well-
posed by Theorem [2.31|with generator as in (2.54). We define

Z:=[2]:=¥Ye()r=1- (5.63)

The main result of this section is the following.

Theorem 5.3. Forr >0 small enough the conjugate of X in (5.1) with assumption (5.61) has the form (see
(5.63))
Z=iEOp™W(A"(Z;x,0)[Z]+RT(2)[Z], R €RexR,’[r,N]® 4, (C),

where B
AN(Z;x,8):= A;;@(Z;x,f) + A;/(Z; x,6), A;;@(Z;X,f) =1+ A;}l(z;x))fm(f),

an(Z;x) 0
0 at (Z;x)

a:n,(Z;xyé) b:;,lr(Z;x)é)
bt (Z;x,-¢) a) (Z;x,—&)
ay, (U;x,&) - a ,(U; x,6) € T [r, N].

AL (Z;x) = ( )e SFR(r, Nl ® 4> (C),

(5.64)

AL (Z;x,8) =

) € ST [1,N] ® 4 (C),
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The rest of the section is devoted to the proof of the result above and we will follow the strategy used
in sectionB. 1.1l

The system in the new coordinates has the form (5.4)-(5.6) with G* as in (5.62). We note
that because of the remarks under Definition2.15/and by Theorem[2.31}

PY(2)=iEQZ + My (1; 2)[Z], M) € XM (r,N)® 4> (C),

with estimate uniform in 7 € [0, 1], where Q is in (3.2). We shall look for a solution of the Heisenberg
equation of the form

PY(Z)=iEQZ + M (1; 2)[Z] = iEOpBW(AJr (t,Z;x,8)[Z] + R+(‘L’,Z) [Z], (5.65)
with R € Z%Ip [r, N] ® 4> (C) and A" of the form
a*(t,Z;x,§) b (1,Z;x,)

. (5.66)
bt (r,Z;x,-& at*(r,Z;x,-¢)

At (1,Z;x,8) =

In particular we make the ansatz
2(m+p)
a’(t,Z;x,0) = 1+ a1, Z;) @)+ ), a’ (1,2;x,0),
j=1 2
2(m+p)

V'@, Zix,§) = by (@ Zi0 fm@©+ Y b (10,25x,8), (5.67)
j=1 2

_1
b*  €I0) NI, j=1,..,2m+ p).

_1
2

ay € F{N), byelLNl a’

_L
2
Expanding the non-linear commutator as in (5.20)- (5.28) we get

di(7,Z;x,8) da(z,Z;x,8)
dZ(T) Z;x)_é') dl(Tr Z;x’_f)

[0p™ (C(x, Z;x,6)(2), PT(2)] =iEOp®" Z+9,(2)2)

where ¥, € %, " [r, N1 ® ./,(C) and
dy=—C(1, Z; X)#pb* (1, Z;x,—E) = b (1, Z; x,)#,C(1, Z; X)

(5.68)
~(dza")(x, Z;x,O)[0p®V (C(, Z; x) (2]

dy=-C(1,Z; X)#pa* (v, Z; x,—&) — a’* (1, Z; x,)#, C(1, Z; X)

(5.69)
+(0,0)(1, Z;x) — (dzb")(x, Z; x,&) [0p"V (C(x, Z; 0)) [ Z]]

with
0:C)(r, Z; x) == (dzC)(x, Z; ) [P" (2)].
By recalling the ansatz (5.67) and using the expansion we get

2(m+p)
dy =—2Re(Cr, Zix)b}y (12,9 (@ —2 Y. Re(Clr, Zinb! _,(5:2,%,0)
= 2 (5.70)
2(m+p)
+ Y 4@ Zx9~(dza) 1, Zx,9)[0p™ (€, Zix, )1 2]
=1

J

2(m+p)
dy = =2C(1, Z; ) (1 + ay, (7, Z; X)) fn(©) = ) (a;_l(r,Z;x,EHa* j(r,Z;x,—E))C(r,Z;x)
J=1 2 e

2(m+p) (5.71)

+ Y 47w Zx9)~(dzb"), Z;x,0[0p”V (€, Z; x,6) (2]
j=1
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where

_i
9", 4?7 €=, ?[r,N]. (5.72)

Moreover the symbols q}k) depends only on the symbols C, a},, b}, q;,k) with p < j. Note that in the

notation above the term 9,C in is contained in qgn)i In the expansion for d, we used that a}, is real
valued.

Our aim is to prove the ansatz (5.65), using the expansions (5.68), (5.69).
Order m. By (5.68), (5.69), the expansions (5.70), (5.71) and (5.67), we have that, at the highest order, the
Heisenberg equation reads

005, (7 23:0) = ~Re(Clr Zi0by (1 2,9 - dzay, v, Ziwl0p™ ©w Zionizn -
a0, 2;%) = am(Z; %), '
0.b;(1,Z;x) = =20+ a’, (1, Z; x)C(1, Z; x) — d 2 b}, (1, Z; x) [Op®V (C(1, Z; ) [ Z]] 5.7

b} (0,Z;%) = by (Z; x). '

Notice that the problems (56.73), (5.74) have the form {4.86), (4.87). Therefore, by Theorem we have
ay(t,Z;x) eXFL, N1, b}, Z;x) e 91, NI,

with estimates uniform in 7 € [0, 1] and
b}, (1,Z;x)=0.

Lower orders. Recalling (5.70), (5.71), (5.72) we have that the Heisenberg equation, at order m — j/2, for
j =1, reads

0ra’ (1, Z;x%,8) = —2Re(Cr, ;0" (1,2:%,0)+ 4 (7, Z%,8)
m=3

m-4
—(dza’ )T, Z;x,0) [op®V(C(Z;x))121], (5.75)
a;_l(O,Z;x,f):am_%(Z;x,f),
orb’ @ Zix8)=-(a (@.Zx+a’ j(T,Z;x,_f))C(T,Z;X)‘Fq;2)(T,Z}x,€)
m-z m-3 m—14

~(dzb" ), Z;x)[op™(C(ziw)(Z]], (5.76)

b;_%(o, Zx,8)=b, 1(Zx0,

where (recall (5.61)) we defined
am_%(Z;x,f):O, bm_g(Z;x,E):=0, jz2. (5.77)

Notice that the problems (5.75), (5.76) are of the form (4.109), (4.110). Since the symbols q}l), qj.z) depend

only on the symbols C, a;,, b}, qé,k) with p < j, we can iteratively solve the problems (5.75), (5.76) and

verify that, at the step j, the symbols qj.l), q}z) satisfy the hypothesis (4.108). Therefore, by Proposition
we have that the solutions of (5.75), (5.76) satisfy
_i
a ,@Uixd), b @ Uix el InN].
~3

_i
m=3

By iterating the procedure above we construct symbols a*,b" as in (5.67) such that the following holds.
Define

Q'(2) = OpBVGEA" (1, Z; x,8)[Z]
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with A* of the form with a*, b* asin (5.67). Then the operator Q" (Z) solves the problem
0:Q7(2) = [0p"V(C(1, Z; x, )21, Q7 (2)| + Y, (1; 2)
{QO(Z) =iEOp"™(A(Z; x,6)12],
where 9,(1; Z) := Op®WV(G, (1, Z; x,)) [ Z] for some matrix of symbols G, € 2T’ [r, N] ® .4, (C). The fact

that the difference Q" — P' is a smoothing remainder in 2921_'0 [r, N] ® #>(C) can be proved following
word by word the conclusion of the proof of Theorem|5.1}

5.2.2. Diagonalization of the matrix at lower orders. Let us consider the operator X(U) as in (5.2) with

a(U;x,§)  bU;x,$)

AU =\ 5 Te -0 aUix,-0)

where )
aU; x,8) =1+ am(U;x)) fm(&) + any (U; x,6), m>1, m’zm—i,

. _ (1T m" "._ /_E
b(U;x,8) = by (U; x,8) €I [r,N], m" :=m 5 forsome p=0 (5.78)

am(U,x) € SFX[r, N1,  aw(U;x,& € =T [1, N,
Ay (U; %,8) — @y (U; x,8) € 201, N].
where f,;, € Tj" and in particular is a m-homogeneous C*(R*,R) and even in { € R. Assume also that
holds. Let us now consider the matrix of symbols
0 C(t,U;x,$)
C(z,U;x,-¢) 0

where C(t,U; x,¢) is the symbol given by Theoremwith m' ~~ m", and let ¥7 be the flow of
with

Cr,U;x,8) = ., CT,U;x,&) € SM%[r, N1, 6:=m" - m,

G"(U) = Op®™(C(z, U; x, OHIU]. (5.79)
Notice that the flow of with generator in (5.79) is well-posed by Theorem[2.31] We define
Z:= 2] =Y (U)}r=1- (5.80)

The main result of this section is the following.

Theorem 5.4. Forr > 0 small enough the conjugate of X in with assumption has the form (see
(5.80))

Z=1EOp™W(A"(Z;x,6)[Z1+R*(2)[Z], R'e€ReZR,’[r,NI®.t,(C),
and the matrix of symbols A* € ZI'{"[r, N1 ® .¢(>(C) has the form

a*(Z;x,&)  b*(Z;x,8)

+ . .
A= Zx -8 @ Zx-0)’ 8D
where
a*(Zix,8) = 1+ af (Z) fm© + @y (Zix, ), bT(Zix,O=b',  (Zix,9),
@ (2,0 €SFFLNI, ab (Zix ST LN], bH(Zxd e 2[nN) (5.82)

ay,(U;x,&) - a* ,(U;x,) € XT{[r, N].

The rest of the section is devoted to the proof of the result above and we will follow the strategy used
in sectionBb. 1.1

The system in the new coordinates has the form (5.4)-(5.6) with G as in (5.79). We recall also
that, by the remarks under Definition [2.15|and by Theorem [2.31} we note that

P'(Z) =iEQZ + M (1; Z)[Z], My € 4,1, N]® 4> (C),
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with estimate uniform in 7 € [0, 1], where Q is in (3.2). We shall look for a solution of the Heisenberg
equation of the form

PY(Z) =iEQZ + M\ (1; Z)[Z) =iEOp®WV (AT (1, Z; x,&)) [ Z) + R* (1, 2) [ 7],

with A*, R*
a*(r,Z;x,§) b (1,Z;x,{) _
AT (1,Z;x,8) := Gz i) Tz i() ,  R'ex® ’[r,Nle.,(C). (5.83)
T,4;5X,— a \r,4;x,—
In particular we make the ansatz
2(m+p)
a*(t,Z;%,8) =1+ ap @, Z;x) fm@ + ap (1. Zx,0+ ), ay (1,Z;%,9),
j=0 2
2(m+p)
b (1, Z;x,8) =by, (1, Z;x,0)+ ) b (1,Zx8), (5.84)
j=1 "
’ "_ _l r/_l
ay € LFLIr, N1, a}, €T [r,N], a;m,,_m_gezrf’” "2, N, b:n”_%ezrin 2[r,N],

with j = 0. Expanding the non-linear commutator as in (5.20)- (5.28) we get

di(t,Z;x,8) da(t,Z;x,¢)

BW . T —;
[0p™C, 230 0121, PHA] = E do(v,Z;x,~8)  di(T,Z;x,~8)

Z+%9,(2)Z]

where ¢, € Z%;p[r, N] & 4> (C) and
dy = —-C(1,Z; x,O#pb* (1, Z; x,-&) = b (1, Z; x,O)#,C (1, Z; X, =)

(5.85)
~(dza") (¥, Z;x,8)[0p®V (C (1, Z; x,8) (2]

do=—-C(1,Z; x,O#pa* (1,Z;x,—-&) — a* (1, Z; x,)#,C(1, Z; X, ) (5.86)
+(0,0)(T, Z; x,8) - (dzb") (1, Z;x,6) [0p®V (C(x, Z; x,6) [ 21] '
with
0:0)(1,Z;x,8) :=(dzC) (1, Z; x,§) [PT (2)].
By recalling the ansatz and using the expansion we get

2(m+p) 2(m+p)
di=-2 ) Re(C(T,Z;x,ff)b+ (T,Z;x,f))+ q\’ (1, Z;x,&)
iz0 m ) J

—(dza")(x, Z;x,8)[0p® (C(x, Z; x,8)[Z]]
dy=-2(1+a},(t,Z;x) fm(CT, Z; x,&)

H_l
2 J

(5.87)

2(m+p)

- (a,*,l,(r, Z;x,&)+a’ (1,Z;x, —6))C(T, Zx O+ Y, 471 Zix0) (5.88)
=0

—(dzb" (1, Z;x,&)[0p®™Y (C(z, Z; x,8)) [ 2]]
where

2m’"—m—

1 1L
qﬁ.)ezr1 2[r,N], j=2,
depends only on the symbols C and b:n”_  With0 <k < j-2, while
2

n_J 7
q? exr" [ N], j=2,and %;ém,

_i Jj
Z[r)N]) for Ezm,

!

47 =rj+0:C),rj XTIy
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depends only on the symbols C, a,, a, , and a;, ., . ., with k such that2m" —m—k/2 <m" - j/2.

High orders of the symbol a*. By (5.85), (2.31), we have that, at the highest order, the Heisenberg equa-
tion at orders m and m' reads

0.4, (t,Z;%) = —dza), (1, Z; x) [Op®V (C(r, Z; x,8)) [ Z]] 5.89)
a0, Z;x) = am(Z; x) fm (&) '
{ma;, (T, Z;x,8) = —dza}, (1, Z;x,&)0p™ (C(x, Z; x, ) [ Z]] 5.90)
ah,(0,Z;x,8) = any (Z; x,8)). '

Notice that the functions
g1(0) =a,,(t,Z(1);x), &) =a,, T, Z(1);x,)

are constant along the solution of (5.79). By Theorem such flow is well posed and invertible. Hence
the symbols

an@, Z;x,8) = an(¥Y) 230, al,(1,Z;%,8 = aw(P)H2);x,8),

belong respectively to Zl"i" [r, N1, ZF;”/ [r, N] and solves the problem (5.90).

High orders of the symbol b*. By (5.86), (2.31), we have that, at the highest order, the Heisenberg equa-
tion at orders m” for the symbol b* reads

0:b" (1, Z;x,8) = =2(1 + a},(t, Z; 0)) fm (O C(T, Z; %, &) — d 2 b7 (7, Z; %, 6 [Op™V (C (1, Z; x, ) [ Z]]
b} (0, Z;x,8) = by (Z; x,8) . (5.91)
Notice that the function g(7) = b} , (7, Z(7); x,¢) satisfies

0:8(1) = -2(1 +a},(t, Z(1); X)) fm(©)C(z, Z(1); X, ),
8(0) = by (Z(0);x,8) = by (U; x,€).

Therefore
b} (T, Z,%,E) =bpy (P 1(2); x,)
-2 f (A +a}, (0,97 (¥ H2)) fn () Clo, Y (¥ 1 (2);x,8)do
0

solves the problem (5.91). Moreover, by Theorem (see (4.138)), one has that

b:'n,,(l,Z; X, 5) -4.1_38 0

Lower orders. We start by studying the first lower order corrections to the symbols a*, b* in (5.84)
which are respectively of order 2m” — m and m” - 1. Recalling (5.87), (5.88), we have that the Heisenberg
equation, at these orders reads

0cal . . (1,72;%) = —dza;, . . (1,Z;x)0p®V(C(z, Z;x,0)Z]]
- 2Re(C(r, 233, Db} (1,2 %,€)), (5.92)
a3, (0, Z;%) =0,
0:bt, (T, Z;x,8) ==dzb" , (7, Z;x,0[0p"V(C(, Z; x,6) [ Z]]

- (a;,(r, Zx,8) +a) (t,Z;x, —rf))C(r, Z;%,6), (5.93)
b;lr/_l (Or erré) = 0-
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Tﬁle symbols b; , and a; , have been already computed at the previous steps. Therefore, one can check
that

@ﬁumhmax£ﬁ=—2£ K%CwAWWWU‘WZh&Gb;AuW”N”YWZxxéﬂda,

b;’ln_l(T'Z;x»é) ::f Q(O-I\PU(\PT)_I(Z);xré‘)dU;
2 0

Qr, Z:%,8) = —(ahy (v, Z:,8) + a4 (7, Z5%,-9) | C(x, Z5x,8),

mrr_l
o €X', *[r,NI. For the lower

order terms we reason similarly and iteratively. Recalling (5.87), (5.88), we have that the Heisenberg
equation, at lower orders reads

solve the problems (5.92), (5.93). In particular, using the estimates (2.59) on the flow ¥* (and reasoning
as in section , one can prove that a; , € ZF%’””"”[r, N] and b*, |
m'—3
0ra; (1,Z;x,8) = —2Re(C(T,Z; xOb" (T, Z; x,f))
m'—3

~dzaf (v, Z;x,9)[0p™ (€1, Z;x, OV ZN + 4 (7, Z; x,) (5.94)

a; (0,2 x,¢) =0,

with k:=2m" —m— j/2. It is important to note that 2m” — m— j/2 < m" — j/2. Then the corresponding

equation for the symbol b* . does not depend on the symbol a;m,,_m_j /o~ Actually, recalling (5.88), we
|
have ’
0 b (7, Z;x,8) = —dzby (v, Z;x,§) [0p™V (€1, Z; x, ) ZN + G (7, Z3%,€) (5.95)

b (0,2 x,£) =0,

with k:=m" - % for some Ejj.z) depending on qj.z) and a, with p <2m" —m— j/2. One can easily check
that

@ Zind) = =2 [ Re(CE YT TZix b’ (970 (2,8 do
0 m

n_J
2

T . .
+f q;.”(U,WU(WT)_I(Z);x,f)dUEZF{[r,N], kzZm"—m—%,
0

. .
bZ(r,Z;x,€)=f G707 (¥ (25, Odo e XTI NI, k=m'-2
0

solve the problems (5.94), (5.95). To summarize by iterating the procedure above we construct symbols
a®,b" asin (5.84) such that the following holds. Define

Q"(2) = OpPVGEA* (1, Z; x,8)[Z]

with A* of the form (5.83) with a®,b™ as in (5.84). We define the matrix in (5.81) as A" (Z;x,¢§) :=
A*(1,Z;x,&). By the construction above we can note that the conditions in (5.82) are satisfied. More-
over the operator Q* (Z) solves the problem

0:Q"(2) = [0p™(C(x, Z;x,6)[2], Q7 (2)]| + Y, (1; 2)
Q%(2) =iEOp™W(A(Z; x,8))(2],
where 9,(1; Z) := Op®WV (G, (1, Z; x,£)) [ Z] for some matrix of symbols G, € 2T’ [r, N] ® ., (C). The fact

that the difference Q" — P? is a smoothing remainder in 2921_'0 [r, N1 ® 4>(C) can be proved following
word by word the conclusion of the proof of Theorem[5.1} This concludes the proof of Theorem 5.4}
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6. SYMPLECTIC CONJUGATIONS

In this section we explain how, with mild modifications, the change of coordinates of Section[3|can be
adapted to our Hamiltonian contexts. In other words in the case that the equation has the Hamil-
tonian structure introduced in Section[1.3] one may be interested in preserving such a structure for the
equation in the new coordinates (3.6).

Para-differential Hamiltonian vector field. Let u be a C*™ function on the T with values in C. We define
the following frequency localization:

Seu:= Z upe** (6.1)
lkl=el¢]
forsome 0 < e <1. Let A(U; x,¢) € ZI'{"[r, N1 ® /> (C) be a matrix of symbols real-to-real and self-adjoint,
i.e. satisfying and and consider the Hamiltonian function

H(U)::%AOpBW(A(Sfu;x,f))U-de, U=[Y%], (6.2)

where S;U := (S¢u, S;u)T . We are going to show that the Hamiltonian vector field of H in (6.2), which
by definition is i/VH(U), equals iEOp®W(A(U; x,£))U modulo smoothing remainders. We need some
preliminary lemmas.

Lemma 6.1 (Differential of symbols). Fix p € N, m € R and consider a symbol a € f;". Foruy,...,up+1,h
in C®(T;C?) define a linear operator on h as
Flh] = F(uy, .., upsDh) := Op™V(alh, .., up; O) [up1].

Then the operator F*, the adjoint with respect to the L scalar product of F, belongs to the class 9?3;'0 for
any p > 0.

Proof. First we note that

Flhl:= Y Y Colt oy Ty 1) (T, ) .. (T, 1) (T, U1

.....
nyeZ o1 I’l]+0'2n2+‘..+0'pnp:0'01’l0—0'p+1I’lp+1

for some coefficients C,rfl”“np € C, og; € {#}, which are different from zero only if

P
Injl<e(np), 0<e<xl.
j=1

Then one has that
(FUm, ) , = fv FIh) - tpsz = fv h-LQttz, .., upe))[ttp 2],

where the operator L is defined as
L(”Z) ) up+1) [up+2] =

Np+1
> > Cr Wy u2) . (M, ) (T Upe) (o, Up2) -
JEZO2M2+03N3+... 40 pi1 Npr1 —Npi2=M ne

In order to obtain the thesis it is sufficient to prove that L belongs to the class of remainders, i.e. one has
to show that (2.17) holds. First we note that, using (2.8), there exists u > 0 such that

p+2

1T LT, s, Ty s DT, Uzl 2 < COOAXCRY, oy (M), (o) [ 1Tyl 2. (6.3)
j=2

We remind that L is different from zero only if the following two conditions hold:

p
Y Inil+1j1 < e(npea), O2Mp+03N3+...+ 0 pr1lpr1 — Npi2 = —01 1.
i=2
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Hence there exist constants ¢, C > 0 such that

cmax((nz),...,(Np+1), (Np+2)) smMaxp((n2), ..., (Np+1), (Np+2)) < Cmax((ny),...,(Np+1), (Np+2)),
which, together with (6.3), proves that L satisfies the estimate for any p > 0. O

In the following lemma we prove that a para-differential operator Op®W (a(u; x, ¢)) equals to the trun-
cated one OpBW(a(Sg u; x,¢)) modulo smoothing remainders.

Lemma6.2. FixpeN, meR, r >0, any p >0 and consider a(u;) € ') [r] and set
Rw) := 0p™(a(u; x,8) - a(Ss 15 x,6).
Then R(u) belongs to the class %;p [r].

Proof. Let v € H®, expanding we obtain
Rwv=Y ™ Y (aw) - a(Sju ), vj-
kez  jilk-jl<eljl
Setting Rju = u — Sju there exists o € (0,1) such that
Rwv=)_ elkx > (dua(u—aRju)Rju)k_j vj
kez  jilk-jl<eljl
= Z eikx Z Z (dua(u—aRju)
kez Jilk—jl=eljl j:1j' 1>l jI

)k—j—j’ (Rjw)jrvj.

Therefore

2
IR VN 5sep < ) (
kez \j:\k—jl=<eljl j":1j'1>€lj]

2
SCZ( > Y |(dua(u—aﬂju))kjj,(|(Rju)j,|<j/>P|uj|<j>S)
kezZ \j:lk—jl=<eljl j":1j'|>€l ]l

2
|(dua(u—(iju)) ,(Rju)jIVj‘(k>s+p)

k=j-j

2 2 2
< Clldya(u— o Rju) s 1l zgso+p 101 s,

for any sy > 1/2, C > 0 depending on s. This implies the bound (2.20). The bound on the differential in u
follows by on the symbol a and reasoning similarly. This concludes the proof. O

We leave to the reader the proof of the following lemma which is similar to the one of Lemma[6.2]
Lemma6.3. FixpeN, meR, r >0, any p >0 and consider a(u;¢) € 1:,’31 and set
R(u) := 0p®W(a(u; x,&) - a(S¢u; x,6)) .
Then R(u) belongs to the class ,@;p .

In the following proposition we give an explicit structure of the Hamiltonian vector field of the Hamil-
tonian function in (6.2) as a sum of a para-differential operator plus a smoothing term.

Proposition 6.4. FixpeN, meR, r >0, any p > 0 and let A(U; x,¢) € ZT'})'[r, N] ® .4»(C) of the form

(2.36), consider the Hamiltonian function H(U) in (6.2). Then there exist R € Z,%;p [r,N] ® 4, (C) such
that
Xy(U) = {JVHU) =iEOp®™ (A(U; x,6)U + RU)U .

Proof. By using (6.2) and (2.36) we have the following
1
HU) = Hw, ) = f (0P (@(Sgtw,; x, ) u- T+ O™ (b(S(u, W) x, )T T
T

+0p®V (b(Se (u, w); x, —&)u- T+ Op®V (@(Se (u, W); x, —€)) U - u)dx.



A NON-LINEAR EGOROV THEOREM 75

We prove the theorem for the first addendum, one can deal with the others in the same way and deduce
the thesis. Since a(U; x,¢) € ZFZ“[r, N] we may decompose it as a sum of multilinear terms in 1";.” and a
non homogeneous one in I'\/[r]. We have

0( | Op™talSetw i )u-Tidx) = OpP (a(Setan i )+ F* 1@
i

where F* is the adjoint of the linear operator F : h — OpBW(dga(Sf(u,ﬁ))h) u. Thanks to Lemma
it is enough to prove that the addendum F*[#] is a smoothing remainder in the class Z%;p [r, N]. The
multilinear counterpart of this claim is true thanks to Lemmal[6.1] In the following we prove that the non
homogeneous part of F*[u] is a smoothing remainder. With abuse of notation let a be in Fﬁ [r], we have

f 0p™V (10, a(S;w1S;h)u-Tdx = Z(Ztaua(sfu)sfmk—f”f (@)
T kez \jez

= Z Z Z (aua(sju))k_j_j/(h)jruj(ﬁ)_k

kez|k-jl=eljIlj'|<eljl

=Y hp Y ) BualSjw)i—j-jui@-g
j'ez  eljI>1j' k- jl<el ]

= Zhjf(f)_jr.
]/

Therefore we can continue as follows

2
NN DYDY |(dua(sju))k_j+m||uj||(ﬁ)_k|<m>~°+f’)

meZ \|k—jl<el|j| Im|<elj|

2
=y | X Z|(dua(s,-u))k_]-+m||u,~|<j>3|(ﬁ)_k|<m>f’)

meZ \|k—j|<elj| jeZ

2
=Y 1Y X |(dua(sju))k_j+m||u,~|<j>3|m_k)|<k>P)

meZ \keZ jeZ
< ldua(Seu)ll gso lll ps Il gso+o.-

As done in Lemma(6.2|one concludes that f is a smoothing remainder hence the result follows. g

Symplectic Flows. In this section we study the symplectic corrections of the flows considered in Section

Consider a symbol f(z,U; x,¢) as in (2.52), 2.53), (2.54), (2.55) a symbol g(7,U; x,¢) € XTI [r, N],
m <0, and assume that

f(T)U;xyf) :f(T) U;xyf)) g(TyU;x»_E) :g(T,U;X,f)-

We also assume that the symbols f(t,U;x,¢), g(t,U; x,§) satisfy the estimates (2.8)-(2.11) uniformly in
7 €[0,1]. Let us define the operator

yUs x, U x,
G :=0op¥ [0 Uil - gmUine) ) (6.4)
gr,U;x,—-&) f(r,U;x,-¢)
and the Hamiltonian function G(U) : H3(T;C) n% — R defined as
GU) = f 4(S:U)[U]-Udx, (6.5)
T

where S; is defined in (6.1). We have the following result.
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Proposition 6.5. (Symplectic flow). Let us define V., 7 € [0, 1], the flow generated by the Hamiltonian G
in (6.5). We have that U(t) := WY{.(Up) , Uy € HS(T;C?)n%, solves the problem

0;:U =iJVG(U) =iE4(U)[U]+ZU)U, U0) =Uy, (6.6)
where % € Z%l_p [r, N1 ® 4> (C). The map Y, satisfies estimates like -(2.59) and it is symplectic, i.e.
MY, Yz(N)=A(U,V), VU,Ve%,
where A(-,-) is the symplectic form in (1L.19).

Proof. Notice that the operator ¢4 (U) in is self-adjoint according to Definition Hence formula
follows by Proposition[6.4] The flow ¥, is well-posed by Theorem Moreover it is symplectic
since it is the flow on an Hamiltonian vector field. U

Proof of Theorem[3.3]. In order to prove Theorem3.1jwe apply iteratively Theorems/5.3} andp.2]
The maps provided by such results are constructed as flows of para-differential vector fields. In order
to obtain a symplectic correction to such maps one can reason as follows. Instead of considering the
flows generated by (5.62), (5.79), (5.11) and (5.46) one can consider their symplectic corrections gener-
ated by Hamiltonian functions of the form (6.5). By Proposition [6.5] the maps constructed in this way
are symplectic. Moreover the generators of such flows have the form (6.6). In other words the genera-
tor of the symplectic correction to the maps (5.62), (6.79), (5.11) and has the same form up to a
smoothing remainder. Therefore the results of Theorems and[5.2] hold true with some very
mild modifications of their proofs.

In order to prove the self-adjointness of the operator £ (Z7) is it sufficient to show that the symbol
m(Z;¢&) is real valued. We need to enter the proofs of the results in section[5]

First of all, since X(U) in is Hamiltonian, then the matrix A(U; x,¢{) in is self-adjoint, i.e.
it satisfies (2:40). In giving the proof of Theorem [5.3|with this additional assumption on A(U;x,¢) it is
evident that the matrix A*(Z;x,¢) in still satisfies (2.40). This can be deduced from equations
(5.67)-(5.69) and (5.73), (5.74). This gives the self-adjointness at the highest order m. One can check
this property at lower orders by using equations (5.75), (5.76). At this point rename A* = A and apply
Theorem In the same way one deduces the self-adjointness of the matrix A* in by equations
(5.84)-(5.86) and (5.89), (5.90), at the highest order. Similarly for the lower orders.

One has to repeat this check in the proofs of Theorems|5.1} O

7. POINCARE-BIRKHOFF NORMAL FORMS

The proof of the Theorem[3.7)is based on the iterative procedure which is performed in the following
subsections.

7.1. Abstract conjugation results. In this section we provide a conjugation result of a vector field of the
form (3.12) under the flow generated either by Fourier multipliers or by smoothing reminders. We shall
we consider the system

U =2 (U) =iEQU +iEOp™™ (MWU;H) U+ (W) (U],  U©0) = Uy, (7.1)
where Qisin (3.2), Z € Z@l_p [r, N1® >(C), N(Z;¢) € T [r, N]® 4> (C) is independent of x € T and has
the form

Ly [MU6) 0
NWO:= "0 ],
for somene Zl"i” [r, N] real valued.
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7.1.1. Flows of Fourier multipliers. Fix p € N and consider the matrix of symbols

bp(U;) 0
0 bpU;=O)

where by, is real, independent of x € T and admits the expansion (2.16). Consider the Hamiltonian func-
tion (recall (6.1))

B(U;¢) := ( ) , byUze el (7.2)

GU) = %f Op"W (B, (S:U; &)U - Udx. (7.3)
T

We are using the abuse of notation b, (U;¢) := b, (U, ..., U;¢). Let ai; be the solution of

{a,gi,; (U) = Xy (st ()
(7.4)

Ay =U,
where Xy is the Hamiltonian vector field of and has the form (see Proposition|6.4|and Lemmal|6.3)
Xg(U) =iEOp®(B,(U; &)U + Bp()U,  Bpe R, . (7.5)
We prove the following.
Proposition 7.1. Forr >0 small enough the following holds. Setting (recall (3.6), )
W:=of,(U):=sf,(U), X" (W):=P (W)= :=dsdy(of,” (W) [Z (d,"(W))],,_,,  (7.6)
we have that

{W =X (W) :=iEQW +iEOp®V (N (W;0) (W] + 2" (W) [W] -

W(0) = o/ (Z)

where Z* € Z%Ip [r, N1® 4> (C) and Nt € 2I'{*"[r, N1® 4>(C) is independent of x € T, real valued and has
the form

T LS 0
i (W’a‘_( 0 n*(W;—'S))’
1 (7.8)
nt (W) =n(.sz¢,;1(W);<f)+f0 (dzbp) (g o, (W); &) [P (o7 o, (W))ldo .
Moreover, for any s = sy, the maps ,szil;—“l are symplectic and satisfy
Iy W= < 1UN =L+ CIU W), (7.9)

for some constant C > 0 depending on s.

Proof. The estimates (7.9) on the flow of follow by Theorem The vector field & in in the
new coordinates W has the form (7.6). In particular P satisfies, for 7 € [0, 1], (recall (7.1), (7.4))

0:P" (W) = [ X (W), PT(W)]
{PO(W) _aw). (7.10)
Moreover, by the remarks under Definition[2.15/and by Theorem[2.31} we note that
P*(W) =iEQW + M (1; W)[W], M € 4 (r, N1 ® 4> (C), (7.11)
with estimate uniform in 7 € [0, 1]. Actually we shall prove that
PT(W) =iEQW +iEOp®V " (r, W; &) (W] + R (1, W) [W],
with 9%, 27 as follows
N, i o= [ T W3O 0 R+ € 2R, [r,N]® M(C). (7.12)

0 nt(r,W;-9)’
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In particular we make the ansatz that n* (7, W;¢) is real valued and x-independent. By expanding the
non linear commutator as in (5.23)-(5.28), and using that 2t*, B p are independent of x we deduce (recall
@.3)

[ Xy (W), P*(W)] = OpPW (iE(dw B,) (W; &) [PT (W)]) [W] (7.13)
— OpPV(iE(dwIN™) (1, W; O [ Xg (W)]) [W] (7.14)
+0p®WGEB,(r, W; O)[ 2" (r, W) [W]] + B, (W)R* (r, W) [W] (7.15)
— R (1, W) [ Xg(W)] — (dw R ) (1, W) [ Xeg (W)]. (7.16)

Notice that, by (recall also (7.2)), we have
0:bp)(W;&) := (dwbp) (W;&))[PT(W)] € I, N]. (7.17)
Order m. By (7.13)- (7.16) we have that, at the highest order, the equation reads

A" (T, W;&) = (0:bp) (W;&) — dwn™ (T, W; &) [ Xg (W)] 718)

n* (0, W;&) =n(W;&). '
Notice that, if n* solves (7.18), the function

g@) =n"(7,W(1);&)
where W (1) = &/} (U) in (74), satisfies
T
0:8(1) = (0¢bp) (W (7);6),  g0):=n(Z;5), = g(r)=g(0) +f0 (0¢bp)(W(0);¢)do.
Therefore
~ T ~ ~
nt (T, W) i=n(s, " (W); ) +f0 0:bp) (el o), " (W);$)do, (7.19)

solves the problem (7.18). Reasoning as in Section [4| (see for instance the proof of Lemmal4.4) using the
estimates of Theorem 2.31} one deduces that n*(z, W;¢) belongs to ZI'/*[r, N]. By (Z.19), (7.17) one gets

the (7.8).
Define

QY (W) =iEQW + OpBWGEN™ (1, W; &) (W]

with 91" of the form (7.12). Then the operator Q" (W) solves the problem (recall (7.4), (7.13)- (7.16), (7.18))
0:Q" (W) = [Xg (W), Q" (W)]

{QO(W) =iEQW +iEOp™ (O (W; ) IW1.

(7.20)

It remains to prove that the difference Q7 — P is a smoothing remainder in in Z%l_p [r, Nl ® 4> (C). First
of all we write

Q"(W)—PT(W) = V"o (sfy) ' (W),
where, recalling (7.6),
VI(U) := Q" ooy (U) — (dy ) (U)X ()]
Reasoning as for the operator in we deduce (see (7.1))

0V (U) = (dwn Xa) (4,) [VT],
0 (7.21)
VIU) =-2(U)U.
Reasoning as done for one can check V' € Z?)Zl_p [r, N]® 4> (C). This implies that Z* (r, W)[W] :=
Q' (W)—P* (W) (again using Theorem belongs to Z,%l_p [r, N]®.4>(C). Hence we have the (7.7). O
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7.1.2. Flows of smoothing remainders. In this section we consider the flow </, of
O} (U) = 28 (AT (U)) L] (U) o)
Ay =U, '

where 2 épu) + € ?Z’;p , this problem is well-posed by standard theory of ODEs on Banach spaces. Assume
also that Q;@X(U) U is Hamiltonian, i.e. there is a map Q¥ € lep ® > (C) such that (recall (1.18))

280U =XeW), W)= [ AP W)U Tdx. (7.2
T
Recalling the system we define
Wi=dpU)i=d)(U), W)= PT(Wjemt = ded (o, " (W) (2 (L, T (WD) Ly (7.24)
We prove the following.

Proposition 7.2. Forr > 0 small enough the following holds. The function W in satisfies
W =2 (W) :=iEQW +iEOp®W (0 (W; ) (W] + 2+ (W) (W] (7.25)
W(0) = o/ (Z) '

where R € Z%l_p [r, N] ® 4-(C) andN" € ZF{”[r, N]® > (C) is independent of x € T, real valued and it
has the form

N
+ s o (W W56) 0 N e t .
N (W;¢) = ( 0 ntW;—8)) n' (7, W;é) :=n(), " (W);4). (7.26)
Moreover, for any s = so, the maps <4 are symplectic and satisfy
leZy ' @)l s < 1U s+ CIU ), (7.27)

for some constant C > 0 depending on s.
Proof. The field P* in satisfies, for 7 € [0, 1], (recall (7.1))
0, P*(W) = [2%) . (Wmyw, PT(W)]
{PO(W) =X (W).
Moreover, by the remarks under Definition[2.15/and by Theorem[2.31} we note that
PY (W) =iEQW + My (1; W)[W], M; € Z M4 (1, N]® 4,(C), (7.29)

(7.28)

with estimate uniform in 7 € [0, 1]. Actually we shall prove that
PY(W) =iEQW +iEOpBW O (z, W; ) (W] + & (v, W) [W],
with N* € ZT7(r, N] ® 4, (C), 27 € 2R, " [r, N] ® > (C) and

n*(r, W;¢) 0

0 nt (T, W;=¢))” (7.50)

N*(r, W;8) :=

Furthermore we make the ansatz that n* (r, W;¢) is real valued and x-independent. By expanding the
non linear commutator as in (5.23)-(5.28), we deduce

(20 wyw, PTW)] = 28 (W) [PTW)] + (dw 2 (WyW) [PT(W)] (7.31)
—~ w28 W] - dwt Wyw)[2F) W)W (7.32)
—op™ (N (7, w;8) [ . (W] (7.33)

— 0p™ ((dywMH) (@, W; ) [ 2% (wyw]) [W]. (7.34)
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Notice that, by (7.29), we have

d _
E(Q%x(W)W) =20 W[P*W)] + (dw 20 (W)W)[PT(W)] € 22" [r, N]. (7.35)

Order m. By -([7.35) we have that, at the highest order, the equation reads (recall (7.1), (7.30))
Ot (T, W) = —dzn* (1, W;0) (2 (W) W]
n" (0, W;&) = n(W;¢).

Notice that, if n™ solves (7.36), the function g(7) = n* (r, W(1);¢) is constant along the solution of (7.22).
Therefore

(7.36)

nt (1, W) i=n(st, T (W);0), (7.37)
solves the problem (7.36). Reasoning as in Section [4] (see for instance the proof of Lemmal4.4) using the
estimates of Theorem|[2.31} one deduces that n* (r, W;¢) belongs to XI'}*[r, N]. This proves the (7.26).

Let us now define
Q" (W) =iEQW + OpBVHEEN" (7, W; &) (W]
with 91" of the form (7.30), (7.37). Then the operator Q* (W) solves the problem (recall (7.22), (7.31)-
7:34), (7.36))

0:Q"(W) = [20) (MW, Q" (W) + 4,(W)W
{Q()[aux() Q' W)] +4,(W) (7.38)

Q" (W) =iEQW +iEOp™ M(W; &) W],
forsome ¥, € Z%l_p [r, N]® .4, (C). It remains to prove that the difference Q” — P? is a smoothing remain-
derinin Z%Ip [r, N] ® > (C). First of all we write

Q"W)-PT(W)=VTo (ézf,f)_l(W),
where, recalling (7.24),

VI(U) := Q" ot (U) — (dy</)()[X(U)].
Reasoning as for the operator in we deduce (see (7.1))

{aTV’(Z) = ([d2au) @D[V],  Quus(2):=200(2)Z,

(7.39)
Vi) =-x(2)Z.

Reasoning as done for one can check that V* € 292;'0 [r, N1 ® 4> (C). This implies that the remain-
der Z* (r, W)[W]:= Q" (W) — PT(W) (again using Theorem l belongs to Z(%’l_p [r, N] ® #>(C). Hence,
by the discussion above, we have obtained the (7.25). O
7.2. Elimination of quadratic terms. Consider the system (3.12). By hypothesis we have (see also (3.8))
M(Z;6) =M(Z; )+ M=2(Z;8), M(Z; ) el @ 4L(C), M»2(Z;6) € X1, N1 ® M (C),
22)=21(2)+2:2(2), 21(2)eR," @ M>(C) 252(Z) €ZR," [1,N]® M>(C).
The aim of this section is to eliminate the quadratic vector field
Y(Z) = 0p"VOM(Z: ) Z+21(2) Z,

in (3:12). This will be done into two steps. We shall first reduce the symbol 90, (Z; x) (see section[7.2.1)
and then the smoothing operator 2, (Z) (see section[7.2.2). Before giving the proof we make a comment
on the symbol m; (Z;¢). By the expansion (with p = 1) and the fact that m, (Z;¢) is independent of
x € T we can write

m(U;8) = Y e uym) @ + e VG m); (€) = uom)g (§) + o (m)g (). (7.40)
JjeZ

Notice that m; (U; &) depends only on the average ug of u. We shall assume that (see (3.2)) wq # 0.
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7.2.1. Elimination of linear symbols. Notice that the system (3.12) has the form with 9T~ M, X ~~
2, U ~ Z. Consider now a real valued, independent of x € T symbol by € I'(" and the matrix B (Z;¢)

having the form with p = 1. Let a?? be the flow of generated by the Hamiltonian with
p = 1. By Proposition[7.1lwe have that the variable
Wi=o(Z):=st(2), FDW):= PT(W)jzy = dod] (o, " (W) [Z (4 T (W],
satisfies (recall (3.12), (7.7))
{W =W w):=iEQW +iEOp®V (MY (w; &) (W] + 20 w) (W) 741
W(0) = o/ (Z)

where 20 € 2%, [r, N] ® 4,(C) and m® e ZI'"™[r,N]® .4 (C) is independent of x € T, real valued and
has the form

mDw;é) 0 )

(7.42)
—~— 1 —~— —_—— —~— —_—~—
D (W3 ) = m( (W); ) + fo (dyby) (7 T (W; )P (7 Z- (W) do

The homological equation. We look for a linear symbol by € T’ such that the symbol m® (W;¢) in [7.42)
is at least quadratic in the variable W. In order to do this we reason as follows. First of all, by Theorem
‘ we deduce that the flow /" of (7.4) is such that

ANZ)=Z+N(1,2)2), of,(Z)=Z+No(r,2)[Z], Ny, Na€ZM[r,N®.(C),
with estimates uniform in 7 € [0, 1]. Recall also that, by hypothesis, one has
m(Z;8) =mi(Z;6) +m=2(Z;¢), melf’, msp € ZIY(r N].
Therefore, using also and the composition Proposition we can write mV in as
AP W;6) =mP Wi +®HW;8), ML) € Z5'(r, Nl 844 (0),
A (W30 == m (W3O + (dwb) (W; ) [iQW]. (7.43)
We prove the following.
Lemma 7.3. (Homological equation). There exists a symbol b, € 1:{” such that (see )
m (W6 = (7.44)
Moreover by is real valued.

Proof. We look for a symbol b; € T} of the form

bi(W;&) = ug(b1)g (&) + g (b1)g (€), (7.45)
for some coefficients (b)Y, o € {+}. Let us define (recall (7.40))
my)g (€ )
()G (@) 1= 20 ey, (7.46)
0'(1)0

Using the expansion (2.16), with p =1 (recall also (7.40)) one can check, by an explicit computation, that
the function in (7.45) with coefficients in (7.46) solves the equation (7.44). Moreover, since m; is real
valued, one has

(my)g (&) = (m1)g ().

Hence, by (7.46), also the coefficients (b;)g (¢) have the same property. This implies that b is real valued.
O
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7.2.2. Elimination of linear smoothing operators. Consider the system (7.41) obtained from the change
of coordinates generated (see (7.3), (7.4)) by b; given by the Lemma We now consider the flow /" of
{6T&¢1’(W) = 2 (] (W)t (W)

0 (7.47)
dy (W)=Ww,

where 21 € ?Z’l_p which is well-posed by Theorem Assume that 2() . has the form @.21), 2.22)
with p =1 and coefficients (see (2.23))

@oWo = Y (@RI wl (@) gf ec. (7.48)
) X 170,] T h J170,]

016{1},]IEZ

o1j1=0j-0'k
Finally assume that Q,%  is Hamiltonian, see (7.23). We define

Wii=ah (W)=t (W),  FD W)= PT(W)jp = det (o] " (W) [F W0 (o] T (W1))] (7.49)

lT=1"
In the following lemma we show that it is possible to choose the coefficients ((qg,)m)‘jfll)g"]"‘ in (7.48) in

such a way the vector field in (7.49) does not contain any quadratic monomials.

Lemma 7.4. Forr >0 small enough the following holds. There exists QS&X € QZ’IP , of the form (7.48), such
that the function Wy in (7.49) satisfies

Wy =W w) :=iEQW; +iEOpBY (MY (Wy;0) i + 29 (wy) (W] 7.50)
W1(0) = 4 (W) '

where 20 € %, [r, N] ® >(C) and MY € XT[r,N| ® 4, (C) is independent of x € T, real valued and
has the form

W &) = [V 0
MOW; =" oave ] (7.51)
Moreover, for any s = sy, the maps df—rl are symplectic and satisfy

I s < 1UN s L+ ClU ), (7.52)
for some constant C > 0 depending on s.
Proof. We start by studying the conjugate of (7.41) under the flow (7.47) assuming that 2%, € PZ’IP .
Notice that the vector field % in (7-41) has the same form of & in (7-1), with 91 ~» MWV, Z ~~ 2 D U~

W. The generator Q;l,ix has the same properties of the generator Q;’Z)x in (7.22). Therefore Proposition
applies. As a consequence we obtain that

Wy =iEQW; +1EOp®Y (MM (wy; ) W] + 20 (wy) (w1, (7.53)
where 21 € 22, [r, N] ® 4,(C), MW has the form with (see (7.26))
m® (7, Wy;6) = P (] T (W1);€) € ZT5'[1, N].

The symbol above is quadratic since, by (7-43) and Lemma[7.3] the symbol @ (z, W;¢) is at least qua-
dratic. Moreover we have that

20wy m] =2 i+ 28wyl 20 ex%,” [ Nle /6(C), (7.54)
with Qi” € @;p . We claim that there exists 2.1 . of the form such that
20 wyw; =o0. (7.55)

The (7.53) and the (7.55) imply the (7.50).
In order to solve (7.55) we need a more explicit expression of the remainder Qil) in (7.54) in terms

of the generator of the flow Q;l,lx. This could be deduced by developing the computation in the proof
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of Proposition In particular by calculating explicitly the remainder ¢, in and using equation
(7.39). However the computation is quite involved. Then we reason as follows.

We remark that the flow /" in is Ck in 7 € [0,1] with values in the Banach space H°® (T;C?),
because it solves an ODE on H*(T;C?). Then, by Taylor expanding P? in at 7 = 0 (and using the
Heisenberg equation (7.28)), we get

. 1
W = plawy) =W ) + [Qg;x(wl)wl,@““)(wl)] +f (1-0)0%P° (Wy)do. (7.56)
0

Recall and that the operator 2 has the form
20w =20wn+20mw), 2% ex®,’Ir,Nle.0),
with QTU € ?Z’l_p . Then by we deduce

D wy) =iaw; + 200 (W)W + [ 20 (WD) W1, iEQW; | + M=o (W) Wi, (7.57)
~ ~ v N—
quadratic cubic

for some maps Mx, € Z.4,[r, N]®.4>(C). Since <f] is regular, the quadratic terms in (7.57) must coincide
with the quadratic terms in (7.53). Therefore we have (recall (7.54))

20 wnw =20 wnm + (28, (W)W iEQW ] . (7.58)

Recall the notation (2.21I) and the definition of the non-linear commutator (I.7). Then equation (7.55),
using (7.58), is equivalent to

@Y W) wi —icQ@l), w2 w? +id' (@D, )T Qu? + @D, GEQWi)I w =0,  (7.59)

for o,0’ € {+} and where W; = [Wl] and wf = wy, w; = wi. Passing to the Fourier representation (see

2.22), (3.2)) we have that equation (7.59) reads
2w (Wl))” k4 (o' vy —iow ])(,@aux(wl)) kg (Qg;x(lmwl)) (7.60)

for any j, k € Z. Recall that, since Q{l)(Wl) € 92; , the coefficients (Q{D(Wl))g ’jk have the form (see
12.23)

5 (1) ok _ (Dyo1yo',k 01 (Dyo1y0',k

@Pwrt= Y @Mrfw?, @ tec, (7.61)
Ul€{i},]1€Z
o11=0j-0'k

We look for the operator Q%x as in (2.21), (2.22) with coefficients as in (7.48). Using (7.61), (7.48), we
rewrite (7.60) as

(@ k¢

Ula’k_o
o) ) )

+(io'wi —iow; +101]1)((qaux)] iy

and hence we define
1)y01 O' k
=((q; ) h )y o.f

01)0 k. :
(io'wy —iow; +ioy j1)

) Vo-ljl—'—o-/k:o-jr jl)j»kezv U,U/,O'le{i}. (762)

((qaux)

Notice that, by assumption, the frequencies w; are not resonant according to Deﬁnition By Lemma
6.5 in [11] we have that, since Q{D € @;p and using the bounds (3.14), the operator 2., with coeffi-

cients as in (7.62) belongs to 9721_p .
To conclude the proof of the lemma it remains to show that the flow /" with generators defined above

is symplectic. We show that Quu (W)W is an Hamiltonian vector field. We reason as follows. First of all
we have that (recall (I.18))

. 1
IEQW) = Xp, (W), Hy(Wy) = fQW1 Widx=Y wjlw);?
Jjez
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is the Hamiltonian vector field of the Hamiltonian H,. Moreover, the field /M) in (7.41) is Hamiltonian
and hence its quadratic terms are Hamiltonian. Then
21 W)(Wh) = Xa(Wr),
_ | gw NV A — §1)yo1,0",0 o) a -0
AW = [ Q0w Widx= Y @5 w0 wf w);”,
o1j1+0'k=0]

for some multilinear map Q' € .4 ® 4, (C). Since 2" (W))W, solves (7.55) (see also [7-58)), then one
can check that

@Y
_ i1k, j / _
20 W)Wy =X, 40 ,(W),  (ad} AWy) := . w) (w9 (w77,
auxWDWL = X , (W), (adyy, Y (W) Uljﬁ;k:gjia’wk—iowﬁimh( DS ) (w);

and hence it is Hamiltonian. This implies that the flow is symplectic. The bounds follow by
Theorem 2.31] This concludes the proof. O

7.3. Elimination of (j+1)-homogeneous terms. Let j € N, j = 2 and consider a para-differential system
of the form

W; =D (w)) =iEQW; +iEOp™ (MY wW;;0)w; + 2V wpw;, W= [%] (7.63)
and assume the following. The matrix of symbols 9t/) as the form
; (W 0 ;
T LU/ 7 J—
m (Wj,f). 0 m(])(W],—f) , m EZFZ [r,N],

and m") is real valued and independent of x € T. Moreover we assume that it has the expansion (recall
Definition[3.5)

=j+1

. j-1 ) . )
mP W)= Y Im w0 +m Wy o +md) w50,
k=2

(7.64)
ml Ty, k=2,...,j, mJ €37, [rN].
The smoothing remainder 27)(W;) admits the expansion
, -1 . .
20wy =Y 12 nwp+2wy+22)  wp,
= (7.65)
D~ 5 . (7 -
2l exr’, k=2..j, 2/, €227 [rNl®.4(C).

The aim of the section is to eliminate all the non resonant terms of degree of homogeneity j+1 appearing

in the vector field V) in (7.63), i.e. the non resonant terms of
()]

m /" (Wj;¢) 0

)] : BW
% (W;):=iEO ;
5o s 0 w (W -6)

Wj + Q;j) (W]) Wj .

As done in sectionwe eliminate " in two steps. In section[7.3.1{we reduce the symbol m;j ' In
subsection we deal with the j-homogeneous smoothing remainders.

7.3.1. Elimination of j-homogeneous symbols. Consider a real valued, independent of x € T symbol b; €
f}" and let Bj(W;;¢{) be a matrix of symbols of the form with p=j. Let .szijf be the solution of

04T (W) = Xgg (AT (W)
{ TR A (7.66)

o ~
dj (W) =wj,

where ~
Xag; (W) =iEOp™™ (B (Wj; D)W + B;(W)Wj,  BjeR,”, (7.67)
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is the Hamiltonian vector field of an Hamiltonian of the form with p = j. In the following lemma we
conjugate the field (7.63) under the flow (7.66).

Lemma 7.5. Forr >0 small enough there exists a symbol b; € 1“;.” such that the following holds. Setting

(recall (7.63))
Wji=odj(W)) =] (W)),  FDW)):= PTW))jrar = ddyy (o, " (W)) [FV (o, T (W) oy, (7.68)

we have that
{W =D (W) :=iEQW; +iEOp™™ (MY (W}; &) (W;] + 2V (W) [W;] 7.69)
W;(0) = o7 (W;(0)) |

where 2V € 3%, [r, N] ® >(C) and MY € ET7[r, N| ® 4, (C) is independent of x € T, real valued and
has the form

- . ~ “(j) W 0
D vir. oy . (W58 0
M (Wj50): 0 ais-o)" (7.70)
o j 3
@D W50 = Y N0 +wl), 0 +wl) (W50, (7.71)
k=2
@) ey, k=2,..,j+1, @), exrm, N,
Moreover the remainder 27 has the form
20wy = Y 121w+ 2 W+ 2d) Wy,
Z =j+1 ] (7.72)
2R o), k=2,..,j, BV €3B! [r,Nl®.4(C).
Finally, for any s = sy, the maps .szi =1 are symplectic and satisfy
II£¢+1(U) s < 1UN s (L + CIU N ), (7.73)

for some constant C > 0 depending on s.

Proof. The map ,szi] is symplectic by (7.66), (7.67) and satisfies (7.73) by Theorem Notice that the
vector field V) in (7.63) has the same form of (7.1) with 91 ~» M, B ~» 2V U ~~ W;. Then Proposi-
tion applies to & (), We obtain (recall (7.68) and (7-7))

D (W;) :=1iEQW; +iEOp®W (MY (W;;6)) (W;] + 20 (W) (W]

where 2 € Z%;p[r, N]® #,(C) and MY € ZT'}'[r,N] ® > (C) has the form with (see formula
@.8))

. ~ . ~ ~ 1 ~ ~ ~ ~ ~ ~
AP (W8 =m (ol (W3 ) + fo (dzb)) (] o (Wi€) [P (o} o (Wp))do. (7.74)

To conclude the proof we need to show the expansions (7.71) and (7.72).

The homological equation. We look for a symbol b; € f;." such that m) (VVj; &) in (7.74) satisfies (7.71).
First of all, by Theorem we deduce that the flow d} T of (7.66) is such that

A[(2)=Z+NP @, 2121,  A47(2)=Z+NP @, 2121, (7.75)
N, N? e .4(r, Nl ®.4,(C),
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with estimates uniform in 7 € [0, 1] since the generator is a map in JZ] . We also recall that the symbol
m{) admits the expansion (7.64), i.e. it is resonant (see Def. up to degree of homogeneity j. Finally,
notice that, forany k< j -1,

(7T (W3 €) = MmN (Wj38) + 10 (W5, (7.76)
for some real valued and independent of x € T symbol r;; € Zl“;’i [ N1. We now expand in degree of
homogeneity the symbol in (7.74). By the discussion above we obtain

Al (Wj;8) = Z VW6 + @ W0 +ml) | (W;;8), (7.77)
for some real, independent of x symbol m (>] i1 € ZF;’fH [r, N] depending on m") and b j» and where
@7 (W58 :=m (W36 + dzb) W O IEQW; . (7.78)
We prove the following.

Lemma 7.6. (Homological equation). There exists a symbol b; € f;.” such that (see )
@ W;6) = (W36 + (dzbp W O [IEQW] = [tm ] (W)
Moreover bj(W;) is real valued and independent of x € T.

Proof. We recall that, by (2.16), the symbol m;j  has the form

m;])(W;f) Y (m o T @l wy] (7.79)
oi€l{t},i=1,..j
‘n,€Z
Y, 0in=0

Recall (3.16), (3.2) and define

,,,,, (‘-f) crln1+...+ajnj:0,

b — ’ 7.80
( ])nl, ,n](f) i(alwn]+..-+0jwnj) (01,...,0j,n1,...,nj)€5”j ( )

and (b; )U1 U’ n;(¢) := 0 otherwise. One can check, by an explicit computation, that the symbol

bj(W;¢) = > wp ,n](f)w ..wnj,
oi€lt},i=1,..,j
n;ez,

fola-nl-:o

(7.81)

g10j

with (bj)p,,..,n; () In - [7.80) solves the equation (7.79) where the r.h.s. [mW](W;¢) is defined as in 3.17).

Since the symbol mj is real valued, its coefficients satisfies

(m ‘”)Zi 0 © =m0 o), (7.82)
By formula (7.80) one can check that (b ]-) n1 nj | (&) satisfies the same property as in (7.82). Therefore the
symbol in is real valued. O

In view of Lemma(7.6/we have that formula (7.77) implies the (7.71) by setting ﬁl;cj) (] for0< k< j.
In order to prove the (7.72) we reason as follows. Recalling (7.70), (7.71), we define the operator

Q" (W) :=iEQW +iEOp®™W MY (w; &) w.

By the proof of Proposition (see (7.20)-(7.21)), we deduce that the smoothing remainder in (7.69) has
the form .
SV wmw = VTod T (Wjr=1 (7.83)
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where V7 solves the problem (see (7.67))
0:V'(U) = (dz X)) () [V'],
{ Vo) = -2V Wu.
Since the generator X¢, has degree of homogeneity equals to j + 1, the Taylor expansion of the remain-

der 2V in (7:83) coincides with the expansion in degree of homogeneity of the initial remainder 2,
Therefore, recalling (7.65), we have that (7.72) holds by setting Ql(cj )= Q,(C] "for2<k=< j- g

7.3.2. Elimination of j-homogeneous smoothing operators. Consider the vector field %) in ([7.69). The

aim of this section is to eliminate the non resonant terms of degree of homogeneity j+ 1 of % /). In view

of Lemmawe have that such terms appear only in the smoothing remainder 2 (see (7.71), (7.72)).
We now consider the flow dj.’ of

{ardj’(Wh D (AT (W)t (W)
(7.84)

) (W) =

where Q,(l],ix € .% ~P. Assume also that the vector field Qaux(W)W is Hamiltonian, i.e. there is a map
QW e ;e My (C) such that (recall (I.18))

20 MW =Xe(W),  EW) :zfQ(j)(W)W-de.
T

Finally assume that Qéjgx has the form (2.21), (2.22) with p = j and coefficients (see (2.23))

() ok _ () o100 o' k' oj () \o10j Jo' k'
(Qaux(w))g'k = Z ((Qgqux ni,.. ,I’]l])o—k wnl . -wn]j-r ((qaux)nl,...,lftj)gyk eC. (7.85)
) UiE{i},niEZ
Zleoinizgk—o’k’

In the following lemma we show that it is possible to choose the coefficients ((qg;x)gh ;) Z kk in (7.85)

in such a way that the vector field in (7.69) does not contain any non resonant monomials of degree j+1.

Lemma 7.7. For r > 0 small enough there exists Q;j;x € ?Z’]_.p , of the form (7.85), such that the following
holds. Setting (recall (7.68))
Wi = ot (W)) = of | (W),

(+1) T T -7 7 () -7 (7.86)
YT W) i= PT(Wjg1)=1 1= d&fj (»ij W) [#Y (< (Wjs)]

lt=1"
we have that
Wis1 =@V (Wjh) = iEQW +IEOp™ (YD (Wi 1;0) W] + 20D (W) (W]
{W,-+1(0) = of1 (W;(0))

where 2U+D ¢ Z%Z_p [r, N1® 4, (C) and MUY ¢ IT7'[r, N1 ® 4> (C) is independent of x € T, real valued
and has the form

u+ )(W+ 36) 0
m(]ﬂ)(w oE f) — [m j+1 m(j+1J(W<+]-_5)] ,
mU (W15 = Z[[ w0 +m w0 +md L ovg 0, (7.87)

k=2

j+1 =, . j+1
mIV ey, k=2,...,j+1, mII) eI, [rN].
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Moreover the remainder 2+ has the form

20 W = Y12 w0+ 205 Wi+ 27 W,

(7.88)
2/"Veq o), k=2,.,j+1, 207 e3R1 (r,N®.46(C).
Finally, for any s = sy, the maps .szljil are symplectic and satisfy
I/ Wl < WU s A+ CU N o), (7.89)

for some constant C > 0 depending on s.

Proof. Notice that the vector field /) in (7.68), (7.69) has the same form of Z in (Z.1), with 91 ~~ NV,
R~ QD U~ Wj‘ The generator Qfl],ix in (7.84) has the same properties of the generator Qé’:}x, p=j
in (7:22). Therefore Proposition[7.2]applies. As a consequence we obtain that

Wji1 =1EQWjs1 +iEOp°Y (VD (W 1;)) (W] + 204D (W) (W, (7.90)
where 20UV € %, [r, N] ® 4,(C), MU *Y has the form ([7.87) with (see (7.26))
@ Wi = @ ()T Wi d) € XT3 N). (791

Reasoning as in (7.75), since the generator in (7.84) has homogeneity j + 1, we deduce that the flow .Q{].T
of (7.66) is such that

A](2)=Z+ N](.3) @221, A(D=Z+ N](.‘“ (1,2)[2], (7.92)
N]@,N]@ € XM ;(r,N]® A(C).
Then, using (7.91), (7.92) and reasoning as in (7.76), we deduce that the expansion (7.87) holds by setting

mgcjﬂ) = ﬁlgcj) for 2 < k < j. Let us check the (7.88). In order to provide an explicit expression of the terms

of homogeneity smaller than j in the remainder 2U*D we reason as in (7.56). We Taylor expand the
vector field % UV by using formula (7.86). We get

YID W) =T D W) + [Leax W) Wy, D (W)

Recalling (7.69)- (7.72) we obtain the expansion

1
+/ (1- O')aCZTPU(Wj+1)d0'.
0

YU (Wi, ) =iEQWi, + iOpBW([[[ﬁ‘gcj)”(Wﬂl?f) o Iw 1+jf[[9”’u<w- Wi
j+1) = Jj+ oy . j+ U Wi+
P 0 [ ) (W)i1-8) ok (7.93)
+Q;-])(Wj+1)wj+l +Ms j(Wir) Wi,
where M j is some map in 2.4 1[r, N] ® ./, (C) and
- . . ‘
Q;” )(Wj+1)Wj+1 = Q;])(WjH)WjH + [Q%x(wjﬂ)Wj+1»1EQWj+1]- (7.94)

The expansion (7.93) coincide with the expansion of the vector field in (7.90) in multilinear maps. Notice
that the terms of homogeneity j + 1

(51 (Wi1;6) 0
O BW j ] ) )
( 0 (R (W)115-0) DGR
are resonant (see Def. [3.5), i.e. they are already in Birkhoff normal form. Hence the only non-resonant

terms of degree j + 1 belongs to 2 j+1) (Wj4+1)Wj41 in (7.94). By the definition of the non-linear commu-

(
] .
tator one can easily note that the term [.Q;’L),X(WJ-H) Wj+1,iEQWj+1] does not contain any resonant
monomials. Then we define

2P Wi Wi := 2 W)Wy - 12 1W) ) Wi (7.95)
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the non-resonant part of (7.94). We claim that the vector field Q;j L (Wj+1)Wj41 is Hamiltonian. Indeed

we have that %)) is Hamiltonian. Hence also its terms of homogeneity (j + 1), i.e. (see (7.95))

= (j 1R ) (Wyi1:6) 0
@](])(W]+l) = OpBW([ m J+16

L (2 NWj ) Wi + 27 (W) Wiar (7.96)
k +1»

are Hamiltonian. This means that there is a multilinear map M; € M i such that Qij(j ) (Wj41) is the Hamil-
tonian vector field of the Hamiltonian function A(Wj1) := A1 (Wj41) + A2(Wj41) with

1 & NW; 4156 0
A1(Wji1) == fOpBW([ o

Ap (W) I=AMj(Wj+1)Wj+1’Wj+ldx-

])Wj+1 'Wj+1dx,

(5N (Wi1;-€)

By Proposition and Lemmathe vector field of A; (W) has the form

( [ 1 (Wj130) 0

. BW
X (Wji1) =Op 0 R (W)1-0)

DWisi + RRWp)Wir,  Ri(Wje) = [RiI(Wjsa),
for some R; € 92’]_.‘0 ® > (C). On the other hand the vector field of A>(Wj.1) has the form

X, (Wji1) = [Rol(Wjs ) W1 + (Ro(Wjs )W = [[Ro (W)W ),
for some multilinear map R, € .4 i ® M>(C). Then, recalling (7.96), we must have
(2 NWj ) Wi = (R W1 + [Rol(Wjs )Wy,

])J_ (7.97)
(Wit) W1 = Ro(Wj1)) Wiy — [[R2l(Wjs1) Wi,

implying that Q;j )’L(WJH)WJ-H is Hamiltonian (see Remark . In order to conclude the proof of
Lemmal(7.7|we need the following.

Lemma 7. 8 (Homological equation) There is an Hamiltonian vector field of the form 2 ((ljli <W)YW with
Quux € 9% ® > (C) such that (see (7.95), (7.94))

Q;’“(W)W+ [2Y) . wyw,iEQw] =0. (7.98)

Proof. We look for a solution Quux in the class of multilinear operators 52]_.’0 ® > (C) of the form (2.21),
(2.22) with coefficients

)] o'k ._ () \or-oj o',k o oj /
(Laux (W3 = o=y {Z} ) (Qdud) mntt e Wit -y, kK €Z, (7.99)
O;€{t},n;€
Zf’zloinizak—a'k’
() 0j o'k
for some ((qg,) .. n;)o.c €C. For convenience we write

.....

()
29 wyw=2Y w,... ww.

j—times
With this notation we have, for any Y = [%],
dw (28 WW)1Y) = 20.W,.., WY + 3 ol er e WIW.

k=1 k—th
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Therefore (recall (1.7)) the equation (7.98) reads
(2 WG we —ioQ@ WG w” +io' (@7 (WG ow”
o (7.100)
+Z(.,02M s L IEQW,..., W)T w’ =0.

for any 0,0’ € {£}. Recall that (Q;j )'l(W))g’ has the form (2.22) with coefficients

~(j),L K ~ K o
@ gt = - Y (§ ”’)n] ,,,,, oWl wy!, kK ez,
2n) oie{x},nieZ
yP oini=0k-d'k
for ((q u ))Zia,’lj o ’kk € C and where the sum is restricted to indexes outside the set #; (see (3.16)). Passing

to the Fourier coefficients the equation (7.100) becomes (recall (7.99))

(@ )i “(Z‘”’" —ak+a'K)(@hm o)k =0,

..........

for any indexes satisfying
J
Y oini=ck-d'k, ©01,...,0),0,0 ,n1,....k k") ¢ F;. (7.101)
i=1

Therefore we define the operator ng), »(W) as in (7.99) with coefficients

((~(])) )0’ kk
() \or-0j \o',k n,.. ,n] o,

j = 7.102
(i) i(G1m+...+0;n;+0'k'-ak) (7.102)

for indexes satisfying (7.101) and 0 otherwise. Thanks to (7.102), the bound (3.14) and reasoning as
in Lemma 6.5 in [I1] one can check that Qaux € 5’3]_." ® /> (C). Finally the vector field Q;’JX(W)W si
Hamiltonian since it solves (7.98) and the field Q;j )’L(W)W is Hamiltonian (see (7.97)). O

We conclude the proof of Lemma Thanks to Lemmawe have that the operator Q;j VW) in
(7.94) is equal to [[Q;j "W). Hence the expansion (Z:88) follows by (7.90), (7.93) setting "O“)l(cj - Q](Cj )
for 2 < k = j. Since, by Lemma Qéjzx(W) W is Hamiltonian then the flow in (7.84) is symplectic. The
estimates (7.89) follow by Theorem This concludes the proof. g

Proof of Corollary[3.8} Consider the system (8.22). Since 2y € =%, " [r, N] ® .#,(C) and MY belongs
to ZF;” [r, N] ® 4> (C) we write

N-1
MmOw;o = Y MOw;H+mP w0, MY el 0.46(€), MY TN ©.4(C)

N-1 = (7.103)
2NW) = ) 2N W)+ 20 n(W), 2, e R;" ®4(C), 2nNERY I]® M(C).
j=2
In particular (see (3.23)) we have
(N) -
W; 0
MY w;é) = (Wie) mW; ) =mw;0), (7.104)

0 m'(w;-9)”
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with mg\zf\/) € FI’\’IL[r] independent of x € T. We also recall that 2y is a real-to-real matrix of operators,
hence we can write (recall (2.21), (2.34), (2.35))

2y =(@n w5 (@n V)5 = (2N 05 (7.105)

o,0'el+}’
By Theorem [3.7|we know that the vector field %y in (3:22) is Hamiltonian. Hence, recalling the expan-
sions (7.103) and Definition[3.5} we have (see (I.18))
W) =iJVHNw), HMw)= 5/ aw -w+HRw)+ HD W),

N-1 (7.106)
HNY W)=Y HY W),  HYW): _f M;wW)w-w, HY W) _f My(W)W - W
j=2

for some multilinear maps M; € JZ] ® /> (C) and a non-homogeneous map My € #n[r] ® #>(C). We
deduce that the term with highest homogeneity in %} is

iEOp™Y (MW (W; )W + 2N v W)W =iJVH) (W), (7.107)

while at lower orders we have

N-1 N-2
. . BW (N) X . . . ()
1EQW+jZ:2(1EOp (11om! ]](W,f))W+[[QN,,]](W)W)_1EQW+]§21]VHJ. (w).

Moreover (recall Def. these terms having lower degree of homogeneity are resonant. Therefore we
must have that the Hamiltonians H](.N) have the following form. For j =2p (recall (3.16)) we have

W) 7 — — T
H] (W) - Z h}’lo,...,n]url wno wl’lp wanr] e wnj+1 .
n;e”z, i=0,..., j+1
{ingl,...Inpl={npil,...Imj}

If j is odd then H(N ) = 0. In particular the Hamiltonians H(N ) are real valued and the coefficients

hu,,..n € C are 1nvar1ant under permutations of the indexes no, .., Nj+1. Recalling (2.5) we define

G(W):= IIu/II%,s:f(D)Sw-(D)Sde: Y (G wjl.
T jez

It is a straightforward computation to check that (recall (1.20))
(G, H](.N) 1=0. (7.108)

Then

" 2Re((D>siOpBW(m§\I]V) (W;O)w, <D>SW)L2

+ 2Re(<D>S((QN,N(W))i w+ (2n,n (W) W), (D) w)
Since the symbol m! N M (W;; &) is real-valued and independent of x € T we have
Re((D)*10p®™ (Y (W; &) w, (DY w) » =0.
By estimate on the smoothing remainders and using the Cauchy-Schwarz inequality we get

Re((D)*((2n.n (W) W+ (@n (WD), (D) w) , S5 IWIREE.

Therefore we have obtained 0, || w||2 S <l wIIN +2 , by integrating in ¢ we get the (3.25). O
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