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Résumeé.

Ce livre traite des fonctions permettant d’exprimer la différence entre deux
champs de données ou ”Divergence”, pour des applications a des problemes
linéaires inverses. La plupart des divergences trouvées dans la littérature
sont utilisées en théorie de l'information pour quantifier la différence en-
tre deux densités de probabilité, c’est-a-dire des quantités positives dont les
sommes sont égales & 1. Dans ce contexte, elles prennent des formes sim-
plifiées qui les rendent inadaptées aux problemes considérés ici, dans lesquels
les champs de données ont des valeurs positives quelconques.

De maniere systématique, les divergences classiques sont réexaminés et on
en donne des formes qui peuvent étre utilisées pour les problemes inverses
que nous considérons. Cela nous amene a préciser les méthodes de con-
struction des écarts et a proposer un certain nombre de généralisations. La
résolution des problemes inverses implique systématiquement la minimisa-
tion d’une divergence entre les mesures physiques et un modele dépendant
de parametres inconnus. Dans le cadre de la reconstruction d’images, le
modele est généralement linéaire et ¢’est un probléme de minimisation sous
la contrainte de la non-négativité et (éventuellement) de la somme constante
des parametres inconnus.

Afin de prendre en compte la contrainte de somme de fagon simple, nous
introduisons la classe des divergences invariantes par changement d’échelle
sur les parametres du modele (divergences affines invariantes) et nous mon-
trons des propriétés intéressantes de ces divergences.

Une extension de ces divergences permet d’obtenir I’invariance par change-
ment d’échelle par rapport aux deux arguments intervenant dans les diver-
gences ; ceci autorise 'utilisation de ces divergences dans la régularisation
des problemes inverses par contrainte de lissage. Des méthodes algorith-
miques de minimisation des divergences sont développées, sous contraintes
de non-négativité et de somme des composantes de la solution. Les méthodes
présentées sont basées sur les conditions de Karush-Kuhn-Tucker qui doivent
étre satisfaites a 'optimum. La régularisation au sens de Tikhonov est prise

3



4 RESUME.

en compte dans ces méthodes. Le chapitre 11 associé a 'annexe 9 traite
des applications de la MMF, tandis que le chapitre 12 est consacré a la
déconvolution a l'aveugle. Dans ces deux chapitres, ’accent est mis sur
I'intérét des divergences invariantes.



Abstract.

This book deals with functions allowing to express the dissimilarity (dis-
crepancy) between two data fields or ”divergence functions” with the aim of
applications to linear inverse problems.

Most of the divergences found in the litterature are used in the field of in-
formation theory to quantify the difference between two probability density
functions, that is between positive data whose sum is equal to one. In such
context, they take a simplified form that is not adapted to the problems
considered here, in which the data fields are non-negative but with a sum
not necessarily equal to one.

In a systematic way, we reconsider the classical divergences and we give their
forms adapted to inverse problems.

To this end, we will recall the methods allowing to build such divergences,
and propose some generalizations.

The resolution of inverse problems implies systematically the minimisation
of a divergence between physical measurements and a model depending of
the unknown parameters.

In the context image reconstruction, the model is generally linear and the
constraints that must be taken into account are the non-negativity as well
as (if necessary) the sum constraint of the unknown parameters.

To take into account in a simple way the sum constraint, we introduce the
class of scale invariant or affine invariant divergences. Such divergences re-
mains unchanged when the model parameters are multiplied by a constant
positive factor. We show the general properties of the invariance factors,
and we give some interesting characteristics of such divergences.

An extension of such divergences allows to obtain the property of invariance
with respect to both the arguments of the divergences; this characteristic
can be used to introduce the smoothness regularization of inverse problems,
that is a regularisation in the sense of Tikhonov.

We then develop in a last step, minimisation methods of the divergences
subject to non-negativity and sum constraints on the solution components.

5



6 ABSTRACT.

These methods are founded on the Karush-Kuhn-Tucker conditions that
must be fulfilled at the optimum. The Tikhonov regularization is consid-
ered in these methods.

Chapter 11 associated with Appendix 9 deal with the application to the
NMF, while Chapter 12 is dedicated to the Blind Deconvolution problem.
In these two chapters, the interest of the scale invariant divergences is high-
lighted.



Preface - Outline of the
document.

Solving inverse problems generally involves minimizing, with respect to un-
known parameters, a gap function or discrepancy or divergence between
measurements and a model describing the physical phenomenon under con-
sideration. The divergences found in the literature are for the most part
dedicated to problems related to information theory and are unsuitable for
solving inverse problems. In order to have divergences adapted to these
problems, we therefore re-examine the classical divergences, specify their
construction methods, give some generalisations and present the invariant
forms of these divergences. Some algorithmic methods of minimization un-
der constraints are proposed.

Chapter 1 deals with some general considerations on inverse problems and
on deviation functions or divergences. In particular, the problems concern-
ing the influence of the inevitable noise on the measurements are briefly
discussed. The types of divergences to be considered are specified.

Since these discrepancies are essentially based on the properties of the dif-
ferentiable convex functions, some basic properties of the convex functions
are recalled in Chapter 2 and the “standard convex functions” are defined,
as opposed to the “simple convex functions”.

We then indicate the rules of construction of the Csiszar, Bregman and
Jensen divergences based on such functions, then we analyze the convexity
of the resulting “separable” divergences and we give some relations between
the different types of divergences.

In Chapter 3, we introduce the “scale-invariant divergences”, discuss in de-
tail the methods of obtaining the invariance factors and indicate some re-
markable properties of the resulting invariant divergences.

Chapter 4 is devoted to divergences based on classical entropy functions and
some extensions of those divergences.

7
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Chapter 5 deals with the “Alpha and Beta divergences” and we analyzes
how they are constructed.

The forms of these divergences invariant by scale change are then given; this
allows us to obtain the well known “Gamma divergence” and some diver-
gences similar to this one.

In Chapter 6, a certain number of classical divergences are grouped together
and extensions of these divergences are proposed in case the data fields con-
sidered are not probability densities.

Chapter 7 deals with divergences based on inequalities between weighted
and unweighted generalized means, and extensions are given to the logarith-
mic forms of these divergences.

Chapter 8 deals with divergences between one of the two data fields and
weighted mixtures of the two fields. Generalizations of these divergences
are also discussed.

In Chapter 9, we study the application of scale invariant divergences to the
problem of regularization of inverse problems by smoothness constraint and
we show the interest of invariant divergences by change of scale on the 2
arguments for certain forms of regularization of this type.

Finally, in Chapter 10, we discuss algorithmic methods. After recalling
the S.G.M. method, we develop extensions of this method in order to take
into account simultaneously constraints of non negativity and sum of the
unknown parameters. We develop in particular the case of scale invariant
divergences and we show the interest of their specific properties to take into
account the sum constraint.

Chapter 11 is devoted to Non-Negative Matrix Factoring (NMF), and more
specifically to the introduction of sum constraints on unknown matrix columns.
Concerning this particular constraint, in the case where the divergence used
does not have an invariance property, we proceed by changing variables.
On the other hand, if the considered divergence is invariant by change of
scale, we show that the specific properties of these divergences lead to new
particularly interesting algorithms.

Annex 9 deals with the problem of regularization in MMF and provides some
clarifications and corrections to the classical techniques.

Chapter 12 deals with Blind Deconvolution.

It is shown in this chapter that the use of scale invariant divergences is of
great interest insofar as the commutativity of the convolution product makes
it possible to fully exploit the properties of such divergences when taking
into account the sum constraints on the solution images.

As a comparison, the use of non-invariant divergences is also considered.
In these two chapters, the interest of the scale invariant divergences is clearly



highlighted insofar as they make it possible to take into account the sum
constraints, in particular with regard to the Blind Deconvolution.
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chapter 1- Introduction

1.1 Some Preliminary Considerations.

The goal of this book is to analyze the functions allowing to express the
gap between 2 data fields and some methods to minimize these functions in
order to apply them to inverse (linear) problems[16].

Two aspects will thus be examined successively: on the one hand the inverse
problems aspect on which we will only make a few brief reminders, and on
the other hand the “gap functions” aspect, i.e. the “divergences functions”
on which we will extend much more extensively and which constitutes a
large part of this work.

1.1.1 Brief reminders on inverse problems and the use of
divergence functions.

In the general case, we have experimental measurements of a physical quan-
tity dependent on a temporal, spatial or other variable, i.e. y (¢) ("t” not
necessarily being time) and a model m (¢,z) to describe this quantity; this
model depends on a certain number of parameters z = (x1, x2, ...z,) whose
values are unknown.

We’ll move to the special case where the model is linear with respect to the
parameters.

It is further assumed that the measurements and the model are sampled
with a step At so that ¢; = i At; thus a set of measurements y; = vy (¢;)
is available and the corresponding values of the model are noted m; (z) =
m (t;, x).

To fix the ideas, we consider the problem of image restoration (recon-
struction), and it is more precisely the problem of image deconvolution that

will be considered throughout this book.

11
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In this case, the sampling is implicitly linked to the pixels of the observed
(convolved) image, the measurements are the intensities in the pixels of this
image, the (linear) model corresponds to the convolution of the unknown
original image with an impulse response that we will assume to be known;
the unknown parameters are the intensities of the pixels of the original im-
age.

In the context of inverse problems, the objective is to determine the optimal
values of the unknown parameters of the model, i.e. those which will make
it possible to bring the physical model as close as possible to the experimen-
tal measurements; one is thus led to compare the measurements with the
model.

In order to do this, we need a function to quantify the difference between
the two quantities (the measurements and the model).

In terms of inverse problems, the “discrepancy (gap) function”
as we just defined expresses “the data attachment” or “the data
consistency”.

Obviously, in this exercise, the measurements are fixed quantities and
the values of the model parameters are varied until the gap between the
measurements and the model is minimal.

It is an inverse problem with all the difficulties that can be inherent in this
type of problem [16] [48].

Assuming the model based on physical considerations is known, two steps
occur in sequence:

e the choice of a gap function
e the choice of a method allowing to minimize such function with respect

to parameters of the physical model (the unknowns).

1.1.2 The gap function F(p, q) and its arguments “p” and “¢”.

An important point should be stressed immediately: except in some special
cases, the variables “p” and “q¢” considered in this book are implicitly non-
negative quantities.

* The data “p”.

The first of the arguments in the deviation function concerns measurements.
In order to adopt classical notations in this area, they are referred to as “p;”,
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(these are the “y;” from the previous section).

With rare exceptions, these measurements will be corrupted by errors that
are attributed to noise whose nature is assumed to be known, which is not
always true.

A first question immediately comes to mind: due to the presence of noise, do
the measurements have the properties of the physical quantity being studied
o

Specifically, if the physical quantity under consideration is non-negative,
“are the measurements non-negative 7”.

If not, then the gap function must be able to take into account the negative
values of the measurements. If the discrepancy function can only take into
account non-negative quantities, then the measurements must be modified
either by setting the negative values to zero or by shifting all the measure-
ments to become non-negative, but in doing so, the statistical properties of
the noise are changed.

For example, in astronomical imaging, corrections related to “dead” sensor
pixels, or corrections related to differences in the gain of the elements of a
CCD detector array change the nature of the noise present in the raw mea-
surements.

In general, the range of definition of the deviation function should include
the range of values of the measurements.

Clearly, the problem of non-negative measurement is a crucial point.

* The physical model “g”.

The second argument which is used in the discrepancy function is the model,
let us designate it by “g;” (they are the m;(x)); these values depend on the
unknown parameters, which we note “x;”.

The question is, what does the physics say about the possible values of the
“q;” and of the “x;”?

We can assume that the model is such that if the values of the “z;” are
chosen within a physically acceptable range, then the values of the “g;” will
be acceptable, that is, in particular, they will be non-negative.

In any event, that means not proposing any values for the unknowns “x;”,
it will be essential to introduce some constraints on these values.

It is quite obvious, moreover, that a choice of the parameters “z;” that sat-
isfies the constraints, must lead to a value “¢;” of the model belonging to
the domain of definition of the discrepancy function.

For example, in image reconstruction, the unknowns “x;” must be non-
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negative, and the transformation operation (convolution) must lead to non-
negative images.

1.1.3 Discrepancy (gap) functions - Divergences.

Most of the “discrepancy functions” or “divergences” that appear in the lit-
erature are either Csiszér’s divergences [27] [26], Ali-Silvey[1], either Breg-
man divergences [20], or Jensen divergences [53] and, more generally , when
they do not strictly belong to one of these categories (this is the case when
considering the generalizations of these divergences), they are based on the
use of strictly convex differentiable basic functions, and rely on the proper-
ties of such functions.

This classification into different categories is purely formal, and it can be
observed that a divergence may belong simultaneously to more than one of
these categories.

Furthermore, non-differentiable divergences such as variational distance will
not be considered in this book.

The major difficulty with the divergences found in the literature lies in the
fact that many works have been developed within the framework of the in-
formation theory [8, 10, 78, 91, 87]. In this case, the data fields “p” and
“q” are probability densities, which implies that the quantities considered
are both non-negative and of sum equal to 1.

Thus, many of the divergences used in this context are constructed specifi-
cally for such applications, or have simplifications related to this particular
case.

On the other hand, for the applications considered in this book, two impor-
tant points must be taken into account: on the one hand, the data fields
involved are almost never probability densities, so that simplifications con-
cerning the sum of the arguments are not necessary, on the other hand, it
is not simply a question of quantifying a difference between the two data
fields, but of minimizing a difference between “p” and “¢” with respect to
the unknown parameters in one of the two fields considered: the model “q”.
In addition, situations should be considered where the measurements “p”
may be punctually negative due to noise, mainly in the case of Gaussian
additive noise; if this is the case, it is important that the divergences used
and the basic convex functions on which they are based, be defined for the
negative values of the variable.

If this is not the case, the alternative is to pre-process the data to make it
non-negative.
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These remarks imply to analyze precisely the divergences found in the litera-
ture and to make sure that they are well adapted to the considered problem.

* Csiszar’s divergences.

The above remarks apply in particular to Csiszar divergences, the use of
which requires some precautions. Indeed, their mode of construction im-
plies the use of a strictly convex basis function f(x), but moreover, for
applications related to information theory (and more precisely if we are
dealing with probability densities), we impose on the basis function to have
the property f (1) = 0 (this will correspond to particular convex functions
that we will designate by “simple conver functions”).

On the contrary, in our problems, the fields “p” and “q” have almost never
spontaneously equal sums, (this will be one of the constraints of the prob-
lem), no more than sums equal to 1.

Then, in order to construct Csiszéar divergences usable for our applications,
the basic functions, in addition to the preceding properties, will have to be
such that f’ (1) = 0 (this will correspond to convex functions which we will
designate by “standard convez functions”); we will come back to this point
in the following sections.

* Bregman’s and Jensen’s divergences.

Unlike Csiszéar’s divergences, Bregman and Jensen’s divergences, which are
what one might call “convexity measures”, imply only the use of a strictly
convex base function f(xz) . Except in the particular case where simpli-
fications have been introduced after construction of the divergence, their
use does not pose a problem for our applications, as long as the particu-
lar divergence considered is convex with respect to the true unknowns of
the problem. Indeed, as we will see in the following sections, the fact that
a Bregman or Jensen divergence is constructed on a strictly convex base
function does not necessarily imply its convexity.

General properties of divergences.

Subject to differentiability, the divergences considered shall have the follow-
ing properties:

e They’ll have to be positive.
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e They’ll have to be zero when p; = ¢; Vi.

Those two conditions are enough if you’re comparing two different prob-
ability densities.
However, for applications to inverse problems that involve minimizing devi-
ations from the model parameters “q”, additional properties are required:

[P}

e Their gradient with respect to “¢” must be zero for p; = ¢; Vi.

e They’ll have to be convex to the true unknowns ”"z”. (usually going
through the convexity in relation to “q”).

Generally speaking:

e They are not necessarily symmetrical; if the need for this property
arises for a particular problem, one can always build a “ad hoc” diver-
gence.

e They do not necessarily meet the triangular inequality, so they are not
necessarily distances (but this is not prohibited).

The consequence of these remarks is that a few checks are required before
using a divergence, and this explains in part the analyses that are carried
out in each case.

1.1.4 Choice of a divergence - Algorithmic aspects.

From a physical point of view, when considering the data attachment term,
the choice of the gap function may be dictated by the statistical properties
of the measurement noise, as is the case for maximum likelihood methods
[48].

When the measurements are simulated, this point does not present any dif-
ficulty because the noise statistics are perfectly known. On the other hand,
in the case of real measurements and in particular when a pre-treatment has
been carried out, it is necessary to estimate the probability density of the
residual noise before use.

In the Bayesian framework [48], given the lack of information on the real
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nature of the noise, it is generally proposed to model the probability density
of the noise using a Gaussian law.

This is justified by the fact that it is the “least compromising” choice given
the lack of information on the exact nature of the measurement noise; one is
thus led to minimize a divergence which is the root mean square deviation.
However, in some cases such as low photon count imaging, the use of a
binomial distribution or Poisson’s law seems more appropriate, leading to
the minimization of a Kullback-Leibler divergence. Similarly, in [35], it is
proposed to use the “Beta” divergence; a special case of this divergence is
the Itakura-Saito divergence which seems to be better suited to the problem
of musical signal processing.

Generally speaking, depending on the problem at hand, one could consider
using any one of the various divergences discussed in this book to express
the data attachment term.

As far as the minimization problem is concerned, the choice of method de-
pends on the properties of the divergence used, and again the question is,
which divergence to select?

From a strict optimization point of view, the simplest answer is to choose a
strictly convex and differentiable discrepancy function, so that gradient-type
descent methods can be used; however, for the chosen function, there must
be a minimum corresponding to p; = ¢; V¢, obtained by nulling the gradient
of the discrepancy function (in the simplest case, i.e. without constraints).
This is not always the case, as we will see in the following.

In addition, during the minimization process, constraints on the solution
properties must be taken into account.

In this framework, properties reflecting strict constraints, such as the non-
negativity of the components of the solution, or a constraint on the sum
of these components, will be easily taken into account by conventional La-
grangian techniques of constrained minimization.

However, in the case of ill-posed problems [16] [48], solutions obtained by
estimating the maximum likelihood under constraints, using iterative meth-
ods (usually), reveal instabilities as the number of iterations increases; an
acceptable solution can only be obtained by empirically limiting the number
of iterations. This implicitly regularizes the problem.

The classical alternative to solve this instability problem is to perform an
explicit regularization.

The characteristic of these regularization methods consists in searching for
a solution to make a tradeoff between the fidelity to the measured data and
a fidelity to an information “a priori” [94].

To this end, one seeks to minimize a composite criterion made by introduc-
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ing, next to the data attachment term , a penalty term allowing to reinforce
certain suitable properties of the solution and which summarize our knowl-
edge “a priori”; the relative importance of the two terms of the composite
criterion thus made up being adjusted by a “regularization factor”.

This “energetic” point of view is the one we’ll adopt; the data attachment
term and the penalty term will be expressed by two divergences of the type
studied in this book; the penalty term expressing a “gap” between the cur-
rent solution and a “default” solution reflecting the desirable property (ies)
of the solution.

Such a regularisation can be interpreted in a Bayesian framework cited by
[48] in which one must model a “a priori” law of probability of the solution,
which should make it possible to take into account the desirable and known
properties of the solution.

Applying Bayes’ theorem yields the “a posteriori” distribution.

The estimation of the maximum of the “a posteriori” law is equivalent to
finding the minimum of the composite criterion.

1.1.5 A few general considerations about the divergences.

Basically, a divergence is used to express the difference between 2 data fields:
Field 1 (C1) and Field 2 (C2), and the divergence is written D (C1||C2).
With the notations indicated previously, the basic fields (if one can say so)
are “p” and “q”, but many authors have introduced a 3rd field which is
the weighted sum of the basic fields, i.e. ap+ (1 —a)gq 0 < a < 1; thus,
3 different fields are involved, and one can easily imagine the variants of
the divergences related to the assignment of these 3 fields on the 2 fields
appearing in the divergence.

Add to that the fact that the divergences are generally not symmetrical,
which adds to the number of possible divergences

In any case, all of these divergences will always express a gap between the
two basic fields “p” and “q.”

Finally, to further add to the variety of possible divergences, we will rely on
the fact that if a D (p||q) divergence is expressed as a difference of 2 positive
terms D (p|lq) = A (p,q)— B (p, q), a generalization can be introduced by ap-
plying to each of the terms A (p,q) and B (p,q) an increasing function (e.g.
the generalized logarithm or the logarithm) without changing the (positive)
sign of the divergence.

From these few remarks, one can see the wide variety of divergences that
can appear.
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This being said, the important problem when minimizing a divergence re-
mains that of the convexity of the divergence considered in relation to the
true unknowns of the problem.

1.2 Application to the regularization.

The resolution of the inverse problem as we have presented it, implies the
minimization (under constraints) with respect to “x”, of a divergence be-
tween the measurements and the corresponding physical model D; (y||m (z)).
This divergence reflects the “attachment to the data.”

However, because of the ill-posed character of the inverse problems, one is
led to carry out a regularization of the problem [16, 48, 94] by introduc-
ing, next to the data attachment term, a “penalty” or “regularization” term
which makes it possible to give particular properties to the solution. In
the most classical case, where (for example) a certain “smoothness” is im-
posed on the solution, this term is expressed as a discrepancy (divergence)
Dy (z||z4) between the current solution and a “default solution z4” having
the required properties (in this case a smoothed version of the solution); on
the other hand, it is reasonable to think that this default solution must also
fulfill the constraints imposed on the solution.

We are thus led to minimize with respect to “x”, under constraints, an
expression of the form:

J (x) = D1 (yllm () + 7Dz (x[xa) (1.1)

(19

In this expression, “y” is the positive regularization factor.
The constraints considered in this book are the non-negativity constraint
and the sum constraint of the components of the solution:

r >0 Vi ;Y 4;=C (1.2)

The terms Dy and D are divergences that will be analyzed in this work.
After having analyzed a certain number of classical divergences, and in order
to simply take into account the sum constraint, we will introduce the scale
invariant divergences and we will show the advantages of the latter to satisfy
this constraint. In particular, we will show that scale invariant divergences
with respect to both arguments are particularly adapted to the problem of
regularization by smoothness constraint in the sense of Tikhonov [93], and,
more specifically, when the default solution “x,;” depends explicitly on the
variable “x”.
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chapter 2 -
Convex functions and
divergences.

In this chapter, we recall some properties of the convex functions [17, 19,
46, 84] that will be useful in constructing the divergences.

We then look at the constructive modes of different types of classical diver-
gences. We study their convexity and give some relationships that link them.

2.1 Convex functions - Some properties.

2.1.1 Generalities.

From a strictly convex function f (x), we define the “mirror function” (Bas-
seville [8, 10]) or “dual function” or “*conjugated function” (Osterreicher
[75]) by:

Foy=ar (3) (2.)

This function will help build the Csiszéar dual divergences.
The properties of the dual function will be:
*if f (z) is convex, then f (z) is convex .
*if f (1) = 0, then we have f (1) = 0.
A convex function with this property will be referred to as a “simple convex
Sfunction.”
*if f (1) =0, we have: f’ (1) = —f' (1), which leaves the possibility of having
f/ (1) = —f" (1) = 0 in the case of “self-mirror” functions.

21
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From functions f (z) and f (z), we define the function:

: @)+ f(=
f)= 1D HIE) (2.2)
This function will allow us to construct symmetrical Csiszar divergences.
For this function, we have the following properties:
*sif(l)=0,onaf(1)=0
*si f(1)=0,ona f (1)=0

This last property will be fundamental to our purpose.
This leads us, starting from a function f () with no other property than
the strict convexity, to define the function f. (z) which we can designate by
“standard convex function”:

fe@)=f(@)—f(1)—(@-1)f (1) (2.3)

This function will be strictly convex, with f. (1) = 0 and f.(1) = 0, so
it will be positive or zero.
If we divide the right-hand side of (2.3) by f” (1), then we get f” (1) =1;
the latter property is not necessary for our purposes.

Contrary to the “simple convex functions”, the “standard convex func-
tions” will allow us to construct Csiszar divergences that can be used with
data fields that are not probability densities, the so-called by Zhang [98§]
“measure invariant divergences” or “measures extended to allow denormal-
ized densities”.

Remarks
e a function of the type f(x) is a “standard convex function”.
e the reciprocal is not true.
e for the “auto-mirror” functions, we have f(z) = f(z) = f(z) =
fe ().
2.1.2 Some properties of convex functions.

For a convex f (x) function, provided that we remain in its definition domain,
that its derivative is defined and continuous on the same domain, we have
the following properties:

(a—p) f (p) < fla)— f(p) (2.4)



2.1. CONVEX FUNCTIONS - SOME PROPERTIES. 23

Fla)=F)<(@=p)f'(q) (2.5)
We also have Jensen’s inequality [53]: for o; > 0 Vi and ), oy = 1.

Zaif (xi) > f (Z ozixZ) (2.6)
This is writen with 2 points (see figure (2.1):

af(p)+ (1 —a)f(q) = flap+(1—a)q (2.7)

f(x)

w@+aﬂmm>///

\\\\—fWP+O—aM)

ap+(1—-a)q

Figure 2.1: Jensen divergence

In the basic case, « =1/2, it comes:

f(p)-;f(q) Zf(p;q) (2.8)

On the other hand, from (2.5), we can write:

fo)—f@)—p-9 f (>0 (2.9)
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f(x)

" / B(p,a)
/

.

f(a)+(p-a)f’(q)

Figure 2.2: Bregman divergence

This inequality will be at the origin of Bregman’s divergences, [20], see
figure(2.2).
Similarly, from (2.4), we have:

f@—-f®)—(-p) f =0 (2.10)

Which will allow us to build the dual Bregman divergence of the previous
one. Finally, by summing up (2.10) and (2.9), we have:

(a—p) [f(@—Ff®]=>0 (2.11)

This inequality will intervene in the Burbea-Rao divergences [21].
Note that Burbea and Rao define a more general expression that is written:

(- | 7020 g (212)

where @ is an increasing function, which coincides with (2.11) if f (z)
is convex.
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More generally, it can be considered that any inequality can
give rise to a divergence.

The question of the definition domain is essential, because, as we shall
see, this is what often restricts the field of use of the divergences to non-
negative variables (for example).

In the general case that will be ours, the variables and “q” are discretized
(with the same step size); they are considered as Vectors Wlth components
“p;” and “q;”.

A dlvergenee between “p” and “q” will be written in the general case as the
separable form:

(L 7

D (pllq) = Zd (pilla:) (2.13)

And, from time to time, in the non—separable form, which is more delicate

to analyse:
D (plig) =h [Z d (pz-\qi)] (2.14)
i
If we limit ourselves (for that time) to the separable form (2.13), the con-
vexity of this divergence passes through the convexity of one of the terms of
the sum: d (pi||g;i)-
We rely on the following definition:

Definition: The term d (p;||g;) is jointly convex with respect to “p;” and

(4 9

q;” if its Hessian matrix H is positive defined ; it is convex with respect to

4( 2 [7Pm}]

p;” if hi1 is positive and convex with respect to q;” if hog is positive.

2.2 Csiszar’s divergences - f (or I) divergences.

These divergences were introduced by Csiszér [27] and simultaneously by
Ali and Silvey [1].
Lets consider a strictly convex function f (z), a Csiszér divergence between

two data fields ”p” and ”¢” constructed on the function f (z) is written:
i
Cr (pllg) = Zcf (pillas) =Y aif ((;) (2.15)
. 7
1
For applications in information theory, the fields “p” and “¢” are prob-

ability densities, they are positive quantities with equal sums (to 1 more-
over); in this context, we simply impose on the basic function, the property:
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f(1)=01[78] [75].

As previously stated, a convex function possessing only this property will
be referred to as: “simple convex function”.

Divergences built on such a function are not usable outside of this context
without some precautions.

It should also be noted that if in a Csiszar divergence, one explicitly intro-
duces the fact that the variables are specifically summed to 1, the resulting
simplified divergence is no longer a Csiszar divergence in the strict sense,
since there is no convex function to construct it according to the relation
(2.15).

A symmetrical Csiszéar divergence can always be obtained in Jeffreys’ sense
[52] applying the constructive process (2.15) using the base function f ()
(2.2).

In our problems, as noted above, the “standard convex function” will allow
us to construct Csiszar’s divergences that can be used with data fields that
are not probability densities, what Zhang [98] calls “measure invariant di-
vergences” or “measures extended to allow denormalized densities”.

To show the necessity of using standard convex functions, let’s consider
Csiszér’s divergences built on a simple convex function f(x) on the one
hand, and on the standard convex function f. (x) associated with it on the
other hand. In the first case, the gradient with respect to “q;” is written:

m%@Wﬂ:f(M>_ﬁyf<%> (2.16)

0q; qj qj qj

If we want this gradient to be zero for p; = ¢; Vj, it requires that f (1) =

f ().
Given the property f (1) = 0, that implies that one must have: f (1) = 0.
This observation obviously leads to the standard convex function deduced
from f (x):

fe@)=f(x)— f) = (z—1)f (1) (2.17)

9

The gradient with respect to “g;’
will be written:

Cr.(ple) _ (i _pipy(Pi)_ /
0q; _f<Qj> i <qj> fO+7M (218

of the Csiszér’s divergence built on f. (z)

It will be spontaneously zero for p; = ¢; Vj.

In the next section, we give two examples to illustrate this point.

Let’s note that in the context of inverse problems, in general, if we want
to use simplified divergences, we must take into account the simplifications
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that have been introduced, for example by changing variables, that is, by
introducing normalized variables.

2.2.1 A few examples to illustrate these difficulties.
Exemple 1.

We consider the standard convex function:
folx) = (z —1)? (2.19)

The corresponding Csiszar divergence is known as Neyman’s Chi2:

Xv (pllg) = Z (p’qiq’) (2.20)

Its gradient with respect to “q” will be written:

2
Oxx (wla) _ 75

2.21
Jq; e (2.21)

The components of the gradient can cancel for p; = g;.
Let’s now move to the simplified form in which, we introduced: ) . p; =
>, @; the divergence becomes:

2
p.
Xx (pla) = L (2.22)
. (]
1

This divergence is constructed in the sense of Csiszér on the simple convex
function f (x), associated with f. (z) which is written:

flz)=2a*—2z (2.23)
The corresponding gradient will be::

o) P

2.24
dq; 4 (2:24)

Now, the gradient doesn’t cancel out for p; = g;, it doesn’t even cancel out
at all unless g; — oo, hence the problem appear.

We can associate with the same standard convex function another simple
convex function that’s written:

flz)y=22-1 (2.25)



28 CHAPTER 2 - CONVEX FUNCTIONS AND DIVERGENCES.

The corresponding Csiszar divergence is given by:
2

Xx (pllg) = > % — gi (2.26)

- 3
K3

The corresponding gradient will be:

o o) P

= —1 2.27
Jq; 4 (2:27)

As in the previous example, it never cancels.
Let’s go even further and set the sum of the variables to 1: . p; =Y. ¢ =
1; then, the divergence becomes:

N (lla) = [Z p’] —~ (2.28)

This function taken as such is no longer a Csiszéar divergence, there is no basic
convex function to obtain it according to the relation (2.15), its gradient with
respect to “q” is given by (2.24).

Example 2

Lets consider the standard convex function:
fe(x)=zlogz+z—1 (2.29)

The Csiszar divergence built on this function is the Kullback-Leibler diver-
gence [57].

L(pllq) = szlog S (2.30)

Its gradient with respect to “q” will be:

OKL(plla) _ | o

2.31
94, 0 (2.31)

It will be zero for p; = g;.
On the other hand, if we introduce in the expression (2.30), the simplification
> :Pi = > _; G, we obtain “Kullback information” [10]:

IKL(pllq) = sz logf (2.32)
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This expression is a Csiszar divergence built on the simple convex function:
f(z)=zlogx (2.33)
Its gradient with respect to “q” will be:

OIKL (pllg) _ _pj (2.34)

dq; 9
He’ll never be equal to zero.
Note that here, the extreme simplification » ;p; = >, ¢; = 1 will not add
anything.

2.2.2 Consequences of these examples.

In our problem, it is a matter of making one of the two fields (the one that
represents the model) evolve through the variations of the model parameters
(the true unknowns), until the model is as close as possible to the measure-
ments, in the sense of the divergence considered.

The divergences used being convex with respect to the unknown param-
eters, the classical optimization methods always imply to look for the set
of unknown parameters that corresponds to ”zero gradient”, (even in con-
strained problems, it provides part of the solution).

It is quite obvious from the previous remarks and examples that if the
divergence to be minimized, although convex, does not have a finite mini-
mum, or if the minimum obtained by this method does not have a suitable
physical meaning, it is inappropriate for our problem.

Therefore, in our problems, if the divergence used is a Csiszir diver-
gence, it is imperative that we consider only those that are constructed on
the basis of a standard convex function.

Furthermore, the divergences, regardless of how they are constructed, must
not have undergone any simplification related to a particular application.

2.2.3 Convexity of Csiszar’s divergences.

Taking into account (2.13) and (2.15), we must calculate the Hessian of a
term of the form:

cr (pllg) = qf (5) (2.35)
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We classically consider that ”p” and ”¢” are positive, and we have:
0%y (plla) _
f” >0 2.36
o2 p (2.36)
0%y (plla) _
” 0 2.37
0 f > (2.37)
0? 0?
cr (plla) _ ¢y (PHQ) _ P (P) oy (2.38)
dqOp Opdq q°

Separate convexity is clear from (2.36) and (2.37).
The joint convexity is analyzed by considering the Hessian determinant that

is written:
pr |: 9 (p>:|2_ |:p ” <p>:|2—0 (239)
¢t d q qu a/l |

One of the eigenvalues is zero, the other is equal to the “Trace” of the
Hessian matrix, therefore positive; the expression (2.35) is therefore jointly
convex.

The Csiszér divergence is therefore jointly convex as a sum of jointly convex
terms.

2.3 Bregman’s divergences .

These divergences are typically convexity measurements.

They are based on a property of convex functions; they therefore imply the
use of a basis convex function.

From this function, nothing is required other than strict convexity.

The property used to construct these divergences is expressed as:

e a convex curve is always located above any tangent to that curve; the
Bregman divergence [20],[22] is the difference between the curve and
the tangent (taken in that order).

e we can also say that for a strictly convex f (z) function, the Bregman
divergence is the difference between the function and its first order
Taylor’s development.

By (plla) = be (willa) =D [£ (00) = (@) = (i = a) £ (a)]  (2.40)

i
Of course, since it is a basic property of convexity, a simple convex
function and the corresponding standard convex function, which even have
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a second derivative, lead to the same Bregman’s divergence, in other words,
two functions that differ from each other by a linear function lead to the
same Bregman’s divergence.

Therefore, as one would expect, whether the divergence is constructed on
the simple convex function or on the associated standard convex function,
the gradients with respect to “¢” lead to the same expression being written:

L) _ OB ) £ ) = =20 £ (a) 240

That expression is obviously zero for p; = ¢; Vj.
The convexity of Bregman’s divergences is studied using the Hessian for one
of the terms of the sum.

Proposal: If f (x) is convex, By (p||q) is always convex with respect to
the first “p” argument, but may be non convex with respect to the second

(1%}

argument “q”.

Demonstration: From one of the sum terms appearing in (2.40), we
calculate the elements of the Hessian.

2
LT "
2
abgg”‘” =" @+a-pf (@ (2.43)
2 2
0 gpgq”w _2 bafqgﬂ\q) = 1" () (2.44)

[19ee}i

Thus, (2.42) implies convexity with respect to “p”.
The sign of (2.43) depends of course on f (x), so the convexity with respect
to “q” depends on f (x).
For joint convexity, we express the determinant of the Hessian matrix:

" " " "

Detrr (p.0) =~ [ @] + 1 07 @~ 0-0)f O (@) (245)

1" " 2
Dividing by f (p) [f (q)} > 0, we have:

’

- || o

Dety (p,q) _ 1 n 1
Foi@? e )
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This quantity is a Bregman’s divergence built on the function {—f,%(m)], it

will be positive if {_%} is convex, i.e. if |:f/+(x)] is concave.
If so, the Hessian determinant will be positive, the Hessian will be positive
defined and the corresponding Bregman divergence will be “jointly convex”.

Property: For a strictly convex f(x) function, Bregman’s divergence

is jointly convex with respect to “p” and “q¢” if and only if {1/ f" (x)} is
concave.

We'll get a similar property for Jensen’s divergences.

From the expression (2.4), we obtain the adjoint (dual) form of the Bregman
divergence:

7 (allp) = be (gillp:) —Z[ fa) = o) = (@ —pi) £ ()] (247)

Following the same reasoning as for By (p||q) we can easily show that By (q||p)
is jointly convex to “p” and “q” if and only if [1/]“” (x)} is concave.

Similarly, from the expression (2.11), we can deduce a form of divergence
proposed by Burbea and Rao [21] which is expressed as follows:

= Zaf (pi» @) = Z {(Pz’ —q;) (f/ (pi) — f, (%’))} (2.48)

(2

This symmetrical divergence is related to Bregman’s By (p||q) and By (¢||p)
divergences by the relationship:

Ay (p,q) = By (pllg) + By (qllp) (2.49)

By relying on the convexity of Bregman’s divergences, Ay (p, q) is jointly
convex with respect to “p” and “¢” if and only if [1 e (x)} is concave.

It should be noted, however, that At (p,q) is not a Bregman divergence in
that there is no convex function to construct it directly.

2.3.1 Example.

We consider the functions fi (z) = 22 — 1, fo(2) = 22 — 2 and f.(z) =
(z — 1)*%; these convex functions defined for any x, differ from each other by
a linear function; only f. (x) is a standard convex function, but all lead to
the same Bregman’s divergence which is the mean square deviation (which
is otherwise symmetric and respects the triangular inequality; it is therefore
a distance).
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2.3.2 Some possible variations.

Considering the Bregman divergence, based on a strictly convex function
f (z), between a convex combination of the variables “ap 4+ (1 — «) ¢” and

p” or “q”, and taking into account the fact that the order of the arguments
can be reversed, we can consider the divergence:

BY (pllg) = By [ap + (1 — ) ql|q] (2.50)

which is written in more detail:

Bf (pllg) = Zf lapi+ (1 —a)q] = f (@) —api —q) V(@) (2.51)

But we can also look at the divergences:
* By [oap + (1 — ) qlip)
* By [pllap + (1 — a) q]
* By [qllap + (1 — a) q]

That being said, one may ask if it’s of much interest...

2.4 Jensen’s divergences.

These divergences are applications of Jensen’s inequality [53] (2.6), (2.7) or
(2.8), with simple or standard convex functions.

Since it is, as for Bregman’s divergences, a convexity measure, two convex
functions having equal second derivatives (i.e. differing from each other by
a linear function) will lead to the same Jensen’s divergence.

For a strictly convex f (x) base function and for 0 < o < 1, we define:

it (pillai) = aof (i) + (1 — ) f (@) — flapi + (1 — @) ¢ (2.52)
The corresponding Jensen’s divergence is then:
J¥ (pllg) = ij (pilla:) (2.53)

Therefore, as expected, whether the divergence is built on the simple convex
function or on the associated standard convex function, the gradients with
respect to “q” lead to the same expression which is written:

aJy (pllg) — 9J7 (plle) / ,
o, oq =1-a)|f (g)—f (apj+(1_a)q]')] (2.54)
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That expression is obviously zero for p; = ¢; Vj.
So the Jensen’s 1/2 divergence will be expressed as follows:

s}l = {510+ 1@ -1 [P5E]L @

i

This last divergence is symmetrical.
Its convexity is subject to the following rule:

Rule: For a strictly convex f (z) function, Jensen’s “a” divergence is
[199%})

jointly convex with respect to “p” and “q” if and only if [1/f” (x)] is concave.
(see. Burbea-Rao [21]).

Démonstration: From the expression (2.53), we calculate the elements
of the Hessian matrix of one of the terms of the sum:

82 et 7 , )
jgp(fq) =af (p)=a’f lap+(1-a)q (2.56)
32 2 (p, . )
]gq(zp@:(l—a)f (Q)—(l—a)2f [ap + (1 — ) ¢ (2.57)
82 i , 62 el ’ }
gpg; 2- gq((avi R (1—a)f [ap+ (1 —a)q] (2.58)

The Hessian will be positive defined if its determinant is positive, i.e. if:

('@ =af fop+1-a)g} {f @-1-a)f fap+(1-a)q}
—a(l—a) {f" [oqn—i—(l—a)q]}2 >0
(2.59)

Which gives immediately:

" 1"

10 @ [0=a) " @)+ af @] e+ (1= a)d >0 (2.60)

And finally:
« 1l-—a 1
1" + " Y <0 (261)
") @) flep+(1-a)q
Which expresses the concavity of [1/f” (z)].
This result is identical to what we found with the Bregman’s divergences.
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2.5 Relationship between these divergences.

2.5.1 Between Csiszar’s and Bregman’s divergences.

In Censor and Zenios [22], we find the relationship:

Cr(pllg) = Zi:%' f (Z) = Ei:qi by (ZHl) (2.62)

/() (2n)

We can show this easily, by expressing by <§—j I 1) and considering that f (1) =

Or, similarly:

’

f (1) = 0, which is the case for the “standard convez functions”, on the
other hand, the relations (2.62) and (2.63) are not valid for “simple convex
functions”.

2.5.2 Between Jensen’s and Bregman’s divergences.

* - In the direction: Bregman — Jensen.
A first relation is given by Basseville [8], [10]:

J§ (plla) = aBy [pllap + (1 —a) gl + (1 — a) By [qlap + (1 — ) q]  (2.64)

But we can also establish another relationship that can be expressed as:

J7 (pllg) = By (pllg) — By [ap + (1 — @) ql/q] (2.65)

* - In the direction: Jensen — Bregman.
Basseville [8] gives the following relationship:

By (plla) = limy J§ (pllq) (2.66)

But we can also establish the relationship:

o0

By (pllg) = Z %J})‘ [an_lp +(1—a") qllq] (2.67)

n=1

To obtain this relationship, we start from expression (2.65) we write:

By (pllg) = éJ? (pllq) + éBf lap + (1 — ) q|q] (2.68)
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Then replace By [ap + (1 — ) ¢|lq] = By [2||lq] with its expression deduced
from (2.68), that is:

By (ala) = ~Jf (o) + ~Byloz+ (1-a)alld] (269

hence, by replacing “z” with its expression:

1 1
By (ap+ (1 — a)qllq) = EJJ? (ap+ (1 — a)qllq) + an [@®p+ (1 —a?) q|lq]
(2.70)
This expression is reported in (2.68) which gives:

1 1 1
By (plla) = ~J7 (plla)+—5 ¢ (ap + (1 — a)qlla)+— By [a?p + (1 —a?) q|lq]
(2.71)
and so on and so forth, recursively.

2.5.3 Between Jensen’s and Csiszar’s divergences.

Based on the previous results, we can establish the relationship that yields
Csiszér’s divergences when we know Jensen’s divergences.
From (2.67), we have:

by (@Hl) - i %J“ {o/“lpi +(1—am ) .1\|1} (2.72)

Or also:

Then, with (2.62):

an—l 5 _ an—l ;
@@WZZ%ZQ%{ pit (1 )QM (2.74)




chapter 3 -
Scale change invariance

In this chapter, we are interested in the divergences invariant by change
of scale and we indicate their construction mode; we also specify for this
type of divergence, some useful properties to build minimization algorithms
under sum and non-negativity constraints. We will consider in this chapter
that the variables “p” and “q” involved in the expression of divergences are
non-negative.

3.1 Introduction.

In the context of linear inverse problems, one is generally led to minimize

with respect to the true unknown “z”, a divergence between measures y = p

and a linear model Hx = ¢; this minimization is frequently associated with

a non-negativity constraint x; > 0 Vi and a sum constraint of the type

>z = Cte.

In order to simply take into account this last constraint, we develop a class
[P}

of divergences which are invariant by changing the scale with respect to “q”,
i.e. such that:

DI (pllq) = DI (pllag) (3.1)

where “DI” denotes an invariant divergence and “a” is a positive scalar.
The underlying idea being that during the iterative process of minimization,
after each iteration, we will be able to renormalize “z” and respect the sum
constraint, without changing the value of the divergence to be minimized;
indeed, according to (3.1) we will obviously have:

DI (y||Hz) = DI (ylla (Hz)) = D (y||H (azx)) (3.2)

This being the case, we will show that the divergences invariant by change of
scale possess a property that will be particularly interesting when the non-

37
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negativity constraint is associated with the sum constraint in a minimization
problem such as the one mentioned above.

Some examples of applications of invariant divergences have been proposed
in [63], [65], [64] .

3.2 Invariance factor K - General properties.

The general idea is that starting with a divergence of any kind, we're going
to transform it into a divergence of DI (p||q) (related to D (p|lq)), which is
invariant with respect to the variable “q”.

More precisely, in order to make a divergence scale invariant with respect
to “q”, we look for the expression of a positive scalar factor K (p, q) such
that the divergence D (p||Kq) = DI (pl||q) remains unchanged when the com-

ponents of “q” are multiplied by a positive scalar.

The solution of this problem is not unique, indeed all expres-
sions of K (p,q) having the following properties are possible solu-
tions of this problem:

1 - K (p,q) must be scalar and positive.,

2 - In order to obtain a divergence which is invariant by scale
change with respect to “¢”, the vector [K (p,q). q] must be invari-
ant when multiplying “¢” by a constant.

Finally, in general terms:

* If p — ¢, we must have K (p,q) — 1.
consequently:

*Ifp — q, D(pl|lKq) — D(pllg) — O.

We will note that the constraints imposed on the K (p, q) factor do not
necessarily relate it to any given divergence.

These observations lead to the following very important re-

mark: an invariance factor having the properties listed above will

make any divergence invariant with respect to “¢”.
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3.2.1 Calculation of the nominal invariance factor.

In order to obtain an expression of K (p, q), the method defined in [34] con-
sists of calculating the invariance factor:

Ko (p,q) = arg %%D(p\\ffq) (3.3)

In this mode of calculation, the invariance factor Ky (p,q), which we will
designate by “Nominal invariance factor” is specifically associated with the
divergence D (p||¢) and therefore implicitly associated with a basic convex
function and a constructive mode of divergence.

So we have to solve with respect to K (positive), the equation:

9D (p| Kq)

—— =0 3.4
DK (3.4)
If we put the resulting K expression, Kq (p, q), into the divergence D (p||q),

we get the invariant divergence DI (p||q) = D (p||Koq).

In this calculation, K is considered a scalar quantity.

However, it should be noted that (3.4) does not necessarily
have an explicit solution.

* Property.

Taking into account the definition (3.3), the resulting invariant diver-
gence D (p||Koq) is less than or equal to any other invariant divergence
derived from D (p|l¢) using an invariance factor K; (p,q) different from

Ko (p, q)-
D (p||Koq) < D (p||K1q) (3.5)

With equality if p; = ¢; Vi.

Furthermore, when ¢ — p, we have:

KO (pv Q) - Kl (pu Q) —1

therefore

D (p|lKog) — D (pllK1q) — D (pllg) — 0.

Examples allowing to show this more precisely are given in
Annex 7.
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3.3 A few comments regarding the invariance fac-
tor K.

For divergences that remain invariant by change of scale, whatever their
form, we note:

D (p|Kq) = Zd pill Kgi) (3.6)

3.3.1 Fundamental property.

For divergences invariant by scale change on “q”, we will first establish a

fundamental property which is writtens:

dD (p|| Kq)
Z] pll 9 _, (3.7)

In a first step, we show that this relation is verified when the invariance
factor is a nominal factor, i.e. when it is calculated explicitly by resolution
of (3.4); this invariance factor Ky (p,q) is thus directly associated to the
divergence D (pl|q) considered.

Démonstration.

Knowing that K is a function of “p” and “¢”, the gradient of D (p||Kq)

(1%}

with respect to “q” is written:

oD (p||Kq) _ od (pi|| Kq;) 0 (Kq;) (3.8)
dq; — O0(Kq)  Oq
But, we have:
0(Kq) 0(Kq)oK 0(Kg)0g 0K
4 0K ¢ 0q 0q “og J (3:9)
which leads to:
oD (p||Kq) od (pi|| K qi) OK ad (p;|l K q;)
L = — g+ K 3.10
9q; —~  0(Ka) aq; * 0 (Kqj) (3.10)

From which it can be deduced:

9D ( pHKq 9d (pil| K g:)
Z 9 : To(Kg) ¥ Z i (3.11)
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With:
0 (Kaq;)

0K

qi = (3.12)

one can also write (3.11) in the form:

Z ]8D p||Kq _ [Z 8d szK(h ] Z ]74_[{ (313)

The fundamental relationship (3.7) is thus made explicit in the form:

od (pi|| K g;
[§ p” q] § 4 =0 (3.14)
Or also:

ZKZ
[ Mk, K+ZQJ - (3.15)

8( QZ

So it’s verified if one of the terms in the product (3.14) is zero.
We examine each of these two terms in turn.
First term of the product.

The nominal invariance factor Ky is calculated by solving with respect to
K the equation:

0D (pl|Kq) ~—0d(pillKqi)
oK => o =" (3.16)
that is: 8d( HK )
Di qi
Pt i L7 3.17
Zi:q 0 (Kq) (3:17)

For such an invariance factor Ky (p, q), specifically associated with the di-
vergence D (pl||q) considered, the first term of the product (3.14) is null; we
can therefore conclude that:

The relationship (3.7) is verified if K (p,q,) = Ko (p,q,)-
This property is of fundamental importance as we will see in

the chapter dealing with the algorithmic developments of mini-
mization under non-negativity and sum constraints.
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We first examine the expressions of the term (3.17) corresponding to the
different forms of classical divergences.

Relationship with the different construction modes of divergences
(Csiszér, Bregman, Jensen).

The factor K (p, q), when calculated by resolving (3.4) (3.17), is specifically
related to a given D (p|lq) divergence, so it is associated with both a ba-
sic convex function and the constructive mode of the divergence (Csiszér,
Bregman or Jensen); generalizations outside this framework will not be con-
sidered here.

We will therefore establish the relations that link the K factor and the con-
vex functions that allows us to construct the divergences. To do so, we will
give the particular expressions of (3.17) for each of the three constructive
modes of divergences.

1 - Csiszar’s divergences.

The function f (x) considered here is a standard convex function; the Csiszéir
divergence C (pl|q) is constructed according to the relationship:

Cr (pllg) = Z% < > (3.18)

[P

The factor K (p,q) making this divergence invariant with respect to “q
is associated with the function “f” and Csiszar’s constructive mode. The
invariant divergence corresponding to (3.18) will be written:

Cy (pllKq) = ZcfszK% Zinf<I?

q) (3.19)

After a few simple calculations, we have:

dey (pil Kai) _ (pi >_ pi ,< pi )
9 (Kq;) / Kq; qu'f Kaqi (3.20)

And the equation (3.17) is written:

Salr () - (%)) =0 320
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2 - Bregman’s divergences.

The invariant divergence associated with this constructive mode is by defi-
nition written:

pHKq be szK(h (3.22)
that is:

By (pl|Kq) = Z Lf (pi) = f(Ka@i) — (i — Kqi) f' (Kai)] (3.23)

i
we then obtain:

obs (pil| Kqi)

o(Kq) (Kgi —pi) f" (Kgi) (3.24)

And the relationship (3.17) is written:

Z 4 (K¢ — pi) f" (Kg;) =0 (3.25)

3 - Jensen’s divergences.

By definition, we have:

Ty (0l Kq) = ny (pill K a) (3.26)

that is:

Jr (oK) =Y {af (pi) + (1= a) f (Kq;) = fap; + (1 - a) Kq} (3.27)

i
Therefore:

9jf (pil| Kas)

okq) = Ew) = fepit (1 -a)Ea)]  (328)

And the relationship (3.17) is written:

qu (Kgq;) — f' (api + (1 —a) Kg;)] =0 (3.29)
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4 - Overview

If we make an analysis of the relationships corresponding to the 3 types
of divergences considered, we can observe that the relation (3.17) will be
satisfied for Csiszér divergences, if:

ji:ql[ (1(q ) _-lﬁgff/<l§;i>} =0 (3.30)

Similarly, this equation will be satisfied for Bregman’s divergences if:

ZQi (Kqi —pi) f" (Kg;) =0 (3.31)

Finally, this relationship will be satisfied for Jensen’s divergences, if:

Zqz (Kqi) — f' (ap; + (1 — ) qu)} =0 (3.32)

It is quite obvious that the equations (3.30), (3.31) and (3.32) are nothing
else but the translation of the equation (3.17) corresponding to the 3 types
of divergences.

The resolution of (3.30), (3.31) or (3.32) depending on the type of diver-
gence and more generally of (3.17), when possible, allows us to obtain an
expression of the nominal invariance factor Ko (p, ¢) and thus to satisfy (3.7).

The question is then: is the relation (3.7) still true if we use
an invariance factor different from K,?7

3.3.2 Extension of the fundamental property to ”non-nominal”
invariance factors.

The fundamental property (3.7) has been expressed in the form:

[ M K+qu - (3.33)

a( q’L

Or also:

od (pi|| K )
3 )

(2

oK
K+Z%%fﬂ) (3.34)
J
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The effect of the first product term was discussed in the previous section.
The effect of the second term of the product is examined here.

The relations (3.33) (3.34) are always satisfied if the factor K (p,q) is a
solution to the differential equation:

0K
K+ gj7—=0 (3.35)
— 9
This differential equation doesn’t depend on the divergence under con-
sideration.

Its resolution allows to extend the fundamental property (3.7)
to invariance factors different from K, i.e. non-nominal.

3.3.3 Some precisions on the differential equation (3.35).

Clearly, only the ”¢” dependency is exhibited in this equation. That means
that the set of solutions of this equation contains the K (p,q) expressions
which satisfy (3.7)(3.14)(3.15).

In order for a solution K (p,q) of the differential equation (3.35) to be an
acceptable invariance factor, it must also possess other properties that have
already been mentioned:

* K (p,q) must be a positive scalar,

on the other hand, and, this is a crucial point already indicated:

* In order to obtain an invariant divergence by scale-change on
“g”, the vector “[K (p,q). q]” must be invariant when multiplying
“g” by a constant.

Finally, in a general way:

* If p — ¢, then we must have K (p,q) — 1.

However, the general solution of (3.35) mentioned in [80] (p.94), is writ-
ten Vj:

1 . .
K(p7 Q) = 7(1) (pa ﬂ) @7 sy M) )ﬁu AR qn> (336)
4qj q; d4j q;j 4;j a;
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Where ® is any function.

This means that any function K (p, ¢) of the form (3.36) will satisfy (3.14)(3.15),
ie. (3.7).

We will observe that with expressions of K (p,q) of this form, the vector
[K (p,q). q] is invariant when multiplying “¢” by a constant. However,
among the solutions of the form (3.36), only the positive scalar expressions
of K (p,q) can play the role of invariance factors.

Finally, one will be able to check that all the expressions of Ky (p,q)
calculated (when possible), by explicit resolution of (3.17) that is to say, ac-
cording to the case, of (3.30), (3.31) where (3.32) will be of the form (3.36).

These observations induce the following remarkable property:

An expression of K (p,q), positive scalar, as long as it is a so-
lution of the differential equation (3.35), (i.e. as long as it is of
the form (3.36)), will make invariant any divergence (because the
vector [K (p,q). q] is invariant with respect to “¢”), and the rela-
tion (3.7) will be satisfied.

We can therefore say, in order to globalize these observations
concerning the property (3.7), that two cases can arise:

- either the invariance factor is computed by explicit resolution
of (3.17), the invariance factor is then referred to as K (p, ), this
will be the “nominal” invariance factor for the considered diver-
gence.

- or the factor K (p,q) is solution of (3.35) and has the spe-
cific properties of the invariance factors, without being solution
of (3.17), i.e. without any relation with the starting divergence,
then, one always obtains an invariant divergence as shown on the
examples of the following paragraph.

- the nominal invariance factors belong to the set of solutions
of the differential equation (3.35).

Exemple 1: Kullback-Leibler divergence.

We can consider that this divergence is constructed in the sense of Csiszér
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on the standard convex function:
fe()=xlogz+1—=x (3.37)

It is written:
Lplg)=)_ |:pz log 2 + ¢i — pi (3.38)

The calculation of the nominal invariance factor leads to the explicit solu-

tion:
Z pj
ZJ qj

This factor will be the solution of the equation (3.30), but this divergence
can also be obtained in the Bregman sense by relying on the same convex
function (it is the common point between the 2 types of divergences), it will
thus be made invariant by the same factor Ky which is the solution of the
equation (3.31). The expression of Ky (p,q) (3.39) can be put in the form
(3.36); it is thus the solution of the differential equation (3.35) and thus
makes it possible to make any divergence invariant.

This can be verified, for example, on the Euclidean distance:

Ko (p.q) = (3.39)

EQM (pllg) = (i — @) (3.40)

(2

With the invariance factor (3.39) “which is not the nominal invariance
factor for this divergence”, we obtain:

2
EQM (p||Kog) = | ( i — %JZJ qz‘) (3.41)
7 1)

%

This divergence is invariant under scale change on “q ”; it can also be written

as follows:

2
EQM (p|[Koq) = Zp] Z (Z?ipj - Z?Z‘qj) (3.42)

or also:
2

EQM (p||Koq) = Zpg > (pi— @) (3.43)

i
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When using this very particular form of the invariance factor K given by
(3.39), the resulting invariant divergence is analogous (except for one factor
that depends only on “p;”) to the initial divergence, where “p;” has been

: = Pi [{P)) : —~ qi
replaced with p; = S5 and “g;” has been replaced with ¢; = S0

We can check that property on any discrepancies that come up later.
Exemple 2: Mean square deviation (E.Q.M.).

We consider here, the Mean square deviation (Euclidean distance):

EQM (pllg) =Y (pi — @:)? (3.44)

)

This can be considered as being a Bregman divergence based on the standard
convex function:

fe() = (x—1)° (3.45)

It is made invariant to a scale change on “q¢” by calculating the nominal
factor that is written:
_ Zz Pidi

> 6
But the E.Q.M. is also a Jensen (1/2) divergence based on the same convex
function.

With this expression of K (p, ¢), the equation (3.31) will be satisfied because
the Euclidean distance is a Bregman divergence, but simultaneously the
equation (3.32) will be satisfied because it is also a Jensen divergence, and
of course, this expression of K (p, q) is a solution of the differential equation
(3.35).

If we now use the expression of Ky (p,q) given in (3.46) as the invariance
factor in the Kullback-Leibler divergence, we can see that, although this
expression is not the nominal invariance factor for this divergence, we obtain

an invariant form by scale change on “q”.

Ko (p,q)

(3.46)

3.3.4 General form of the invariance factor K (p,q).

Given these observations, and all the constraints on the invariance factor
K (p,q), a general expression acceptable for K can be written in the form:

K (p.q) = AN _ . 4
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Indeed, this expression which can be put in the form (3.36) represents a
family of solutions to the differential equation (3.35).
Note that the constraints expressed in (3.47) reflect the following properties:

a+pB=50+y <& K(pq) isa scalar (3.48)

u(y—=p)=1 < [K(pq).q] isinvariant with respect toq (3.49)

Taking into account the constraints mentioned in (3.47), this general expres-
sion of K can also be written with a smaller number of parameters, in the

form:
w

> pla)
a,l B+,
E b; 4q;
But, another expression of K (p,q) is more explicit; indeed, taking into
account the relations between the parameters, it can be written, after some
calculations, in the form:

K(p,q) = (3.50)

N\ a—9d ﬁ
K (p,q) = [Z <p> szzz;qjl (3.51)

—~ \4i

These expressions are of the form:

K (p,q) = [Z (p7’>t Zpij% ] % (3.52)

These are, for quantities of the form (p;/¢;), a weighted generalized mean of
the order “t” with the exponent t = o« — § (see.Appendix 2), and weighting
coefficients w; such that ), w; = 1 which are given by:

pl q@

> pha]

In the special case of the dual Kullback -Leibler divergence, the nominal
invariance factor will be expressed as follows:

Ko = exp [Z w; log <q2>] (3.54)

(3.53)

w; =
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It is a weighted generalized mean of p;/q;, based on the function ¢ (z) =

log x, with weighting factors w; = vaipj‘
J

Ko =" [Z wit (2’)] (3.55)

It can be verified after some calculations that expressions of the invari-
ance factor given by (3.52) and (3.54), associated with weighting coefficients
of the form (3.53), satisfy the differential equation (3.35).

3.3.5 Remarks.

Based on this general form, we can go even further in the discussion; by

returning to the expression K (p,q) = %p; Zj calculated explicitly for K.L.’s
J g

divergence, we can imagine an expression for the invariance factor written

1
p2 |2
K (p,q) = [%Z Zé} which is of the form (3.47), but which does not corre-

spond " a priori” to any divergence.

This expression of K (p,q) is a solution of the differential equation, so it
makes invariant any divergence.

Similarly, from the expression of the invariance factor corresponding to the

mean square deviation: K (p,q) = %,
95

2
of the invariance factor K (p,q) = % which is of the form (3.47), but
J

J
which does not correspond “a priori” to any divergence; this expression of
K (p, q) is the solution of the differential equation (3.35); this factor makes
invariant any divergence.

we can imagine an expression

3.4 Some properties of the Gradient of an invari-
ant divergence.

We recall the relation (3.10) giving the expression of the gradient with re-
spect to the variable “¢” of an invariant divergence D (p||K¢q) for an invari-
ance factor K (p,q):

dD (p| Kq) ad (pil Kqi) OK

+K3d(ijqu)

i 3.56
qu i 8 (qu) 8(]]' q 8 (qu) ( )
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This expression can also be written:

oD (p|Kq) 0K od (p;i|| K q:) od (p; || K q;)
it | ik il (RN S N 3.57
o~ 0g; 2 0 (Kq) 9 (Kq) (3:57)
Or also:
9D (p|[Kq) _ 0K <~ 9d (pil Kg:) ad (ps|| K q;)
dqj O 2 ok " 9 (Kq;) (3.58)

For a given divergence, suppose that the expression of the invariance factor
can be calculated explicitly, namely Ky (p, q) this expression; it is of course
of the general form (3.50).
Let us now consider another expression of the invariance factor Kj (p,q)
respecting the general form (3.50), but which is not in correspondence with
the divergence considered.

The question is: what happens to the gradient expressions (3.56), (3.57)
or (3.58) depending on whether we use Ky (p,q) or K1 (p,q)?
In the first case, Ky (p, q) is the solution to the differential equation (3.35),
then the first term of the second member of the equation (3.58) is zero and
it simply remains:

oD (pllKq) _ 4 [M%HK%) (3.59)

dq; 0 (Kqj) ] K=K,

If K = K3, the first term of the second member of the equation (3.58) is no
longer zero, and we have:

9D (p||Kq) _ OK: 0d (pil| K i) 0d (p; K q5)
o = dg |2~ oK M T
45 45 K=K, (Kaj) | g—k,
(3.60)
However, in both cases, one still has the fundamental property:
9D ( p Kq 0DI (pllg)
Z 4 ” Z 4 =0 (3.61)

dq;

Some examples to show this in more detail are given in Ap-
pendix 4.
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3.5 A very special case of the invariance factor.

We saw that a particular expression of the invariance factor could be:

K(p,q)—%?
7 17

This expression is the explicit result of calculating the invariance factor for
a Kullback-Leibler divergence.
Using this factor, any divergence can be made invariant.

(3.62)

Forms of the divergences related to this invariance factor.

By introducing this invariance factor with respect to “¢”, in any diver-
gence, one makes it appear in the resulting invariant divergence, normalized
variables noted p; = <.~ and ¢ = <£—, so that we systematically obtain

Z]' pj Zj q;j

invariant divergences corresponding to p and ¢ variables of sum equal to 1.

Except for a multiplicative factor (which depends only on ). p;), the
resulting invariant divergences have the same expression as the initial diver-
gences, with the normalized variables simply replacing the initial variables.
This operation being carried out, some simplifications can appear.

One thus obtains invariant divergences similar to the simplified divergences
applicable to densities of probabilities, provided that one introduces explic-
itly in the simplified divergences, normalized variables.

Moreover, if we disregard the multiplicative factor, these di-
vergences are invariant not only with respect to the “g¢” variable,
but also with respect to the “p” variable, as can be seen from the
examples given in Appendix 6.



chapter 4 -
Divergences and Entropies

This chapter presents the divergences that can be related to the various
forms of entropy found in the literature. In most cases they will be con-
structed in the sense of Csiszéar on the basis of a convex function; in this
constructive mode, we will be led to distinguish the case of “standard convex
functions”. The relation with the entropies will of course be rather related
to the “simple convex functions”.

Finally, the extensions of the divergences by using the function “Generalized
Logarithm” (see Appendix 1), will lead us to deviate from the constructive
mode of Csiszér, but will make it possible to make the connection with the
entropies of Sharma-Mittal [89] and Renyi [82] [81].

In a final section, we’ll discuss Jensen’s differences based on Entropies.
General references for this chapter will be given in: [6],[8],[10],[78] et [91].

4.1 Shannon Entropy related divergences.

In this section, the divergences linked to Shannon’s entropy [88] are analyzed.

4.1.1 Direct form.

The standard convex function used in this case, see.figure (4.1), is written:
fe(x) =xlogr+1—x (4.1)

The corresponding Csiszar’s divergence is the Kullback-Leibler diver-
gence [57]:

s
KL (pllq) = E Di 1Ogj +q —pi (4.2)
. 1
3

53
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Figure 4.1: Function f. (z) = zlogx +1— =z

[1Pw}]

The gradient with respect to “q” is written:

OKL(pllg) _ »pj

+1 4.3
94, 0 (4.3)

It will be zero for p; = g; Vj.
If, at this point, we consider that we have ) .p; = > . ¢;, the divergence
(4.2) simplifies and is written:

bi
IKL (pllg) =) pi log. - (4.4)

That’s Kullback’s information [8].

[Pw]

The gradient with respect to “q” is written:

OIKL (pllg) _ _pj

4.5
94, ” (4.5)

We can see that this gradient will never be equal to zero, therefore I K'L (p||q)
is not usable in our problem without special precautions; indeed, to use
such a divergence, it will be necessary to explicitly introduce the fact that
>oiPi =20 G-

This difficulty will appear every time one wants to use simplified divergences,
that is to say, those built on “simple” convex functions.

An additional simplification such as ), p; = > . ¢; = 1 will not bring any
additional simplification, but if we don’t make this assumption, the diver-
gence (4.4) will probably not be positive.
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The form (4.4) is mainly used in works dealing with probability densities;
this form is deduced in the Csiszar sense from the simple convex function
(see figure 4.2):

f(@)=zloga (4.6)

Figure 4.2: Function f (z) = xlogx

Invariance by change of scale.

The invariance factor Ky (p, q) corresponding to the Kullback-Leibler diver-
gence (4.2) can be calculated according to the method indicated in Chapter
3; it is expressed in explicit form:

- >_;Dj
Zj qj

It is a special case already mentioned in Chapter 3 that leads to the invariant
divergence:

Ko (4.7)

KLI(plg)=> p; > _bi 10g% (4.8)
j i !

with p; = % et q; = %

We can observe that we get a divergence equivalent to (4.4), but here we
explicitly have Y. p; = > . ¢i (= 1).

On the other hand, disregarding the multiplicative factor > ;pj, we can
observe that the divergence obtained is invariant not only with respect to



56 CHAPTER 4 - DIVERGENCES AND ENTROPIES

(1998}

“q” but also with respect “p”.

[P}

Its gradient with respect to “q” is written:

OKLI(pllg) 1 o
o Y (1 th) (49)

4.1.2 Dual form.

To obtain the dual form, we are using the mirror function of (4.1) (see figure
4.3), which is written:

v

fe(x) = log% +z—1 (4.10)

Figure 4.3: Function f. (z) = logl +a2—1

So, we obtain:

0
KL (qlp) =) quOgj +pi — G (4.11)
: T

The gradient with respect to “¢” is written:

OKLdllp) _ o, % (4.12)
dq; pj

It will be zero for p; = ¢; Vj.
Again, assuming that ) . p; = > . ¢;, we have the simplified form:

"
IKL (q|lp) = Zqilogj (4.13)
(3

)
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(1%}

The gradient with respect to “q” is written:

OIKL{allp) _ 00 95 4 (4.14)
dq; Pj

This gradient will not be zero for p; = ¢;, therefore IK L (¢||p) is not usable
in our problem without special precautions.

An additional specification such as >, p; = > ;¢ = 1 will not provide
any additional simplification, but if we don’t make that assumption, the
divergence (4.13) is unlikely to be positive.

The divergence (4.13) is constructed in the Csiszér sense on the simple
convex function (see figure (4.4):

F(z) = log % (4.15)

20F
15F

10F

Figure 4.4: Function f(a:) = log%

Invariant form of dual divergence (4.11).

The derivation of the nominal invariance factor for this divergence leads to
the expression:

Ko = expz Z -log & (4.16)

It is a weighted generalized average of terms of the form (p;/q;) that is

written:
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With # (z) = In (x) and weighting factors w; = Z%Q"

5 95
By introducing this invariance factor in the divergence (4.11), we obtain
after some simple calculations, the invariant form that can be written:

KLI(qllp) = |pi - qzexpz Z log L] = > b~ Koa]  (4.18)

i j i

It is easily verified that this divergence is not modified if “¢” is multiplied
by a positive constant.

4.1.3 Symmetrical form.

It is obtained in the sense of Jeffreys [52] by using Csiszér’s constructive
mode, based on the standard convex function (see figure 4.5):

fow) =5 [f@+Fe@)] =5 [f@+ @ (19)

10+

Figure 4.5: Function f, () =xlogz —logx

So, we have:

i
KL(p,a) =Y (pi— qz')logqi, (4.20)
. 7
7
Whose gradient with respect to “q” is written:
OKL P — D ;
P9) _ 45 =Pi 1, P (4.21)
9qj a a

This expression is of course equal to zero for p; = ¢; Vj.
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4.2 Havrda-Charvat Entropy related divergences.

This section deals with Csiszar’s divergences related to the entropy of Havrda-
Charvat [42] and more specifically based on the standard convex function:

1

Je(z) = ala—1 [z% —az + (1 - a)] (4.22)

To these divergences we will associate those built on the corresponding sim-
ple convex functions:

1 «
fi(z) = ala—1 [z% — 2] (4.23)

and
1

= [2%-1 4.24
We will see in the chapter 5 that the Csiszar divergences built on these
convex functions, in particular on the function (4.22), belong to the class of
“Alpha divergences” of Amari [2].

The divergence associated with f. (z) will be written:

HC, (pllq) = 04(041—1) {Zp?qf “=> fapi+(1—a) Qi]} (4.25)

%

It’s clearly a difference between a generalized geometric mean and a gener-
alized arithmetic mean.

The gradient with respect to “¢” is given by:
OHCq (pllg) _ 1 -
) i

It will be zero for p; = g; Vj.
The divergences related to f (z) and fs () will be written respectively:

Ar(pllg) = a(al—l) Zplaqll “—pi (4.27)

and

Ay (pHQ)Za(al_l) pr‘q} *— g (4.28)
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We can notice that if in the expression (4.25), one makes ) . p; = Y. ¢;, one
finds (4.27) or (4.28).
The corresponding gradients with respect to “q” will be written respectively:

aAl (pHQ) _ 1 o, —Q
= ) =

that will never be zero, and:

942 (pll) 1 o
28(]]’ T ala-1) [(1 — )P - 1} (4.30)

which may be zero, but for p; # g;.
Furthermore, if we make the additional assumption that > . p; = >, ¢; = 1,
we get 3 identical divergences that are written:

(4.31)

1 (0% —Q
HCS, (pllg) = ala—1) [sz g -1

whose the gradient relative to “q” given by (4.29). This last divergence
(4.31) is the Havrda-Charvat divergence [42] quoted by Arndt [6] and Bas-
seville [10].

The dual divergences are constructed by using as convex functions, the mir-
ror functions of the previous ones; they will be indicated in chapter 5.

4.3 Sharma-Mittal Entropy related divergences.

The various divergences highlighted in this section are no longer Csiszar’s
divergences, in fact, they cannot be obtained with this constructive method,
but they can be considered as a form of generalisation of the divergences
obtained in the previous section. They are related to the entropy of Sharma-
Mittal [89].

This generalization can be summarized by the following simple rule.

Rule: When a divergence is expressed as the difference between two
positive terms, it can be generalized by applying to each of the terms an
increasing function (which will not change the sign of the divergence ob-
tained); the increasing function used is often the “Generalized Logarithm”
function (see Appendix 1), which makes it possible to change, by action on
a single parameter, from the linear function (which leaves the initial diver-
gence unchanged) to the logarithmic function itself.
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Of course, at the end of this operation, we obtain a new divergence whose
convexity properties are not guaranteed, even if the initial divergence was
convex.

If we apply this rule on the divergence H C’ (pllq) (4.25), using the general-

ized logarithm with the exponent 1 —d = 11, we obtain:

s—1 s—1

SM (0) = 75 [Zp?qf ] lzapz (1-a) q]a

(4.32)
Similarly, if we apply this rule on the very simplified divergence (4.31), we
get:

s—1

SMSus (00) = lngqg ] RS NCES

It’s this last divergence that is commonly referred to as the Sharma-Mittal
divergence [89] [6].
Calculating the gradient of SM, s (p|lq) (4.32) with respect to “q” gives:

s—a sS—a

aSMOt,S (qu> 1 o a 11—« o o, —
%5 "a Zi:apz- (1-a)g > pig] P}q;

(4.34)
He’ll cancel for p; = g; Vi.
On the other hand, the calculation of the gradient of SMS, (p|lq) (4.33)

with respect to “q” yields:
8SMSO:8 qu 1— - —a
(9—qj szan - p?Qj (4.35)

It will never cancel.

Scale invariance with respect to “¢”.

The divergence given by the relation (4.32) is made invariant using the

invariance factor K*(p, q) = ZJ: zj
J

it is written after simplifications:

s—1 s—1

SMa,sI(pHQ):a(Sl_l) [Zp?qzl O‘r [Zapz (1-a q]a_

(4.36)
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Its gradient with respect to “q” is written:

sS—«a

aSlma sl (pHQ) 1 —a-1—« o —a-1—a —a—a
) = E i G; E i 4; — 4.37
9(11 Zj i b; q; b; q; prq ( )

i

4.4 Renyi Entropy related divergences.

These divergences related to Renyi’s entropy [81] [82] [6] [14], correspond
to the limit d — 1 in the “generalized Logarithm”, that is s — 1 in the
divergences of the previous section.

If we perform this operation on the expressions (4.32) and (4.33), we get
respectively:

1
Ra (pllg) = ala—1D {logpr‘qll @ logZapz (1-—a)g } (4.38)

The form (4.38) can be seen as an extension of Renyi’s divergence to data
fields whose sum is not equal to 1.
In the case of probability densities, i.e. with >, p; =", ¢; = 1, it comes:

Sa (pllg) = 04(0411) {1og Zp?qzl a} (4.39)

The expression (4.39) is Renyi’s divergence in its classical form related to
Renyi’s entropy and probability densities [6].
[1P=)

The gradients with respect to “g” can be deduced from the gradient expres-
sions (4.34) and (4.35) by making s = 1; they are written respectively:

-1 r -1
8Ra (pHQ) 1 o l—« o —Q
o " a Zapz 1-o)a| - zi:pzqz P}q;
(4.40)
and .
ORSa (pllg) 1 | -
bt L VA agl—a Qg 4.41
Pa. - Zz:pz g P5q; (4.41)

We can observe that will be equal to zero if p; = ¢; Vi, whereas

ORS.(pllg)
0q;

IR (pllg)
9q;

could never be zero.
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Scale invariance with respect to “¢”.

For this divergence given by the relation (4.38), the invariance factor can-
not be calculated explicitly, so we use as invariance factor the expression

K*(p.q) = S

In these conditions, the invariant divergence is written after simplifications:

lo - Dj
Raxmm>=(jf%f3[bg§jmw3“] (.42

In this expression, the multiplicative factor log Zj p; can be omitted, and
the gradient with respect to “q” is given by:

Oqp B aZj q;

e 1 —
2. P5a "

Of course, it will be equal to zero if p; = ¢q; Vi.

ORIy (pllg) _ 1 [1_ PG ] (4.43)

4.5 Arimoto entropy related divergences.

4.5.1 Direct form.

These divergences developed by Osterreicher [74] [76] rely on the use of
generalized averages as in the Arimoto Entropy [4]. In their initial form,
they are constructed in the Csiszér sense on the basis of the standard convex
function shown in figure (4.6) for § = 2:

1
1 1+20\° [1+x
S |(5) - (%)

fos (@) = 5 541 (444)

This leads to the divergence:

AR (pllq) = 5%1 !ZZ: <p?‘2“1?>é = <pz'42rqz'>

i

(4.45)

This divergence is symmetrical, so it can be denoted as AR (p, q).

The second term is clearly the unweighted arithmetic mean of the two data
fields, whereas the first term corresponds, according to the value of “§”, to
the different unweighted means between the two fields; indeed:

*if 0 = 2, the first term is the square root mean.
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*if § =1, the first term is the harmonic mean.

*if 0 — 0, the first term is the geometric mean.

This approach allows us to find the divergences between averages, which will
be developed in chapter 7.
The gradient with respect to

1-5
OAR (p||q) 1 a5,
— A | 4.4

g 2(6—1) 2 9 (4.46)

“ 7

will be written:

This gradient is equal to zero if p; = ¢; Vi.

Since the basic convex function is a standard convex function, we can try
to show the associated simple convex functions; after a few thinking about
them, we can show 2 of these functions (as always), which are represented
on figures (4.7) and (4.8) for § = 2::

) AT
fl,é(x):(sil (14;) —x (4.47)
and _ ) :
O\ s
f2,6(33):5i1 <1+2x) —1 (4.48)

They will respectively lead to the divergences:

ARSI (pllg) = 5%1 [Z <p1 B > sz] (4.49)

1
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-1.01

1
Figure 4.7: Function f 5 (z) = 511 [(H‘”é) - x} ,0=2

6—1 2
2sf
20}
15 —
10f
osf
) | | | |
1 2 3 4 5

and

1
ARS2 (pllq) = S—1

S5 5]

If in these divergences as well as in AR (p||q) one introduces the simplification
> ;i =Y;q =1, one obtains the divergence of Arimoto [6]:

N
ARs<p|q>=511[§j (%3%) —1] (451)
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Of course, such a divergence can only be used to compare data fields whose
sum is explicitly equal to 1.

The gradients with respect to “¢” of the ARS1 (p||q) and ARS (p||q) diver-
gences will never cancel, while the gradient of ARS2 (p||q) may become zero,
but not for p; = ¢; Vi.

4.5.2 Related dual divergences.

They are built on the dual convex functions of those used in the previous
section.
We can note that fi 5 (z) = fa5 (x) and that fo5(z) = fi15(x).

4.5.3 Symmetrical divergence.

Taking into account the remark in the previous section, it is constructed, in
_ Sus@+hs@) _ fos@)+fas(x)
= 5 = 5 =

the sense of Jeffreys, on the basis of f5 ()
fe,s (), and of course leads to the divergence AR (p,q).

4.5.4 Weighted versions of these divergences.

In a first simple variant of these divergences, weighted versions of these di-
vergences can be introduced by replacing the first term of the divergence
AR (p,q) (4.45) by a weighted generalized mean and second term by a
weighted arithmetic mean.
This is equivalent to constructing a Csiszar’s divergence by using the basic
standard convex function:

Fosa (x) = (1_@1(5_1) { [ 4+ (1 - a)]é oz + (1— a)]} (4.52)

With 0 < « < 1, this leads to the divergence:

ARs.q (pllg) = (1_61)1(5_1) {Z [ap? +(1—a) Cﬂ A

(2 K3

|

(4.53)
Of course, by varying the “6” values as indicated above, we can review in
the first term, the various weighted means.
Note that the symmetry property of the unweighted version has disappeared;
it only exists for a = 1/2.
The gradient with respect to “q¢” will be written:

0ARsq (pllg) 1 5 515 51
el [apj—l-(l—a) 4T d -1 (4.54)

) lopi + (1 - @) qi]

}
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It will be zero if p; = q; Vj.

One can observe that a simplified version of this divergence corresponding
to >, pi = ;¢ = 1 exists, but the gradient of this simplified form will not
be equal to zero if p; = g; Vj.

4.5.5 First type of extension.

In order to retrieve any divergences based on differences between the weighted
means developed in chapter 7 (the unweighted case will be obtained im-
mediately with o = %), we can consider, as proposed in [66], the standard
convex function:

_ 1 5 3 , 1
febra (@) = -a)6-D { [0495 +(1- 04)} = lax? + (1 - 04)]”}
(4.55)
With such a function, the resulting Csiszéar divergence is written:
AR5y (pllg) = > [aﬁS +(1—a) q‘?]}s
s (1—&)(5—1) - 7 7
=3 lap) + (1 - ) qj]i} (4.56)

The divergences obtained for different values of the parameters “y” and “§”
are summarized in the following table.

Y
5 -1 0 1 2
-1 0 GM-HM AM-HM SM-HM
0 HM-GM 0 AM-GM SM-GM
1 Jensen-Shannon
2 SM-HM | SM-GM SM-AM 0

Table 4.1: Divergences resulting from various values of “y” and “§”.

The divergences not listed in this table are either negative or non-convex;
moreover the Jensen-Shannon divergence implies the computation of limits
0—1,v—1
There is no simplified version of the divergence (4.56); its gradient with
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[P

respect to “q” is written:

AR5 (Plg) 1 5 515 -1
o 10
1;—}/
_ {ap;Jr(l—a)q;] K q}l} (4.57)

Such a gradient will be zero pour p; = q; Vi

4.5.6 Extension in the sense of the Generalized Logarithm.

Since the divergence (4.56) shows a difference of 2 positive terms, an in-
creasing function can be applied to each of the two terms, for example, the
generalized logarithm, with the exponent “1 — d” noted 1 — d = %; this
gives the divergence:

ARSMs 0.5 (pllq) :(1—04)1(8—1) [Z [ap§+ (1-a) qﬂ(s] 7

— [Z lap] + (1 — @) qZ]% (4.58)

2

From this expression, the operation s — § (d — 0) leads to the divergence
of the previous section, while the transition s — 1 (d — 1) leads to the
following logarithmic form:

LARSMj,, o (pllq) 2(1_@1(5_1) {logz [apff +(1-a) qﬂ ’
—logZ[am“r (1-a) q?]i} (4.59)

The specific cases corresponding to the various values of “§” and “y” will
be found in chapter 7.
The gradients with respect to “q” of these two divergences are written re-
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spectively:
=1 5
OARSMs 05 (pllg) 1 5 51771 s 5175 51
o =51 |2l -]t e a-ag] T
s—46
1 §—1 11—y 1
_[Z[apz_'_(l_a)qz]vl |:ap]+(1_a>qj] ’ q;/
(4.60)

and

-1
OLARSM;q 0. (pllg) 1 5 517 5 5155 5.1
94; 5.1 Z [api +(1*a)qz} [anJF(l*O‘)‘]j} q;

i

1—v

-1
- [E [ap2+<1—a>qni] o +(-a)g] T g7

%

(4.61)

This last expression can be obtained from (4.60) by simply doing s = 1.
The components of these gradients will be zero for p; = ¢; Vj.

4.6 Jensen divergences based on Entropies.

We use as basic convex functions, the opposite of the Shannon, Havrda-
Charvat and Renyi Entropies.

4.6.1 Shannon’s entropy.

On the basis of the simple convex function which is the opposite of Shannon’s
entropy, that is:
f(x)=zlogx (4.62)

we treat the case of Jensen’s divergence weighted by 0 < 8 <1, the classic
case = 1/2 is immediately inferred.
We have:

s (pllg) ﬁsz log pi + ZQzIOng

—Zm %Mm< - B) i (4.63)
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[1Pw}]

The gradient with respect to “q” is expressed as:

(w%gj”q) = (1-8){logq; —log[Bp; + (1 - B)q]} (4.64)

Of course these components will be zero for p; = ¢; Vj.

Scale invariance with respect to “q”
For this divergence given by the relation (4.63), the invariance factor can

not be calculated explicitly, so we use as invariance factor the expression
> D)
* — J
K (p;Q) - quj'

In these conditions, the invariant divergence is written after simplifications:

JsI (pllg) Bszlogpz —5)2@ log g,

- Z /sz C_h] log [ﬁpz (1 - B) QZ] (4'65)

“w "

The gradient with respect to “q” is expressed as:

OJsI (plle) _1-5 gl-
— lo i lo —
9y 2.5 ® B+ 1 - Z “eg —B) &

(4.66)

4.6.2 Havrda-Charvat entropy.

Here, the convex base function is the opposite of the Havrda-Charvat en-
tropy; we treat the case of the Jensen divergence weighted by 0 < § < 1,
the classic case f = 1/2 is deduced immediately.

We have:

JHc(p\q)za(al_l){BZp? Zqz >_[Bri+ (1 B)qi]“}

(4.67)

“w”

The gradient with respect to “q” is written:

8Jnggp||Q) _ ;—_51 {q —[Bpj+ (1= B) qj]afl} (4.68)
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Scale invariance with respect to “¢”.

For this divergence given by the relation (4.67), the invariance factor can

not be calculated explicitly, so we use as invariance factor the expression
2 P;
* — L
K (p>Q) - quj‘

Under these conditions, the invariant divergence is written after simplifica-

tions:

JHCI(pHQ):a(al_l){ﬁZﬁ? Zqz Z/sz (1 B)qﬂa}

(4.69)

(1%}

The gradient with respect to “q” is expressed as:

dJucl(plle) ~  1-p5 B -
Oq _(a—l)zjqj{ Zqz (601 + (1 = B) @l

+D_4ilBp+ (1= 8) Qi]a_l} (4.70)

If, in the expression of the divergence (4.67), we replace the arithmetic mean
by a generalized geometric mean, which will not change the sign of the
expression, we do what O. Michel [70] has proposed for Renyi’s divergence
and on which we will come back later; the divergence thus constructed will
be written:

J2hc (pll) = 04(041—1) {sz?+(1—ﬁ)zq?—z [pfqzl ﬁ} }

)

The gradient with respect to “¢” will be:

072mc () 18 o [ a1t [0\
9;  a-1\|%Y - 2 )

Scale invariance with respect to “q”.

For this extension proposed by O.Michel [70] given by (4.71), using the
invariance factor K* (p, ¢) previously defined, we obtain after simplifications
the following invariant divergence:

J2ncl (pllg) = oz(al—l) {52]5? +(1-5) Zq—g _ Z [ﬁf@lﬁ]a}

i (4.73)
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The gradient with respect to “q¢” will be:

0J2ucl (ple) _  1-5 o« 5 g s
o B (a—l)zjqj{ Z [Pz 0@ } P Jrz:[plqz

(2

(4.74)
This being the case, we can also continue to follow the reasoning of O.
Michel [70] in his work on Renyi’s divergence, and introduce a Jensen-Havrda
Charvat divergence between a generalized arithmetic mean of the 2 fields
and one or the other of the fields, then, one can always invert the order
of the arguments insofar as the divergences thus formed are not necessarily
symmetrical.

4.6.3 Renyi’s entropy.

Here, the convex base function is the opposite of Renyi’s entropy, these leads
to Arndt’s 1RL [6]. We treat the case of Jensen’s divergence weighted by
0 < B < 1, the classic case f = 1/2 is inferred immediately.

The corresponding divergence is written as:

Jh (pll) :a(al_l) {ﬁlogZp?‘ +(1-8) logzq?
—logz Bpi + B) a;]* } (4.75)

The gradient with respect to “¢” will be:

oJy (plla)  1-p { G B+ (=B gl }

0y a1\ S Bmt APl (4.76)

Scale invariance with respect to “¢”.

For such a divergence given by the relation (4.75), we use the K*(p,q) in-
variance factor already mentioned, which leads to the invariant divergence:

ol (pllg) = ( {Blogzpz —B)log
- logz [Bpi + (1 = B) (ii]a} (4.77)

Il
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(1%}

The gradient with respect to “q¢” is written as:

Ol _  1-5  fa™ | Ba+-pa™
oq; (a—1) Zj qj Z]‘ qaj >8P + (1= 8) @]”

LXalBn+ (- Bal! } (4.78)

> 18D+ (1= 8) @]

If in the expression (4.75) the generalized arithmetic mean is replaced
by a generalized geometric mean, as proposed by O. Michel in [70], the
divergence is written:

1
72}, (pll) ~ala"0) {Blogzi:p? +(1-8) 10gzi:qzq

—log Z (pf 7 6)a} (4.79)

Whose gradient is:

5 a1 8 1-8]1""" 4

0J2p(plle) _1-8) 4 pj4; P;
£ - _— e (4.80)
TEEE DTSR

Scale invariance with respect to “¢”.

From this modification proposed by O.Michel [70] given by (4.79); the corre-
sponding scale invariant divergence is deduced by introducing the invariance
factor K*(p, q):

1

T2 (p]lq) BCICES)) {Blog;ﬁ? +(1=8) 10%‘;@&

~log (ﬁ?qi‘ﬁ)a} (4.81)

(1%}

The gradient with respect to “q” is expressed as:

5_1-\*"! 55
dI251 (plla) ~ 1-5 gt (plql ) Py q

g a (a—1) Zj 4qj Zj (j}) - Zj (pj@qjl,_6>a

(4.82)
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In the same article [70], another variation of this type of divergence has been
suggested. To fully understand how to obtain it, we’ll proceed in successive
steps.

First we write the dual divergence of J 25; (pllq) which gives:

72 allp) = {mogz_q? +(1-B)log >t

a(a

—log ) (qzﬁp%ﬂ)a} (4.83)

Then we construct a divergence from the previous general form, but by
replacing ¢ by a linear combination of “p” and “q” with a weighting factor

[P

7”7, i.e. yp+ (1 — ) g, which gives:

I35 (plla) = 1_1) {Blogz [ypi + (1 =) qi]* + (1 — 8) log Zp?

aa
- 10gZ ([sz- +(1—7) qi]ﬁpi_ﬁ)a} (4.84)

Of course, this little exercise can go on for a very long time and may not be
of much interest...
We can still calculate the gradient relative to “q”:

0735 (plla) _ gl=v ) bpi+(1-7) g1
04; a—1 | i+ 1= al”

([’ij +(1=7) qj]ﬂp;_6>a 1

) (Zi [ypi + (1 — ) qi]ﬁpg—ﬂ)a wit+(1—7)q (4.85)




chapter 5 - Alpha, Beta and
Gamma divergences

5.1 Introduction.
In this chapter, we present the information corresponding to the divergences
constructed on the basis of functions of the type:

A

f@) = 15

(5.1)

The variable “z” is assumed to be positive and we use the parameter “\”
which hasn’t been used yet and can become «, 5 or v as needed.

This function is convex, for A > 0; to make it convex regardless of “\”, we
have to write:

l‘)\
flx) = 2O —1) (5.2)
To get moreover f (1) = 0, we have to turn it into:
_ 1 A
fi(z) = O-1) (x 1) (5.3)
This function is shown on the figure (5.1),
or else: )
_ A
fa(z) = NO—1) (x x) (5.4)

which is represented on the figure: (5.2).

The functions f1 (z) and fo (x) are “simple convex functions”.
If we want to have, in addition, a null derivative in x = 1, that is to say
if we want to obtain a “standard convex function”, we obtain in both cases
the same function f, () which is represented on the figure (5.3) and which
is written:

75
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Figure 5.1: Function f; () = ﬁ (z2 —1),A =05

Figure 5.2: Function fs (x) = ﬁ (ac)‘ — x) ,A=05

1

fc(fﬂ):m

[x)‘ — Az —(1— )\)} (5.5)
In all these figures, A = 0.5.

An important point to keep in mind is that these functions are convex
whatever “\” is due to the “1/\” factor that’s been introduced, which may
not always be found in the divergences proposed in the literature, but it will
allow the A — 0 limit to be computed when necessary.

The question now is, what divergences can be built using such functions?
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30f
25f

20fF
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2 3 4 5

Figure 5.3: Function f. (z) = ﬁ [2* = Az — (1= N)],A=05

We will consider two constructive modes that have already been dealt with
in the literature: Csiszér’s divergences and Bregman’s divergences.
In addition, we will also consider Jensen’s divergences.

5.2 Csiszar’s divergences - Alpha divergences.

They have been largely developed in the works of Amari [2] and Cichocki
[23]; they are based on the functions fi (z), f2 (z) and f. (z).

5.2.1 On f ().

In this case we obtain the divergence:

A (pllg) = )\(Al—l) > (rra/™ - ai) (5.6)

7

If we calculate the gradient with the intention to minimize with respect to

oA le) _ 1 [(1 (%)~ 1] 5.7)

q’, we get:
8qj A (/\ — 1) q;

This seems suitable for building a descent algorithm, but the problem will
be as always, that the gradient doesn’t cancel out for p; = ¢; Vi.
Moreover, we can notice that if we operate on probability densities (>, p; =
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> ;¢ = 1), the divergence simplifies, but in this case the corresponding
gradient will never be zero.

The dual divergence is built on the mirror function represented in figure
(5.4)

fi (x) = )\(/\1_1) (acl_)‘ — x) (5.8)

It is expressed as follows:

A (qllp) = /\()\1—1) ) (cz?pi_A — pz) (5.9)

)

(1%}

On this divergence, we can see that the gradient with respect to “q” never
cancels out, hence a problem if we try to minimize.

5.2.2 On f,(z).

In this case we obtain the divergence:

Az (pllg) = /\()\1—1) Z (p?q}—A - pi) (5.10)

)

The gradient will be:

04z (pllg) 1 <pj>A
SRV (B 5.11
94, 3 g, (5.11)
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We can see that the gradient with respect to “q” never cancels out.

If we operate on probability densities, the divergence becomes simpler, but
the problem is again, the gradient will not cancel out.
The dual divergence will be built on the mirror function represented in figure
(5.5):
¥ 1 1-2
= - 1) 5.12
It is expressed as follows:

4

4+

Figure 5.5: Function fo (x) = ﬁ (xI*A — 1) ,A=0.5

Az (qllp) = )\()\1—1) > (Q?pfA - %’) (5.13)

7

This divergence is made simpler if we operate on probability densities.

(1%}

The gradient with respect to “q” is:

Az (gllp) 1 i\
) T M%’) 1] (5.14)

[Pl

Of course, the problem is still that the gradient with respect to “¢” will not
be zero for p; = g;.

5.2.3 On f.(z).

In this case we obtain the divergence:

Ao = 5= 2 (P —n—1-Na) 619
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This divergence [42] can also be thought of as a arithmetic-geometric diver-
gence [91], it is also the “Alpha divergence” of Amari [25](\ <> «).

[P}

Its gradient with respect to “q” is written as follows:

0A(pllg) 1 pi\*
oty e

It will be zero if p; = ¢; Vi.
The dual divergence will be constructed on the mirror function shown in
figure (5.6):

fe@ =557 o' A= (1= a] (5.17)

It will be written:

30f
2.0;
15

05F

Figure 5.6: Function f, (z)

_ 1
= X-D)

A(qllp) = )\(Al—l) > (q?pi‘A —Agi—(1— )\)pi> (5.18)

i

Its gradient with respect to “q” will be:

0A (ql|p) 1 pi\'"
gl ] e

It will be zero if p; = ¢; Vi.
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5.2.4 Some classical particular cases.

If A - 1 we have A (pllq) = KL (pl|lq).
If A — 0 we have A (pllq) = KL (¢||p)-

If A = 1/2 we have A (p||q) = H (p||q), that is Y, (/pi — \/q7)2 (Hellinger’s
divergence [43]).

If A = 2 we have A (pllg) = X% (pllq). that is § 3, @20 (Neyman’s Chi2).
If A = —1 we have A (p||q) = x% (pllq), that is $ 3", (pi;ifi)z (Pearson’s Chi2).

5.3 Bregman’s divergences - Beta divergences.

Since the Bregman divergences are convexity measures, it is obvious that
the functions fi (), fa2(x) or f.(z) which differ from each other only by
a linear function (i.e. which have the same second derivative) lead to the
same divergence which can be written as follows:

Blo) = 5o 2 [P - —0-na] 620

i

With (A <+ ) we obtain the “Beta” divergence of Mihoko and Eguchi [71] or
Uchida and Shioya [96]; we also find the divergence of BHHJ [11] by deleting
in (5.20) the multiplicative factor “1/A”.
The gradient with respect to “¢” will be:

OB _
(9(?”@ = ¢ (g — pj) (5.21)
495

This gradient will be zero if p; = ¢; Vi.
From the relationship (2.10), the dual divergence is written:

Blalp) = 5= 2 [@ el —-0n] 622

1

Its gradient relative to “q” will be:

OBa(;Jj|p) )\il < A1 /\71> (5.23)

a D

Obviously, it will be zero if p; = ¢; Vi.



82 CHAPTER 5 - ALPHA, BETA AND GAMMA DIVERGENCES

5.3.1 Some classical particular cases.

If A — 1 we have B (pllq) = KL (pl||q).

This is the common point with ”alpha divergences”.

If A — 0 we have B (p||q) = IS (p||q), it is the Itakura-Saito divergence [49].
If A =2 we have B (pllq) = >, (i — ¢)?, it is the Mean square deviation
(Euclidean distance).

5.4 Jensen’s divergences.

Since Jensen’s divergences are measures of convexity, it is obvious that the
functions fi (x), f2(z) or f.(xz) which differ from each other only by a
linear function (i.e. which have the same second derivative) lead to the
same divergence that is written:

2

J(pllg) ZA(;_D {Z [ap? +(1-a) q?}

—Y lapi+(1-a) %]A} (5.24)
The corresponding gradient with respect to “q¢” is written:
9J(pllg) _ 11—y 5y N
dq; A1 {qj — [ap; + (1 = a) gj] } (5.25)

This gradient will be zero if p; = ¢; Vi.

5.5 Invariance by change of scale.

We are applying the method defined in [34], in order to make invariant by
change of scale on “q” the divergences of type “A”, “B” and “J” of the
preceding sections.

5.5.1 “A” divergences.
The starting divergence is given by (5.15):

Al = s 2 (el = - (= Na)  (620)
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The expression of the invariance factor K is obtained explicitly, so it is the
nominal value that is written:

A 1—=X
Ko = (zfé‘é ) (5.27)

Then the invariant divergence by change of scale on “q” is written:

1 Z p)\ql A
Al = i i — i 2
(Plle) = 7= ( S 0 EZ q EZ p (5.28)
Which can also be written:

Al (pllg) = [Z Kog; — Zm] (5.29)

Example

If we consider the case A — 1, that is KL (p||q), we obtain:

_ b
Ky = Zi 0 (5.30)

KLI (p|lq) = 5 Dj § pzlog +(h 152-] =§ pj[§ ﬁilog?
. . A
J i

ith: o, — Pi q. — di
With: p; = S5 and ¢; = TR
That’s what we would get if we do directly A — 1 in the expression (5.28).
Note that the passage to the limit A — 1 implies a specific calculation but

effectively leads to the Kullback-Leibler divergence invariant with respect to
w9

q .

(5.31)

_

(1%}

The gradient of divergence (5.28) with respect to “¢” is written:

OAI qu > 1 1 p}g;?
A 1-A %
(sz u ) (Z QZ) !Zi G Y,pa A]

T

(5.32)
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It is also possible to write this expression:

9AI (pllg) 1 1=2, A —\
qu = [KO — Ky pj 4; ] (5.33)

Remark: it can be observed that

OAI (pllg)
quT =0 (5.34)

This relationship will be verified for all invariant divergences presented in
this book.

By disregarding the constant multiplicative factor ﬁ, the expression
(5.28) is the difference of 2 terms; one can thus apply to each term of this
difference the same increasing function, the “Generalized Logarithm” for
example (see appendix 1), then the extreme form, the “Logarithm” which
will lead to:

LAI (pllq) = log Z qi— log sz log pr‘qll A (5.35)

It can be seen, which is true in all cases, that the latter divergence is not
only invariant by changing scale on “q” , but also by changing scale on “p”.
This is obviously related to the use of the Logarithm, (the Generalized Log-
arithm is not enough).

For Type B divergences, the analog of (5.35) will be the “Gamma diver-
gence”.

The gradient with respect to “q” is written:

OLAI (pllq) _ 1 ! L p?q;A ] (5.36)

dq; >iq i

It is the expression(5.32) without the multiplicative factor “T”, and we have
as previously stated:

OLAI (pllg) _
Zq]iaqj =0 (5.37)

J

We can make the same work on the dual divergence (5.18):

Alaly) = 55 2 (@ = -Np)  (639)
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By using the classical procedure for calculating the nominal invariance fac-
tor, the following results are obtained:

Ko = (Zg qA 3) (5.39)

The divergence made invariant will be written:

1-X )\
Af(qllp)zi > pi— (Zzp ” Z) Zqz (5.40)

7

Or also, more simply:

>/\»—ﬂ

I(qllp) =

[sz ZKOQz] (5.41)

One can then apply an increasing function on each of the terms the di-
vergence (5.40), for example the Generalized Logarithm function, and go
further to the Logarithm to obtain:

LAI (qllp) = llog D P75 los Z pi g}

+ A log ; qi] (5.42)

Note that this divergence is, of course, invariant with respect to “¢”, but it
is also invariant with respect to “p”.
A symmetrical divergence invariant with respect to “p” and “q” can be

obtained by summing the (half) logarithmic invariant divergences LAI (pllq)
and LAI (q||p).
Such a divergence is written:

Z piz q;

LAI (p,q) =
Sipda A @t

log

Y (5.43)

For type B divergences, the analogue of (5.43) will be the “symmetrical
Gamma divergence ”
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5.5.2 “B” divergences.
“Beta” divergence.
The initial divergence was (5.20):
1
B(pla) = o7 2 [P — Wit = (1= N g 5.44
®lo) = 35— Zl: pig} " — (1= X g (5.44)

The expression of the nominal invariance factor Ky is calculated explicitly;
it is written as:

A—1
Ko = 2Pl (5.45)
>
This leads to the divergence:
1 A g ’ A
BI = N | &=t 4 5.46
#lle) = 55— zi:pz ( S ) Zi:qz (5.46)
Or also:
1
BI = — K 4

®lo) = 35— [El:pz Z oqz] (5.47)

To recover the divergence of Basu et al. [11] it is then necessary, in (5.46),
to remove the multiplicative factor 1/\ and make the parameter change
A=1+4p.

The gradient of divergence (5.46) with respect to “q” is written:

aBI qu g QT g
(Zplq ) (Zqﬁ) [i-q ZPJQA 1] (5.48)

S
Or, in a simplified form:
OBI (pllq) A A—2
oK )7 = (Ko) " pia) ] (5.49)
It can be noted that:
0BI
Sy (lle) _ (5.50)
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“Gamma” divergence.

At this point, following the usual procedure, we can apply the “Generalized
Logarithm” on each of the terms in the brackets in (5.46), and then eventu-
ally we can move to the Logarithm which leads to the “Gamma divergence”
of Fujisawa and Eguchi [36]. (A <> v).:

1
LBI (pllq) :m llogzpz )\logZquA !

A— 1)log2q{\] (5.51)

13 77

This divergence is invariant by scale change not only on , but also on

[Pl

. The gradient with respect to “q” is written:

“ 99

A-1 A—2
OLBI (pllg) _ 4 Pi9;
— (5.52)
FTEED S S S
This expression is analogous to (5.48) except for the multiplicative factor
“S” in (5.48).
We can see that as previously stated:
OLBI
. dq;
J
Dual “Beta” divergence.
We can then come back to the dual divergence (5.22):
1
Balp) = o= 2 |@ — Aaw) ™ = (1= A)p} 5.54
@) = 551 ; apy = (1= X\)p; (5.54)

The expression of K allowing to get the invariance is computed explicitly;

1
A1\ A1
Ko = (W) (5.55)

we have:

> qf\

The corresponding invariant divergence will be written:

A—1
I(alp) = Z P - (Zi“f] ) >dl (5.56)
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Or, more simply:
1
I(gllp) = 5 [sz ZKoqz] (5.57)

Dual “Gamma” divergence.

From the previous expression, we obtain the Logarithmic form, i.e. the dual
Gamma divergence:

LBI (q|lp) = [log >_pi - A log ZZ: ¢ + 1 log Z ap}~ 1]
(5.58)
Its gradient with respect to “q” is written:
A—1 A—1
86]]' Zl qz Z QZp)\ !

Symmetrical “Gamma” divergence.

It is immediately obtained as the (half) sum of the Gamma divergence and
the dual Gamma divergence; it is written as follows:

1 DI
LBI (p,q) = ~——log S T (5.60)
A=1 " Spig > aip;

[P

Its gradient with respect to “q” is written:

OLBI(pg) _ A\ 4 m@ > 1 7 (5.61)
dq; A-1Y6 Sipidd !t A1 i) '

5.5.3 “J” divergences.

We write:

J (p| Kq) :A(Al—l) {Z [Ozp? +(1—-a) KACJ?]

)

—Z ap; + (1 — o) K¢ } (5.62)
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We deduce that:

il %}’(K‘] - : Zqz {77~ fopi+ (1= o) Ka* '} (5.63)

The method proposed in Chapter 3, which consists in obtaining the invari-
ance factor K by solving the equation:

9J (pl|Kq)

S =0 (5.64)

as proposed in (3.17), does not lead to an explicit solution.
On the other hand, if we choose to use the invariance factor:

_ Zipz‘
K = = (5.65)

We obtain an invariant divergence which is written as follows:

A
JI(pll) =m {Z B} + (1-a) )|

- Z ap; + (1 — a) g } (5.66)

with: p; = Z—Zp and ¢; = quq]

[P

Its gradient with respect to “q” is written as follows:

071 (pllg) _ (1~ ) (Xi}) {lz% —_— 1_a)qz]_q1

0q; (A= )quz
~[lop; + 1= ) g =7} (5.67)

Of course, we still have the fundamental relationship:

aJ1 (pllg)
quTj =0 (5.68)

%

5.5.4 Important note on invariance.

In the AI (pllq), BI (p|lq) and JI (p||q) divergences, the invariance was es-
tablished with respect to the variable “q”; moreover, it was noted that these
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divergences are in the form of a difference of 2 positive terms.

Based on this observation, an increasing function can be applied to each
of the terms of the difference without changing the sign of the divergence
(positive in this case); moreover, since both terms are positive, the use of
the Logarithm function is possible, the use of the Generalized Logarithm
being only an intermediate step.

We can now make an additional remark if we are considering the invari-
ance with respect to “p”: we can observe that if “p” is multiplied by K in
Al (pllq), the 2 terms of the divergence are multlphed by K, and only the
application of a logarithmic function on each of the terms of the difference
will allow the factor K to vanish.

Similarly, if in BI (p||q), we multiply “p” by K, each of the terms of the
difference will be multiplied by K* and, again, only the application of the
logarithmic function on each of the 2 terms of the difference will result in

[{3ee}]

the invariance with respect to “p”, removing the K factor.

5.5.5 A particular case of the invariance factor.

As reported in Chapter 3, for certain divergences, the method for calcu-
lating the invariance factor K (p,q) by resolution of (3.35) does not lead to
an explicit solution, however, an expression of the form:

ijj
Z]‘ a;j

allows to obtain a scale change invariant form of any divergence.

As previously proposed for Jensen’s divergences, we will introduce this factor
into the “Alpha” and “Beta” divergences (5.15) (5.20) and compare the
resulting expressions with the forms proposed in (5.28) and (5.46).

If we put (5.69) in (5.15), with the notations p; = Zl;ipj and ¢; = sz'qj ,, We

K (p.q) = (5.69)

obtain:

Alyis (pllg) = A%jfjl) > (ﬁ?(ﬁ** — AP = (1=A) @-) (5.70)

7

Which can be simplified in the following way:

Alyis (pllg) = Z LI [(Zﬁ?qi A) - ] (5.71)
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Similarly, if we put (5.69) in (5.20), we obtain:

A
Bly (pllq) = (Az&ﬁjz) Z [ — Mg = (1= ) q‘?] (5.72)

[Pl

These 2 divergences are invariant by change of scale on “q¢”, moreover, if we
disregard the multiplicative factor which depends only on “)° j p;”, they are

also invariant with respect to “p”.
Their respective gradients with respect to

OALvis (pllg) _ D1 [(ZpAql A) _pAq%] (5.73)
1 g J 2 )

“q” are written as:

8‘]3’ )‘Zz q
and:
OBlys (plla) Elpl a1 A A—2 A1
_ 3 - g - 5.74
dq; 2 ; bi: 4 (p]qj K ) (5.74)

It can be observed that we have always the fundamental relationship typical
of scale invariant divergences:

OAILys (pllg)
Z R 0 (5.75)
J
and
J

5.6 Generalization in the sense of Cichocki and
Ghosh.

5.6.1 Generalized divergence.

In [24], Cichocki proposes a general writing which allows to have a unique
expression for the “Alpha divergences ” and for the “Beta divergences ”; of
course, even if the writing is unique, the two remain distinct as we will see.
We first introduce the two parameters a = A\, and b = g specific to the two
types of divergence and the expression of the generalized divergence will be:
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1 a b—1 a+b—1
B(pHQ):—a(b_l)[Zqul a—l—b—lzp

b—1 "
a—l—b—lzq ” l] o

So the Alpha and Beta divergences can be recovered in the following way:
-Ifa+b—1=1,thatis b—1 =1 — a, we have the “Alpha divergence”.

- If a = 1, that only leaves b, we get the “Beta divergence”.

To recover Cichocki’s writing exactly, we have to do a =« and b= 5 + 1.
Ghosh [38] suggests something similar. To retrieve our result, we just have
to introduce in Ghosh’s text, a multiplicative factor ﬁ, then to make the
replacement: A =a and B = b — 1 (see appendix 3).

5.6.2 Invariance by change of scale on “q¢”.

To make this generalized divergence invariant by change of scale, we apply
on the expression (5.77) the method allowing to determine the factor Kj

and we obtain:
o b—1
Ko = [% ]q?‘l‘%b 1] (5.78)

The particular cases corresponding to “Alpha” and “Beta” divergences are
immediately revealed:
Ifa+b—1=1,thatisif b—1=1— a, we have:

1
S pla; “]“
Ko, LA 5.79
0 [ > (5.79)

If a =1 we obtain: -
Kop = 2iPidi (5.80)

This being so, the generalized divergence made invariant to the change of
scale is then written down, all calculations done:

ABI(qu)Z(b 0 a+b_1 {Zp‘”b !

a+b 1 lfb

- (Zﬁ(é’ 1) (an“’ 1) (5.81)
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The calculation of the gradient with respect to “q” leads to:

a+b—1
p2gb1 a b—2 at+b—2
0ABIplg _ 1 (Siprd ) md? g s
Da- T b—1 a b—1 atb—1 :
a; (Z'qq+b_l) a >l > i
We still have the same relationship:
0ABI

0
J 4

Once again, the two special cases are recovered.

5.6.3 Logarithmic form.

Disregarding the multiplicative factor, we have always a difference of two
positive terms, therefore the applying the generalized logarithm or the log-
arithm on each of these terms leads to:

(b—1)(a+b—1)

a+b—1 b—1
TlogZpgqi -

(2

1—b
1 a+b—1 5.84
- ogzi:ql } (5.84)

If we compute the gradient with respect to “q”, we obtain:

1 _
LABI (pllq) = {1ogzp?+b -
[

b—2 +b—2
_ 8LABI (qu) — l p?qj _ q.(; (5 85)
94; LD T D S
As it is always the case with invariant divergences, we have:
OLABI (p|lq
> qu =0 (5.86)
- q;
J
The two special cases are retrieved:
-Ifa+b—1=1, we have:
04; a|>pig " X 0q;
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- If a = 1, we have:

COLABI(pllg)  Pi%; ° 4 ' _  OLBI(pllg) (5.58)

9q; SNt Yl 9q;

Another way to implement invariance.

From the generalized divergence (5.77), we introduce the invariance factor

K (p,q) = % and we reach another form of the generalized divergence

invariant by a scale change which is written:

, _ () (a)_(b-1) _ a (atb-1)
b—1 a+b—
T 559

Its gradient with respect to “q” is written:

OABIws (la) _ ()" ( ) (@) - 3 (@)

dq; aXq -
(@) = )" (@) ) (5.90)
We can verify that:
Z qj(Mng;(pHQ) =0 (5.91)

J
5.6.4 Transition to Renyi’s divergence.

The divergence (5.84) can be written in an alternative way:

1 1 .
LABI(p||Q):a+b_1{ - logZp Tl
at+b—1 b—1
— 1 a
6D ogzi:pqu +

log Z gt } (5.92)
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To recover Renyi’s divergence, one must first make a +b—1 =1, i.e. b—
1 =1-a, with a = « to recover Renyi’s usual notation, and one obtains
something which is the invariant version of the “a divergence” in logarithmic
form:

1
LALy (pllg) =7 —log > i

1 1
. — | oplme T ; )
ol —a) og% Pi'g; +a0g§i q (5.93)

This expression is of course also valid when the proportionality factor K is
equal to 1; we can remark that the relation (5.93) can also be written:

LABI(p0) = =5 1o Y ()" (@)™ (594)

3 5. — _Pi 5 — _ 4
With p; = S and q; = IR
This is a Renyi divergence with normalized variables.
Now, if we assume we're dealing with probability densities, > . p; = >, ¢ =

1 we get exactly the Renyi form:

1 —
R(pll) = LABIS (pllo) = 5 log > piq; (5.95)

Once we have considered that > ,p; = >, ¢ it is of course senseless to
consider a possibility of invariance, even if these sums are different from 1.

5.6.5 Dual Generalized Divergence.

From the expression (5.77), the generalized dual divergence is written:

AB (q|lp) = — a(b1—1) [Z @y

a a+b—1 b—1 a+b—1
_ ¢ S 4 5.96
a+b—1qu a—l—b—lzp’ (5.96)

% %
From there, and according to the usual method, one can derive the invariance
factor Ky (p, q) to be inserted in AB (Koq||p) to obtain an invariant form of
this divergence; one thus obtains:

1

Soatpy |
Ko (p,q) = [lzﬁ)_l

¥ (5.97)
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After inserting this expression in AB (Kyq||p), one obtains the invariant dual
generalized divergence that one can write down all simplifications made:

a,b—1
Qa q’lp'L a
ABI (q|lp) = Zp ol [% T 1] Zquﬁ’ !
(5.98)

Which can also be written in synthetic form:

ABI (q|p) = ol {Zp“*b P K§> ainl 1} (5.99)

“w

We can verify that this divergence is invariant with respect to “q”.
The calculation of the gradient leads to:
b—1
OABI (qllp) ~ 1 > 9P a1, b—1
dq; Cob—1) |3, gttt qﬂ P
1 1
| Zian! =
S| (5.100)
q;

This expression can also be written:

a+b—1
a. b—1 b—1
OABI(qlp) _ 1 (Z 4P ) 1 g Lph
w T ey (e

1 a+b—2
Z qa-‘rb 14j ] (5101)

We can note that we still have:
BI
alp) _ (5.102)

0A
20y

J

Logarithmic form.
By applying the logarithm on the two terms of the difference that appears
(5.100), we obtain the corresponding logarithmic form which is written
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for example:

1 b a atb—
LABI (qllp) = m {10gzpi+b " mlogzqi% !
at+b—1 b—1
_ 1 @00 1
— og;quz } (5.103)

This divergence is invariant not only with respect to “¢g” but also with respect
13 2

to “p.
The calculation of the gradient leads to:

OLABI(qllp) _ 1 1 i 1 at+b—2
94q; b—1 1% qugil S > zﬁbil ’

(5.104)
It can be seen that this expression is immediately deduced from (5.101) by
deleting in the latter, the constant multiplicative factor:

a?)»bfl
_ -1
(Zz qu? 1)
— (5.105)
(Z qq—i-b—l) b—1
1 1
That observation is always true.
It is worth noting that we still have:
OLABI
3 o 2LABL ) _ (5.106)

a.
J 4

5.6.6 Remark.

The results of the previous section can be found from the work of Ghosh et
al.[38].

Indeed, we can consider that the divergence analyzed in [38] is a generaliza-
tion of that of BHHJ [11]; it is therefore in fact the Beta divergence (type
B divergence)(5.20).

The details for making these connections are given in Appendix 3.



98 CHAPTER 5 - ALPHA, BETA AND GAMMA DIVERGENCES



chapter 6 -
Other classical divergences.

6.1 CHI2 (x?) divergences.

6.1.1 Neyman’s CHI2 divergence.

This divergence is also called W Kagan’s divergence [8], [10], [9]; it is a
Csiszér divergence based on the standard convex function v.fig.(6.1):

fe (@) = (z = 1) (6.1)

One obtains immediately the “x3,” divergence of Neymann [73]:

Figure 6.1: Function f, (z) = (z — 1)

SSPRTNR o (Rt O
Gl =3 2 (62)

%

99
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[1Pw}]

The gradient with respect to “q” is written:

2
Oxy (wlle) _ | P5

6.3
dq; 4 (6.3)

If now we introduce in (6.2) a first simplification: ) . p; = >, ¢;, we can
obtain the divergence:

2 NP
xN(pHQ)—Zq pi (6.4)

. (2
7
It is derived from the simple convex function see fig.(6.2):
fi(z) =22z (6.5)
But we can also obtain the divergence:

20+
15+

10+

Figure 6.2: Function f (z) = 22 — x

3 (vllg) = Z & e (6.6)

which is based on the simple convex function:
falz)=2%—1 (6.7)

In both cases, an additional simplification ), p; = > ¢ = 1 allows to

obtain:
3 (vllg) = (2 p’) ~1 (6.8)
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An invariant form of the divergence (6.2) can be obtained; indeed, the deriva-
tion of the nominal invariance factor leads to the explicit solution:

2 —1
Ko (p.q) = Zng (6.9)

By introducing this expression into (6.2), we obtain the invariant divergence

[APw %

with respect to “q”:

Xa 1 (pllg) =2 <sz Zm)é—;pi =2 [KOZ;%‘_EZ:M]

(6.10)
The gradient with respect to “q” is written as:
2 2
Oxx I (pllg) _ ik i >4 Pj
3 = 1-— 5 5 (6.11)
qj 2 i di PIRAE
Starting from the expression (6.10), we obtain the logarithmic form:
2 2
p; (2= pi)
Lx3 1 (pllg) =log > = — log ~—= (6.12)
— (22 @)
Note that this divergence is not only invariant with respect to “q”, but

“ 99 [P}

also with respect to . The corresponding gradient with respect to q is

written:

aLx%Vupuq):( 1 ) L Xia ¥ (6.13)

dq; > i > Zﬁ @

6.1.2 Pearson’s Chi2 divergence.

The dual divergence x3; (¢||p) is based on the standard convex function “ 1
see fig.(6.3), the mirror function of “f.” (6.1):

Y z—1)>
o) = E 10 (6.14)
T
This function diverges at its origin.
The divergence we obtained is the Pearson’s X?D written:
2 2 (gi — Pz’)Z
Xb (olla) = X7 (dllp) = > ~———— (6.15)

Di

)
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(=1)?

Figure 6.3: Function f. (z) =

T

The gradient with respect to “¢” is written as:

2 .
xp (pllo) _ (q] - 1) (6.16)
dq; Py

If now we introduce a first simplification: >, p; = >, ¢;, we can obtain the

divergence:
2

X3 @llg) =" % p (6.17)

. (3
(2

This divergence is built in the sense of Csiszér on the simple convex function:

f(z)= Ly (6.18)

T

The extreme simplification ), p; = >, ¢; =1, yields:

2
xb (o) = <Z fg) -1 (6.19)

An invariant form of the divergence (6.15) can be obtained; indeed, the
calculation of the nominal invariance factor leads to the explicit solution:

Zi qi
Ko (p,q) = W (6.20)
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By introducing this expression into (6.15), we obtain the invariant divergence

[{PwiI

with respect to “q”:

XPI qu sz g QZ sz KOZQZ (621)

g pz
7))

The gradient with respect to “¢” is written:

o3I 7 Py
9 Y \ i g
We derive the logarithmic form of the divergence (6.21):
Lxp1 (pllg) = logz 6oy (20 ) (6.23)
> iDi
Note that this divergence is not only invariant with respect to “q”, but also

[Pk

with respect to “p”.
Its gradient with respect to “q” is written:

oI G 4
OLxpl(plle) _ 1 [ Xi4ia (6.24)

0q; i ) gpj

6.1.3 Extensions of Chi2 divergences.

An extension of the y? divergences is mentioned in [25] and [77]. It makes
it possible, by action on the single parameter “a” to move gradually from
Neyman’s x3; divergence (o = 1) to Pearson’s x% divergence (o = 0).

This divergence that the authors attribute to Rukhin [86] is written:

Ua (b)) = Y (p: —a) (6.25)

ag; + (1 —a)p;

It is built in the Csiszar sense on the standard convex function:
(z—1)?
fe (x) =

at(l-a)z
The gradient of RU, (pl|q), (6.25), with respect to “q” is written as follows:
ORUq (plla) _ (pj — 4;) (op; — oq; — 2p;)
dq; log; + (1 — o) pj)?
The particular cases corresponding to the x? divergences of Neyman and
Pearson can be found immediately.

(6.26)

(6.27)
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6.1.4 Chi2 relative divergences.

Some ambiguity exists in the literature as to the denomination of the y?
relative divergences; in any case, it is a matter of replacing “p” or “q” by
the weighted sum ap + (1 —a)q, 0 < a < 1 in the x? divergences of the
preceding sections.

For example, if in the Neyman x3 Divergence (6.2), we replace “g” by
ap + (1 — a) ¢, we obtain an expression that is referred to in the literature
as the relative Pearson Divergence; this is only a detail.

6.2 Hellinger’s divergence.

It is a divergence built in the sense of Csiszér on the standard convex func-
tion:

fela) = (Va —1)? (6.28)

The divergence obtained is symmetrical; it is written as follows:

H(pllg) =>_ (Vpi — Vai)* (6.29)

i

Its gradient with respect to “q” is given by:
OH j
9q; qj

An invariant form (with respect to “¢”) of this divergence can be obtained

by using the nominal invariance factor which is expressed as follows:

Ko (p,q) = [Zg_/]?] (6.31)

The invariant divergence that results is written as follows:

sz ZZ\/T) (6.32)

I(pllg) =

14 77

Its gradient with respect to is given by:

aﬂupuq)_{zimr_zim Pj (6.33)
0q; > i > i VPl .
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6.3 Triangular discrimination.

This divergence mentioned by Tanéja [91] is built in the sense of Csiszar on
the standard convex function:

(z —1)*
fe(z) = 1 (6.34)
This gives the symmetrical divergence:
DT@M)Z}ZQi:@ﬁ (6.35)
~ PTG
Its gradient with respect to “q” is given by:
2
oDT (pllq) —1_ 4]7]' (6.36)
04 (pj + a5)°

It is equal to zéro if p; = g; Vj.
This divergence is to be linked to the one discussed in the following section.

6.4 Harmonic mean divergence of Toussaint.

She’s quoted in Basseville, [8],[10],[9]; it is close to what we would call
"Mag” [91] in Chapter 7.
It’s a Csiszér divergence based on the simple convex function see.fig.(6.4):

2z

fla)=z— 37— (6.37)

We obtain the divergence:

T (pllg) = Z <pi - m> (6.38)

1
Its gradient with respect to “q” is given by:
T O\’
0q; pj +4;

This gradient is never equal to zero.
The dual divergence is written as follows:

(o) = 3 (o 2% ) (6.40)

7
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25F
20F
15F

10F

It is based on the mirror function of the previous one, i.e. on the simple
convex function see.fig.(6.5):

v 2z
=1- 6.41
fwy=1-1— (6.41)
Its gradient with respect to “q” is given by:
10
0.57
2 s 5
sl
Figure 6.5: Function f (z) = 1 — %
T (4]lp) pi \
— = =1-2 (J> (6.42)
9q; pj + 4

He is not zero for p; = ¢; Vj, hence the problem previously mentioned.
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If we build the standard convex function from the function f (x) or the
mirror function f (x), we obtain one and the same function see.fig.(6.6):

1(1‘—1)

R 6.43
2 x+1 ( )

fe(z) =

This result is indicative of the fact that the Csiszar divergence built on this

function will be symmetrical.

It is up to a multiplicative factor, the function that allows us to construct
the Triangular Discrimination in the previous section and that will enable
us to build the arithmetic-harmonic mean M4y divergence. [91].

6.5 Henze-Penrose divergence.

This divergence proposed in [44] is used in [72] with 8 <1, in the form:

2,2
P (pllq) = Zﬁ 5 ’g; qq (6.44)

This form is oversimplified because it is not zero if p; = ¢; Vi, even if one
uses variables summed to 1.

The first modification consists in making it correct from this point of view,
that is to say equal to zero when p; = ¢; Vi; we obtain 2 possible forms:

_ B3)2 42
HP1 (pllg) = Zﬁﬂp T (Pra-0) e o)
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and

Bpi + (1= B) g
The first expression is a Csiszar divergence built on the simple convex func-

tion: - )
Brx®+ (1 -7
fi(z) = ( S _
pr+(1-5)
illustrated in the figure (6.7), for § = 0.5.

2.2 _ a2 ,.2
HP?(qu)=ZBp"'+(1 b)Y 4 —Z<52+(1—5)2>p¢ (6.46)

7

|82+ (1-6)°] (6.47)

20

10

05

S S S T O S RS S NS S SR
1 2 3 4 5

Figure 6.7: Function f; (z) = %(11:5)2 — [52 + (1 - 18)2]7 =05

The second is a Csiszéar divergence built on the simple convex function:

B2x?+ (1 -5 2
fo () = (1-5)
Br+(1-p)

shown in the figure (6.8), for 5 = 0.5.
If we construct the standard convex function from f; or fo, we obtain
the same function which is written:

242 _ A2

+(z—1) [28° - 48% + 8] (6.49)

illustrated in the figure (6.9), for 5 = 0.5.
By using the notation:

A=p+(1-p)"; B=28"-48>+8 (6.50)

- [+ -pp]e (6.48)

fe (@)
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020}
015
o10f

005

Figure 6.8: Function f; (x) = 5;:1(711; {52 (1-8)2% 2, =05

05}

04

2 3 4 5
2
Figure 6.9:  Function f.(x) = % — B2+ -p7 +

(x—1)[28° -4+ 8], =05

the Csiszéir divergence built on the standard convex function (6.49) is writ-
ten:

HPC (p|q) = Zﬁﬁp +< — qz +Zsz Z (A+B)q; (6.51)
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Its gradient with respect to “q” is written as:

OHPC (pllq) 26%p7 }
- MV (] — 1—
9q; =0 { [Bp; + (1 - B) g5
—(28° -2 - B +1) (6.52)
Which can also be written more simply:
OHPC (pllq) 2 P }
— T =252 (1 - 1-— 6.53
9q; = { [Bp; + (1 B) ¢;° (653

The dual divergence, built on the function fc mirroring f., is written:

HPC (q|lp) = Zﬁﬂq n 1_ pz —1—2qu Z (A+ B)p; (6.54)

[1Pw)]

Its gradient with respect to “q” is written as:

OHPC (qlp) _ a2 ) v}
o, U0 {1 [ﬂqg'+(1—/3)pj]2} (65

These gradients are of course zero for p; = g; Vj.

6.6 Polya information divergence.

Here we consider the “Polya information divergence” [41] quoted in [40].

6.6.1 Some general observations.

On the basis of the simplified Kullback divergence or Kullback Information
expressed as:
IKL(a||b) = Za,log (a;/b;) (6.56)

With v > 0, Grendar and Niven [40] are proposing the divergence:

Y log(1+4) (6.57)

1 1
L,(pllq) = IKL(pllq + vp) + ;IKL(QIIQ +vp) +

which leads to:

Lipllg) = pilog
7

1 ; 1+
—I—; Z qi log . LA 1 log(1+47) (6.58)
. 7
K2

p
qi + YDi i T YDi v
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This divergence can be used essentially with data of sum equal to 1, i.e.
typically probability densities. Indeed, if in the preceding expression we do
pi = ¢; Vi, we will obtain zero only if Y . p; =3, ¢; = 1.

This means that the basic convex function that allows us to construct this
divergence in the Csiszér sense can have 2 forms:

1 1 1+~
+ { 5 log (1 +'y)} x (6.59)

+ —lo
14+~ v gl—i—’ym

shown in the figure (6.10), for v = 0.8,

fi(x) =zlog

Figure 6.10: Function f; (z) = zlog 1fw + %log ﬁ + % log (14 7),
v=0.8

or:
+ 1 log 1
1+~vz 7~y 14~z
shown in the figure (6.11), for v = 0.8,
This being stated, these 2 functions are not standard forms because:

fo(x) = zlog + ! :;7 log (14 7) (6.60)

!/ :1 T
fi () 0g1+7x

—I—l—;ﬁylog(l—l—v) = f{(l):flylog(l—l—’y) (6.61)

1
") =1 Ty =1 6.62
fo (z) 8T s f2 (1) 81 (6.62)

If we construct the corresponding standard convex function, we obtain from
fi (x) or from f5 (z), the same expression:
1 1 14+ ~yx

+ —lo +
1+~ v g1+’yx 0%

fe(z) = zlog log (14 7) (6.63)
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05+

Figure 6.11: Function fo (z) = zlog
v=0.8

1 1 1+
s+ ylog ey + S log (1+7),

illustrated in the figure (6.12), for v = 0.8
This function has all of the desired properties: f.(1) = 0, f.(1) = 0,

c

15

10

S S TR S RS N
2 3 4 5

T

Figure 6.12: Function f.(z) = xlog s+ %log 1+17$ + 1:793 log (14 7),
v=0.8

which makes it possible to construct a Csiszar divergence that is usable in
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all generality:

Cy (pllg) sz +m+ Zq@

log(1 +
+ g(vv > g+ i (6.64)

Qz + TPi

%

(1%}

The gradient with respect to “q” is expressed as:

OICy (plla) _ 1, 9 + 74

6.65
9q; Y4 P a

If we are now interested in the dual divergence, it is built, in the sense of
Csiszér, on the mirror function of (6.63),

o 1 T T -+
. =lo + —1lo + log (1 + 6.66
fe(2) 8oy TS %%t g(1+7) (6.66)

shown in the figure (6.13), for v = 0.8:

Figure 6.13: Function f. (z) = log —— :c+’y + 2 log = wyﬂ log (1+7),v=0.8
This divergence is written:
+
v (i) qu +7qz Zp’ ® i +7q1

log(1 +
+ g(,yfy > pi+1a (6.67)

%
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[1Pw}]

The gradient with respect to “q” is expressed as:

OIC (allp) _,, 979 (6.68)

0q; Pj + 44

The symmetrical divergence can be obtained in the Jeffreys sense by making
the (half) sum of the 2 preceding conjugated divergences; the divergence
obtained is of course always a Csiszér divergence built on a convex function
which is the (half) sum of the conjugated functions f, (z) and f. (z).

6.6.2 Invariance by change of scale.

We can try to construct a scale-invariant version of the divergence (6.64)
using the standard process.
First, we write:

5 (Pl Kq) Zi:pz 8 o T ’YZZ-: B K+ i
log(1 +
+ 2B 5 o, (6:69)

(2

We then calculate the derivative of this expression with respect to K, and
in order to determine the expression of K, we write that this derivative is
Zero.

Which leads us to have to solve:

YPi \ _ '
Zi:Qi log <1 + in> = Zi:qZ log (1 +7) (6.70)

that is:

(14 )
ilog~———2 =0 6.71
;q %8 T (6.71)

There is no explicit K solution. Strictly speaking, this scalar product will
be zero if the 2 vectors are orthogonal, or if one of the vectors is zero;
however, to illustrate the remark mentioned in Ch.3, section 3.5, we can use
as invariance factor:

* Zipi
K* = = (6.72)
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By inserting this expression of K* in (6.69), it comes, with all simplifications
made:

ICINYV, (p|lq) ij{zpzlog +%+ Zq’ %+ P +va

log(1 + _ _
+g(772% +'7pi} (6.73)

%
«

So, if we calculate the gradient of (6.73) with respect to “q”, we obtain all
the calculations done:

ICIN
OICINV, (plla)  >im log E:qz og
q]_‘_’}/]

— 6.74
dq; Y q + p (6.74)

And we can observe that, as with all the scale invariant divergences , we

have:
OICINV, (plla)
Zqﬂ o
95

=0 (6.75)

6.6.3 Remark.

We can exhibit a Bregman divergence based on the function f. (z), which is
written:

L+pi
BIC, (pllq Di log— — — (14 yp;) log 6.76
=3 S (Leap)los I (676)

But, of course, there is no evidence of the convexity of this divergence.

6.7 Bose-Einstein and Fermi-Dirac divergences.

6.7.1 Bose-Einstein divergence.

Such divergence mentioned in Basseville [8, 10, 9], and in the references cited
[56], is a Csiszér divergence based on the standard convex function shown
in the figure (6.14), for a = 0.8:

a—+1
fea () =zlogr + (o + 2) loga

a>0 (6.77)
+x

It is written:
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12 —
10f

0.8

e S S S S R N S S|
1 2 3 4 5

Figure 6.14: Function f., (z) = zlogz + (o + x) log 2L o = 0.8

a+tx’

(ovgi + ¢;)

(aq; + pi) (6.78)

BE1, (p|lq) = sz log— (ag; + p;i)log

However, another divergence appears under the same name in [37]; it is

written:
(14 ¢)

BE2(pllq) = szlogf pi)log (9

(6.79)
It is not a Csiszar dlvergence.

It is deduced from a work by Furuichi [37] quoted in referring to Kapur [54].
It is, in fact, a Bregman divergence built on the function (6.77) which is
written:

a+q
BE2, (pllq) = § D log— (o erz)logu (6.80)
(o + pi)
Note that except for a change in parameter, this divergence is similar to

(6.76).

If, in the expression (6.80) we introduce the simplification o = 1, we recover
the form proposed in [37] [54] [55].

From these expressions, we can introduce the Generalized Logarithm as sug-
gested in [37] by referring to Tsallis’ entropy [95].

The introduction of Tsallis entropy consists in replacing the Logarithm func-
tion by the Generalized Logarithm function denoted “Logy” (see Appendix
1), which yields:

(ogi + qi)

BElaq(pllq) = szlogd + (ag + pi) loga (6.81)
1 (3
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That is:

1-d 1-d
€1,y (R
qi aq;Tpi
BElaa(pllg) = sz + (ag; +pi)

6.82
T4 (6.82)
The calculation of the gradient with respect to “q” leads to:
0BElaa(plla) _ <pj>2d+ ad (Oéq]‘ +Qj)1d
9q; qj 1 —d \agj+pj
ag; +q;\ o
+ (a+1) <H> - — (6.83)
agj + pj 1—d
The limit d — 1 leads to:
OBE1 ; ;
dq; agj + pj

Which is the gradient of the initial Bose-Einstein divergence BE1, (pl|q).
If we now consider the form BE2, (p||q), we obtain:

BE2,.4(pllq) = sz logd* (a +pi)logy Egi;; (6.85)
That is:
)1, )
BE2ua ple) = 3o pi= g+ ot p) SR (680)

For o = 1, this divergence is referred to as the Bose-Einstein-Tsallis diver-
gence in [37].
The gradient with respect to “q” is written:

OBE2,4(pllg) pi\* a+pi\?

eV (2 +(— (6.87)
8%‘ q; o+ q;

The limit d — 1 leads to:

BB (blla) __p; | oty

= 6.88
aqj q; a+qj ( )

Which is the gradient of BE2,, (p||q).
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Scale change invariance.

From (6.78) one can write:

(aKq; + Kq;)

BFE1, (p||Kq) log — + (aKgq; + pi)lo 6.89
p” q sz g qi pz) g (ain +pi) ( )
and we have:
OBEL, (p||Kq) aKg; + Kg;
= log ——————— 6.90
oK “ Zqz ? aKqi + pi ( )
To cancel this derivative, it is necessary to solve:
Kqg; + Kq;
S gilog SN LT R (6.91)

aKq; + p;

The zero scalar product implies that the corresponding vectors are orthogo-
nal or that one of the vectors is zero. There is no explicit solution, however,
we can use:

K* = S (6.92)

If we introduce this expression of K* in the relation (6.89), we obtain:

a+1)g

N
BE1,1 (pllq pilog = + (ag; + p;) log ——— 6.93
lg) Z i g i i) log (i + 7i) ( )
The gradient with respect to “q” expresses as:
0BFE1,1 1a 1) &
« (qu) — o 10g (Od_‘i‘ )_ql _ Z = log (a_+ )_qZ (694)
dq >4 (aq + pi) (agi + pi)

6.7.2 Fermi-Dirac divergence.

This divergence reported in Basseville [8, 10, 9], and in the mentioned refer-
ences is a Csiszar divergence based on the standard convex function shown
in the figure (6.15), for 5 = 3:

fep(x) =zlogx + (B —x)log b g>1 (6.95)

X
51

It is written as:
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P T S ST |
4 5

Figure 6.15: Function f, 3 (z) = zlogx + (8 — x) log %, B8=3

Bai — pi
FD1g (pllq) = ZpZIOg—JrZ Bq; — pi) log ﬁq’ — (6.96)
Z (2

However, another divergence appears under the same name in [37] [55]; it is
written:

FD2(pllq) = Zp@ logf (1 - pi)log

(6.97)

This is not a Csiszar dlvergence, it is in fact a Bregman divergence built on
the simple convex function:

fs (@) = zloga + (B—2)log (B—2); =< B (6.98)
This divergence is written:

B—
B—

FD2g (pllq) = sz logf+z B — pi)log (6.99)

If in this expression, one makes 8 = 1, one finds the expression proposed in
[37]; we will note that the fact of taking § = 1 is equivalent to considering
that we are dealing with probability densities, i.e. p; < 1 Vi,q; < 1 Vi.
From these expressions, we can introduce the Generalized logarithm as sug-
gested in [37] as inspired by the entropy of Tsallis [95].

Using F'D13 (pl|q), we obtain:

Bqi —

o (6.100)

FD1g4(pllg) = szlogd +Z Bai — pi) logg ———
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That is:
§) o, )
FD1g4(pllg) = sz e + (Bgi — ps) ~222 11_ y (6.101)
The computation of the gradient with respect to “q” leads to:
OFDlsa(plle) _ _»; [(p) . (6%—%)1-1
dq; 4 | \4 Ba; — gj

(qupj)lfd 1
3 Baj—q;

+ 1—d

(6.102)

The last term of the second member is the expression of g log, (ggl q1> SO

that when d — 1, we obtain:

OFD1s1 wlla) _ g, P25 = Pi (6.103)
aq]' /8 4 — qJ
OF D14 (plla)

Which is equal to o0;

If now, we consider the divergence F'D2g (p||g) with = 1 and using the
generalized logarithm, we have:

]_ — M
FD214(pllq) = sz 10gd — pi)logg El zlg (6.104)
(3
That is:
1-d 1-d
), )
4 —qi
FD2y4(pllg) = sz : +(1_pi)? (6.105)
This divergence is referred to as the Fermi-Dirac-Tsallis divergence in [37].
The calculation of the gradient with respect to “¢” leads to:
OFD214(pllg) Pj 2d 1—pj 2d
— = | = + (6.106)
dq; qj 1—gqj
Obviously, if d — 1, we obtain:
0F D2 ; 1—p;
9q; qj 1—ygj

Which is equal to

PED2CND wih 5 = 1.
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Invariance by change of scale.

From (6.96), we have:

BK g — pi
FDl,B pHKq szlogK pz) logm (6108)
(] (2
Consequently:
OF D1 (pl| Kq) B i — Di
) BZ ilog e e (6.109)

To cancel this derivative, there is no explicit solution, an alternative is to
use K* which leads to the simplified invariant divergence:

Bai — pi
FD1Ig (pllq) = szlongrZ B3 —pi)log 5y 1)Z (6.110)

[Pl

The gradient with respect to “q” is expressed as:

OFD1gI (pllg) _ 1 [gpl —9
dq Z'qJ @
+flog (g% ST "B o ng— Gna) O

6.8 Divergence of P.K.Bathia and S.Singh.

This divergence proposed in [18] is basically a Csiszér divergence, but in this
work, there are some mistakes: the basic convex function, represented on
the figure (6.16), for & = 0.5, is not a standard function, indeed, the authors

write it:
x sinh (alog x)

f(x) =
We can note that the multiplicative factor sinlha is not really helpful.
For this function, we do have convexity and f (1) = 0, but we don’t have

1/ (1) =0, contrary to what is stated in [18].
If we still use this function to construct a Csiszér divergence, we obtain:

(6.112)

sinh «

sinh (a log %)

6.113
sinh « ( )

Ba (pllg) =Y pi
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Figure 6.16: Function f (x) = gsinh(alogr) -, _ 5

sinh

The problem with this expression is classical: the gradient with respect to
“q” does not cancel for p; = ¢; Vi.

To eliminate this kind of problem, it is necessary to introduce the corre-
sponding standard convex function, represented in the figure (6.17), for
a = 0.5, which is written as follows:

xsinh (alogx) — ax + «

fe(x) = (6.114)

sinh «

Figure 6.17: Function f, () = Z8nhlelsn)—arta ) _ 5
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We are thus led to the divergence:

1 . bi
B o = - ; sinh | aclog — i — Di A1
Ben () = < [Zp snh (atog ™ ) + a q p1] (6.115)

“w

Whose gradient with respect to “q” is:

BCO[ j ]
M ~ P cosh (Ox log p]) +1 (6.116)
dq; qj qj

The dual divergence built on the mirror function of (6.114) will be written
as follows:

1 . 4di
B, o = - i sinh | alog — i — A1
SBe (all) = —— [gqsm (ato®) +atr q]] (6117)

[P

and its gradient with respect to “q” is:

9SB, 4 I ; ]
oalp) _ {Smh (alog%>+acosh (alog%)_a] (6.118)
0q; sinh o Dj Dj

6.8.1 Invariance by scale change on “g”.

For this divergence given by the expression (6.115), the nominal invariance
factor cannot be calculated, so we use the expression K*, which leads to the
simplified invariant divergence:

SBeo (pllg) I = — [Zpismh <alog]?>] (6.119)

sinh « G

“w "

Its gradient with respect to “q” is:

(6.120)

B 4G q qi

0SBc.o (pllg) I  «acotha B D P Dy
: = i log _— - — log —
oq >4 27

—_

7
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chapter 7 -
Divergences between means

The major part of this chapter can be found in the book by I.J.Taneja (on-
line) [91] and in the article by Ben-Tal et al. [12]. The construction mode of
these divergences is twofold: either one relies on the well-known inequalities
between the classical means, or one constructs them in the sense of Csiszar
by relying on the properties of the convex functions.

We will make this double aspect more explicit.

In addition, in this chapter, we will present the logarithmic forms of these
divergences.

The invariant forms of these divergences will be developed by introducing

Zj Pj

the invariance factor K*(p,q) = T which is not necessarily the nominal
495

invariance factor.

The particular case of Mg for which the nominal invariance factor is ex-
plicitly calculated has been presented in the chapter dealing with ” Alpha
Divergences”.

Some basic recalls on means are summarized in Appendix 2.

7.1 Square root (Quadratic) - Arithmetic mean di-
vergence.

This divergence is founded on the inequality: Mg > Maj.

7.1.1 Unweighted version.

The most classical form of this divergence is constructed in the sense of
Csiszar on the basis of the standard convex function:

£ () = /3:2;1_@'—;—1 (71)

125
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We immediately obtain:

2 2
p; +q; Di + 4
Msa(plle) =D /=5 =D "5 (7.2)

This divergence is symmetrical.
Of course, if one is in a situation where one knows that ) . p; = >, g;, (but
not necessarily = 1), this divergence becomes simpler, it becomes:

Misatllg) = S\ EEE - Y 73

That is to say, it is constructed in the sense of Csiszar on the simple convex

function:
241
fi(z) = \/j -1 (7.4)
But it can also become:

SR
M2s4 (pllg) = Z \/ Z% - Zpi (7.5)

It is then built on the simple convex function:

fote) =t (76)

We can exhibit a family of simple convex functions f (z) that will give
simplified divergences. Knowing f. (z), these functions are deduced from
each other by modifying the value of f’ (1) in the expression:

f@)=fe(z)+(x-1)f (1) (7.7)
If we now consider the situation where ) . p; = >, ¢; = 1 we obtain in all

cases an oversimplified form which of course, we are not always allowed to
use; this form is written as follows:

2 4 g2
MSsa(pllg) = Y/ Pt — 1 (7.8)

It should be observed that this divergence cannot be constructed directly as
a Csiszér divergence because the simplification ), p; = Y. ¢; = 1 cannot be
taken into account until the divergence is exhibited.
Finally, it is worth noting that:

_ f1@) + f2()

fe(2) 9

This explains the symmetry of the divergence Mg4.

(7.9)
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7.1.2 Weighted version.

The standard convex function allowing to construct this divergence is shown
in the figure (7.1) for a = 0.5.

Figure 7.1: Function foo (z) = Var?+1—a— (ax+1—a); a =0.5
It is written with 0 < o < 1:

fca (1') = \/041'24-—1—0(—(041‘-1—1—04) (7.10)

This results in:

Msaa (plla) = \/apl 1-a)@ =Y [opi+(1-a)g]  (711)

i

This divergence is not symmetrical because of the weighting (unless a =

1/2).
Its gradient with respect to “q” is written:

8MSAO(
8(]]'

= (1 — a —1 (712)

\/ocpj l—ozq

Scale invariant version with respect to “¢”.

For this divergence, the nominal invariance factor is not obtained explicitly,
so we use as the invariance factor the expression K*(p,q); thus we obtain
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the expression for the corresponding simplified invariant divergence, which
is written as:

MsaoI (pllq) = ZpJ{ZJapl (1-a)q? Z[aﬁﬂr(l—a)@']}

(7.13)
After simplification and deleting the multiplying factor, we will have:

Msaol (pllg) = Z\/ozpl (1-w)q 71 (7.14)

“ 2

The gradient with respect to is given by:

OMsanl (pllq)  1—«a

dq YT { [ap? + (1—a) @] 2 a - Z [op? + (1- )] 2 qg}
(7.15)

7.1.3 Logarithmic form.

Since the divergence (7.11) appears as the difference of 2 positive quantities,
one can apply on each term an increasing function without changing the
sign of the expression, for example the function “Generalized Logarithm”
and at the limit the “Logarithm”, which allows to write:

LMga, = log [Z \/ozpZ (1—-a) ] log [Zapl (1—-a) q] (7.16)

With such a divergence, nothing is clear about the convexity, so nothing is

@,

guaranteed; however, we can calculate the gradient with respect to “q”:

OLMg 44 _ 1 —a) q;
9g; Z\/OzpZ +(1—a)g? \/op; —i—(l—()z)j2
(-

S Yiapi+(1-a)g (7.17)

This expression is zero if p; = q; Vi.

Logarithmic form invariant with respect to “¢”.

To obtain such a Logarithmic form we apply the function “Log” separately
on each term of (7.14) and we obtain:

LMgaal (p]lq) = logz\/ap T (1-a)g (7.18)
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[P

which gradient with respect to “q” is:

OLMsaal (pllg) _ 1 OMsaal (pllq)
oq Z \/apl 1 _a 2 oq

(7.19)

7.2 Square root (Quadratic)- Géométric mean di-
vergence.

This divergence is based on the inequality: Mg > Mg.

7.2.1 Unweighted version.

It is a Csiszér divergence built on the standard convex function:

x2+1

Jelx) = -V (7.20)

This results in the divergence:

2 2
Msc (pllg) = Z W - Z VPidi (7.21)

7.2.2 Weighted version.

With 0 < o < 1, this divergence is based on the standard convex function:
fe(z) =vaz?+ (1—a)—a“ (7.22)

shown in the figure (7.2) for o = 0.5.
The corresponding divergence will be written:

Msga (pllq) = Z\/Ou —a)g? =) pig " (7.23)

@,

we deduce the gradient with respect to “q”:

OMsGa
dq;

=(1-a —pjo‘qj_a (7.24)

\/ozpj (1-a)q
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14+

1ok

08l

S T S S Y O S R S W
2 3 4 5

Figure 7.2: Function f, (z) = Jaz? + (1 —a) — 2% a=0.5

Scale invariant form with respect to “¢”.

For this divergence, the nominal invariance factor cannot be obtained ex-
plicitly, so we use the expression K*(p,q) as the invariance factor; thus,
after simplification, we obtain the expression of the corresponding invariant
divergence:

Mscal (pllq) = Z\/apl (1-a)q pr‘q} © (725

which has a gradient with respect to “q” given by:
OMscal (pllg) _ 1-a @ _ a
O 250 \/apl2+(1—a) G \/ap$+(1—a) @

' +Zp?q7,l a} (7.26)

7.2.3 Logarithmic form.

After applying an increasing function (Log), on each of the terms of the
difference appearing in (7.23), the corresponding divergence will be written:

LMsga (pllq) = logz Vop?+(1—a)g —logzp?q} ©(127)
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The gradient with respect to “¢” is given by:
OLM 4
% —(1-a )
& SiyJort +(1-a)@ Jap +(1—a)g?
pia;”
e (7.28)
i,
This expression is zero if p; = ¢; Vi.
Logarithmic form - Invariance with respect to “q”.
The logarithmic version invariant with respect to ”¢” is obtained by applying

the function “Log” separately to each term of (7.25) and one obtains:

LMscal (pllq) = logz\/apl (1-a)g —logzpf‘qzl ¢ (129)

whose gradient is written as:

OLMsgol (pllg) 1—-a

oq; —Zij
{ Ly
Zi\/ap? (1-a) qZ \/apl (1—a) q2 i \/ap?qt(l—a)qf
B
AR = (7.30)
K3 K

7.3 Square root (Quadratic) - Harmonic mean di-
vergence.

This divergence is based on the inequality: Mg > Mp.
7.3.1 Unweighted version.
It is a Csiszar divergence based on the standard convex function:

241 2x
fe () = 2 1+a

(7.31)
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Which leads to the divergence:

pl +ql 2piqi
Mz (pllg) = Z\/ Zpiqq (7.32)

7.3.2 Weighted version.

With 0 < a < 1, it is built in the Csiszar sense using the standard convex
function :

v
l1-a)z+a«

fea () = Vax?+ (1 —a) — (7.33)

It is shown in the figure (7.3) for a = 0.5.

Figure 7.3: Function f.q () = Jaz? + (1 — «a) — Tajata: @ =05

This results in the divergence:

Msna (pllg) = Z \/a Pt (-a)g - Z (1- Oz];lz(iz + ag; (7.34)

The gradient with respect to “q” is given by:
8AfSHoz q; p2.
=(1-a) - - : s v (7.35)
9q; \/ap§ +(1-a)g [(1—-a)p;+aqg]

This expression is zero if p; = ¢; Vi.
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Scale invariant version with respect to “q¢”.

For this divergence, the nominal invariance factor is not obtained explic-
itly, so we use as the invariance factor the expression K*(p,q); thus, after
simplification, we obtain the form of the invariant corresponding divergence:

Mstral (plla) = Z \/ozpz (1-a) Z (1- a]?g: + ag; (7.36)

H v

The gradient with respect to is given by:

OMsmal (pllg) _(1—a)
Oq >4

aQ a

{\/aﬁlz—i—(l—a \/ozpl (1—-a)q
]5712 — +Z T pz'fIz‘ _ 2} (7.37)

(L —a) i+ aq] 1 — o) p; + g

7.3.3 Logarithmic version.

We can write directly from (7.34):

LMsy (pllq) logz \/apZ (1—-a) logz = apZZZ o (7.38)

Its gradient with respect to “q” is written as follows:

%4 iyJont +(1-a)a? \Jor} +(1-0) ¢}
1 p? }
- _ (7.39)
> (ka%;;]ﬁaqi (1 —a)p; + 0‘%‘]2

This expression is zero if p; = ¢; Vi.

Logarithmic form - Invariance with respect to “g”.

The logarithmic invariant version is obtained by applying the function “Log”
separately to each term of (7.36) and one obtains:
DiGi
LM =log}_ \Jap? + (1 - a)g? —1
SHa qu ng apz OZ ng I—Oé prl-OéQz
(7.40)
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14 77

Its gradient with respect to is given by:

OLMsuol (pllg) _(1—a)
Iq Zj 4a; > \/ogpl (1—a)q

@ B a

Vot +(1-a)@ Z Vot +(1— o)
-

N 1 Py P
> % { (1 — ) p + aq)? * zl: [(1— ) pi + agi]

l_a)pt+5’4% ( )
7.41

7.4 Arithmetic - Geometric mean divergence

. This divergence is at the basis of the “Alpha divergences” of Amari [2]; here
we develop it from an elementary version. An extended version has been
considered in the chapter dealing specifically with “Alpha divergences”.
This divergence is based on the inequality: M4 > Mg.

7.4.1 Basis unweighted version.

In the simplest version, it is a Csiszéir divergence built on the standard
convex function:

fol) == (Vo —1)? (7.42)

N

We easily obtain:
Mag (plla) = Z(\F Vai)? (7.43)

This symmetrical divergence is also known as Hellinger’s divergence [13],
but it can also be written:

Di + qi
Mac qu Z Z VPiqi (7'44)

So we better understand the name Arithmetic-Geometric mean divergence.
The simplification ), p; = >, ¢; allows us to obtain 2 simplified divergences:

MSlAG qu Z% Z\/pz% (7'45)

1)
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Which is deduced in the sense of Csiszéir from the simple convex function:

fi(z) =1—+/z, and:
MS2 0 qu sz Z VPiqi (7'46)

deduced in the sense of Csiszér from the sunple convex function: fy (x) =

xr — /T

The supplementary simplification _, p; = >, ¢; = 1, leads to:
MSac (pla) =1-)_ Vi (7.47)
i

This expression is not a divergence of Csiszéar; to obtain it, one must first
construct a Csiszéar divergence by using one of the simple convex functions
fi(z) =1—y/z or fo (z) = x—/x (functions mirroring each other) deduced
from f. (), then introduce “a posteriori” the simplification ), p; = 1 or

Zi%zl

7.4.2 Weighted version.

If one does not introduce a multiplicative factor whose sign depends on the
weighting factor 0 < o < 1, the basic standard convex basic function will
be written:

fea () =ax+ (1 —a) — 2® (7.48)

It is represented in the figure (7.4) for a = 0.5.
The corresponding divergence is written:

Maga (pllg) = Zapz (1-a)q Zp?q} o (7.49)

To broaden the range of Vahdlty of this divergence to all positive values of

“a”, we will use:

Maga (plla) = [Z api + (1 - ) Zp?qzl “] (7.50)

This is the Havrda-Charvat divergence [42], and this is exactly what is writ-
ten for the “«o” divergence.

There’s no point in commenting on these things that are developed else-
where.

The gradient with respect to “q” is written:

aMA?a —1- <pj> (7.51)
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Figure 7.4: Function f.o (z) = ax 4+ (1 — a) — 2% a=0.5

Invariant form with respect to “g”.

For such a divergence, the nominal invariance factor is obtained explicitly,
the corresponding invariant form has been developed in the chapter dealing
with “Alpha Divergence”.

For the sake of homogeneity, we present here the case of an invariance fac-
tor of the form K*(p,q); we thus obtain the following expression for the
corresponding simplified invariant divergence:

1 (0% o
Magal (plla) = 1— [Z [ap; + (1 — @) G sz a- ] (7.52)

)

Which simplifies into:

1 «
Magaol (pllg) = T—a [1 - Zﬁf‘@l ] (7.53)

[Pw}]

The gradient with respect to “q” is written:

5IMAGO¢1 (PHQ) 1 —o = —a-1—a
o Zj ; g E P q; (7.54)

7.4.3 Logarithmic form.

The logarithmic form of the divergence (7.50) can be written as follows:

1
LMago (plla) = — [logzpf‘q@l ° logzapz (1-a) q] (7.55)
7
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(1%}

The gradient with respect to “q” is written:

OLMaga 1 gt
g Siapi+(l—a)a X, prg @

(7.56)

If we consider that the data fields involved are probability densities, that is
to say, if >, ps = > ;¢ = 1, we obtain from (7.55) a simplified expression
which is the classical Renyi divergence [82]:

1 —a
Ra(pllg) = — [log > g ] (7.57)

Logarithmic form - Invariance with respect to “q¢”.

The invariant logarithmic version is obtained by applying the function “Log”
separately to each term of (7.53) and we have:

1 o
LMagol (pllg) = — log > pf'a; (7.58)
[

His gradient with respect to ¢ is expressed as:

OLMacol (plla) _ 1 (1_ na " )

>0 "

- 7.59
g, > (7.59)

7.5 Arithmetic - Harmonic mean divergence

This divergence is founded on the inequality: M4 > Mp.

7.5.1 Unweighted version.

This divergence is constructed in the sense of Csiszéir on the standard convex

function: )
 1(z—1)
Je@) =51 (7.60)

The resulting divergence is written:

1 pi—a)°
Mag (pllg) = QZ(p, +q? (7.61)
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or, more clearly:

+ 2pig;
Man (pllg) = [ Bod 5 (7.62)

- Di + g

If we consider data fields with a sum explicitly equal to 1, we have the
simplified form:

MSar (plla) = [1 -y (7.63)

— Dit+

7.5.2 Weighted version.

With 0 < a < 1, the standard convex function shown in the figure (7.5) for
a = 0.5, is written as follows:

v
(l-—a)z+a«

fea(@)=azx+(1—a)— (7.64)

Figure 7.5: Function f.o () = ax + (1 —a) — T=ajrar @ =05

It leads to the divergence:

Piqi
Mana (pllg ap;i + (1 —a) ¢ — 7.65
#a (Pll9) Z ‘ ; agi + (1 —a)p; (7.65)

The gradient with respect to “q” is expressed as:

OMana ., - v
94, =(1 a){l [aqj+(1_a)pj]2} (7.66)
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Scale invariant version with respect to “q¢”.

For this divergence, the nominal invariance factor is not obtained explicitly,

so as invariance factor we use the expression K*(p,q) = %’ Z; ; we then
J
obtain the corresponding simplified invariant divergence:
_ _ Didi
Mapgal = ap; + (1 —a) q;| — 7.67
anal (pllq) Zi:[ i+ (1-a)q] Z Tapion (6D
Or in a simplified form:
Didi
Mapal =1- — — 7.68
The gradient with respect to “q” is given by:
OMamnal (pllg) _ (@—1) i B PG
O X6 [Q-a)p+aea] 11— a)pi+ag)
(7.69)
7.5.3 Logarithmic form.
It is written immediately from the weighted version (7.65):
big;
LMana (pllg) = log Z ap; + (1 — «) logz cnt(d—am (7.70)
The gradient with respect to “¢” is written as:
OLMaApa { 1
——=(1-a)
9g; >iapi+ (1—a)g
1 »;
— = (7.71)
2 aqi—:zlq a)p; [ag; + (1 — ) pj]Q}

Logarithmc form - Invariance with respect to “¢”.

The logarithmic invariant version is obtained by applying the “Log” function
separately to each term of (7.68) and we obtain:

szZ

7.72
1 - 04 pi + agq; ( )

LManal (pllq) = —log Z
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Whose gradient with respect to “q” is given by:
OMamal (pllq) _ (a—1) 2512 B Z pl q;
an Z (1— ap)il+aql Z 4; [( Oé) D+ QQZ 1 - Oé D + OCQz]

(7.73)



chapter 8 -
Divergences between mixed

fields.

In this chapter, the main idea is to analyze the difference between 2 data
fields “p” and “q” by expressing the difference in a broad sense between
“p” or “¢” and the weighted sum of “p” and “¢”; 0 < a < 1 will be the
corresponding weighting factor. Thus, whatever the basic divergence, one
can go from a zero divergence to a divergence between the elementary fields

(1]

by varying the parameter “a”.

The gap between “p” or “q” and their weighted sum is expressed by a
Kullback-Leibler divergence [57] or, to generalize, by a Havrda-Charvat di-
vergence [42], but nothing prohibits the use of other basic divergences.
Moreover, to broaden the picture, we will envisage taking into account in the
expression of the divergences, the order of the arguments, which is under-
standable inasmuch as the divergences used are not generally symmetrical.
This argumentation describes a particular constructive process for these di-
vergences, however, in each case examined, we will always come back to
Csiszar’s constructive process and the associated convex function.

Of course, in the literature, these studies have been proposed mainly to
quantify the gap between two probability densities; here we try to leave this
restrictive context and extend the applications to more general data fields.

141
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8.1 F divergence (Jensen-Shannon relative diver-
gence).

8.1.1 Direct form.

This divergence is reported by Taneja [91].
The constructive process can be described by:

F(pllq) = KL (pllap + (1 — @) q) (8.1)

If we use as expression of K.L.’s divergence, the general form usable for any
(non-normalized) variables, we obtain:

bi
F = i 1o + (1 —a)(g —Dpi 8.2
vl =3 |mlos i+ ] 62)
With 0 < « < 1, this divergence is constructed in the sense of Csiszér on the
standard convex function shown in the figure (8.1) for a = 0.5, it is written

as:

fe(x) = zlog +(1-a)(1-x) (8.3)

. r
azr + (1 —a)

L
5

Figure 8.1: Function f. (z) = zlog +(1-a)(l—2),a=05

T
az+(1—a)

The gradient with respect to “¢” is expressed as:

OF (plle) _ y o (1- pj
dg; =( )<1 apj+(1—a)Qj) (84)
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In the case where we can consider that >, p; = >, ¢;, not necessarily equal
to 1, we have a simplified form, which is written as follows:

pi
FS = 3 lo
(p | ’ Q) EZ pilog ;

(- a)n 59

With o = 1/2, this is the K divergence of Lin [68].
With 0 < o < 1, it is a Csiszir divergence built on the simple convex
function, shown in the figure (8.2) for a = 0.5, which is expressed as follows:

X

f(z) ==zlog o (8.6)

+(1—-a)

25
20F

150

05F

Figure 8.2: Function f (x) = zlog m, a=0.5

8.1.2 Dual form.
The constructive process can be described by:
F (qllp) = KL (qllaq + (1 — @) p) (8.7)

If we use as expression of the K.L. divergence, the general form usable for
non-normalized variables, we obtain:

di
F = ;i 1o +(1—-a)(pi—a 8.8
@) =3 [alow i+ A Gmw] 69
With 0 < a < 1, it is a Csiszar divergence built on the standard convex
function, represented in the figure (8.3) for av = 0.5, which is expressed as
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follows:
fe(2) :logm—{-(l—a) (z-1) (8.9)

1 2 3 4 5
Figure 8.3: Function f. (z) = log m +1-a)(x—1),a=05

(1%}

Its gradient with respect to “q” is written as follows:

OF (q|lp) log qj og;

Jq; agj + (1 —a)p; _aqj—l—(l—a)pj

+a (8.10)

In the case where we can consider that >, p; = >, ¢;, not necessarily equal
to 1, we have a simplified form which is written as:

4
1—a)p;

FS (qllp) = D ailog T (8.11)

It is a Csiszéar divergence built on the simple convex function represented on
the figure (8.4) for v = 0.5, written as follows:

y 1

f(2) = log —

Py Cp (8.12)

8.1.3 Symmetrical form.

It is written in the sense of Jeffreys [52] as the (half) sum of the two previous
ones:

F(p,q) = F (pllg) + F (qllp) (8.13)
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05+

-05-

Figure 8.4: Function f (z) = log =0.5

1
at(l—a)z’ «

That is:
Pi q;
F(p,q) = pilo + g lo 8.14
(P 9) ; ‘ gapi+(1—a)qz~ ;Z gaqi+(1—a)pi (8.14)
Whose gradient with respect to “q” is expressed as:
OF , A
(@p) _; _ (1-a) p;j +log qj
Jq; ap; + (1 — ) g agj + (1 —a)p;
- l (8.15)

agj + (1 —a)p;

8.1.4 Invariance by change of scale on “¢”.

The classical method of computing the K (p, ¢) invariance factor correspond-
ing to the divergence F' (p||q) (equation (8.2)) involves solving in K the
equation:

OF (p|| Kq)
0K

That is, to solve with respect to K, the equation:

=0 (8.16)

bi
i |1 — =0 8.17
;ql[ ozpi—i-(l—a)in ( )

There’s no explicit solution to this problem.

Zj Py

So we use as an invariance factor the expression K*(p, q) = >

39
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In these conditions, the invariant divergence is written after simplifications
with the normalized variables p and §:

Di

FI(p|lq) = p; log — — 8.18
bl =3 pilee o (318)
Hence the expression of the gradient:
OFI(pllg) 1-« Didi B j2 (8.19)
dq 254 |G api+ (=)@ ap+(1-a)q

8.2 G divergence (Arithmetic-Geometric relative
divergence).

These divergences are discussed by Taneja [91], they are deduced from the
previous ones by inverting the order of the compared fields; only the weighted
forms are presented here.

8.2.1 Direct form.
The constructive process is of the following form:
G (pllg) = KL (ap+ (1 - a)qlp) (8.20)

If we use the general form of the Kullback-Leibler divergence that can be
used for non-normalized fields, we obtain:

G (plle) = Z [ap; + (1 — a) ¢;] log ap; + (;Z— @) g;

7

+(1—a) (i —q) (8.21)

It is a Csiszéar’s divergence built on the standard convex function, represented
in the figure (8.5) for a = 0.5, which is written as follows:

ar+ (1 —«)

fe(z) =[az+ (1 —a)]log +(1-—a)(x—1) (8.22)

(1%}

Its gradient with respect to “q” is expressed as:

oG (plle) _ (1— a)log 22+ (1-a)g

0q; Pj

(8.23)
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Figure 8.5: Function f.(x) = [az + (1 — )] log W +(1—a)(x-1),
a=05

When we can consider that ) .p; = Y .¢;, not necessarily equal to 1, a
simplified form exists:

+(1-a)g
Di

GS (pla) = [api + (1 - a) gi] log "

7

(8.24)

It is a Csiszar divergence built on the simple convex function shown in the
figure (8.6) for a = 0.5, which is written:

1—
£ (@) = [az + (1 — a)] log 221 =) (8.25)
8.2.2 Dual form.
The constructive process can be described by the relation:
G (qllp) = KL (aq+ (1 —a)pllg) (8.26)

If we take the general form of the Kullback-Leibler divergence that can be
used for non-normalized fields, we obtain:

G (qu) = Z [Ocq,; +(1-a) pi] log aq; + (;— ) p;

+ (1 =) (g —pi) (8.27)
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-05f

-10f

_15F

Figure 8.6: Function f (z) = [az + (1 — a)]log W, a=0.5

It is a Csiszar divergence built on the standard convex function shown in
the figure (8.7) for v = 0.5, which is written:

v

@) =la+(1-a)alloglat+(1-a)a]+(1-a)(1-2)  (828)

Figure 8.7: Function f.(z) = |a+(1—a)z]logla+ (1—a)z] +
(1-a)(l—z),a=0.5

The gradient with respect to “¢” is given by:

PO — o LB oy (1-B) (san)
6(_[]' q;j j
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When ). p; = >, ¢i, not necessarily equal to 1, a simplified form exists, it
is written as follows:

ag; + (1 —a)p;
qi

GS(qlp) = logi + (1 — @) pi]log (8.30)

%

It is a Csiszar divergence built on the simple convex function represented on
the figure (8.8) for @ = 0.5, which is written:

f(z)=[a+(1—a)z]logla+ (1 —a)z] (8.31)

30F

250

10F

05F

Figure 8.8: Function f (z) = [o+ (1 — a)z]log[a+ (1 —a) 2], @ = 0.5

8.2.3 T symmetrical divergence.

It is classically constructed in the form of:

T (p,q) = G (plla) + G (allp) (8.32)
That is:
Tlpa) = 3 lopi+(1—a)glog =000
+ Z [agi + (1 — «) pi] log 29 + (;_ @) pi (8.33)

%
7))

The corresponding gradient with respect to “q” is immediately deduced from
the gradients of the functions G (p||q) and G (¢||p)-
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8.2.4 Invariance by change of scale on “¢”.

Regarding the G (pl||q) divergence given by the equation (8.21), the classical
method does not explicitly allow to calculate a value for the invariance factor
K.

By introducing the non-nominal invariance factor K*, in the expression
(8.21), we obtain the corresponding invariant divergence which is written
after simplifications:

GI(plla) = 3 [api + (1 — ) G| log -

7

+(1—-0a)g
Di

(8.34)

14 77

Its gradient with respect to is given by:

OGI (pllq) _ 1—« logapl—i— (1-a)q Zq ap; + (1 — ) g
Iy > ’

2
(8.35)

8.3 Generalization of the F and G divergences.

To proceed with this generalization, the same work is done as in the previous
sections, but replacing the Kullback-Leibler divergence used systematically
in the constructive process, by the Havrda-Charvat divergence, i.e. some-
thing that is an ”alpha (s) divergence”, and relying on the fact that the K
.L. divergence can be seen as a particular case of the H.C. divergence by
variation of the parameter “s” (0 < s < 1) (we no longer use “a” which is
already used to weight the two fields “p” and “q”).

Indeed, the H.C. divergence is written as follows:

sls_ i_l_ ; )
Cs (alb) = S_lzab sa;i — (1—s)b (8.36)

This expression tends towards KL (a||b) when s — 1 and towards KL (b||a)
when s — 0.

As in the previous sections, only the weighted forms will be developed; in
this context the data fields that will be used are “p”, “q”, and the weighted
combination “ap+ (1 —«a)q”.

8.3.1 Direct form.
We rely on the following constructive approach:

FGsa(pllg) = HC (ap + (1 — a)q|lp) (8.37)
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This results in:

FGs,a (qu) :1_1) Z [apl- + (1 _ a) Qi]spllis—

s(s -

slapi+ (1 —a)g]— (1 —s)p; (8.38)

It can also be said that this divergence is built, in the sense of Csiszér, on
the standard convex function:

1
fe(x) = e {laz+ (1 =)’z —slaz+(1—a)] — (1 —s)x}
(8.39)
Its gradient with respect to “q” is given by:
) o 1s—1
OFGsa(pllg) _1-a [apg +(1-o) q]} . (8.40)
9q; s—1 Pj

If we are in the case where ) . p; = > . ¢, we can use a simplified form of
this divergence which is written as follows:

FGS, 0 (0l9) 1_1) Slon+ G-l p = (54D

s(s -
This is what would have been obtained if, in the mode of construction,
a simplified H.C. divergence had been used, but it can also be said that
this divergence is constructed in the sense of Csiszéir on the simple convex

function:

f(x)= . {laz + (1 —a) 25 -z} (8.42)

.
(s—1)

8.3.2 Invariant form by change of scale on “¢”.

Following the usual procedure, we have to solve in K, the equation:

A ~ 1s—1
i:?;%{[apz—i_(lpi )qu:| _1}:0 (8.43)

There is no explicit solution; however, it is possible to use:

* Zz’pi
K* = S (8.44)
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This expression of K™ inserted in the initial divergence (8.38) makes it in-
variant by scale change and we obtain the simplified invariant divergence:

FGI (pllq) = sz lopi + (1 — @) g° (8.45)

In this expression, the normalized variables p and ¢ are used.

[P

The gradient with respect to “q¢” is written as :

OFGI (pllq) 1—« D
dqy __(S—l)XLQj{[a@—FU'—a)Q] E:qleh 1—60

(8.46)
8.3.3 Dual form.
It is founded on the following constructive mode:
FGso=HC(aq+ (1 - a)pllqg) (8.47)
This leads to:
1
F S, = i 1- () g
Gaa (all?) =75y zi:[aq +(1—a)p) g
—slagi+(1—a)p]l —(1—3s)q (8.48)

It can also be said that it is a Csiszar divergence built on the standard
convex function:

fes (@) = {flat(1-a)2]" - (1-5)

—sla+ (1 —a)z]} (8.49)

_
s(s—1)

[P}

Its gradient with respect to “¢” can be written as follows:

OFGsa(qllp) o { [an +(1-0a) pjr_l B 1}

dq; Cs—1 4
_1{[04%’4‘(1—04)]9]']8_1} (8.50)

S qj

In the case where we have ) . p; = ) . ¢;, we obtain the following simplified
form:

1
FGSsa (qllp) = sGoD) dolegi+(1—a)pl e —a (8.51)

7
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It is constructed in the sense of Csiszar, on the simple convex function:

v 1
RO =6

A further simplification can be introduced if one is dealing with probability
densities, then, >, p; = >, ¢ = 1.

Ha+ (1—a)z}’ —1] (8.52)

8.3.4 Symmetrical form.

The standard convex function for constructing the symmetrical divergence
in the Csiszér sense is written (with a factor of 1/2):

Jes (€) = fus () + fos (z) = s(sl— 5 {x [aach ;1 - Oé)r

+la+(1—a)z]’—(1+2)} (8.53)

The corresponding divergence is written:

1 S —S
FGsa(p,q) Ry Z [api + (1 — @) ¢i]" p;

s(s
+lagi+ (1 —a)pi)®q* — (0 + @) (8.54)

(1%}

The gradient with respect to “q¢” can be written as follows:

OFGsa(p,q) _ 1-a [apj +(1-a) qj] T, e [Oéqg' +(1 - a)Pj] !
0q; s—1 Dj s—1 qj
1 ; 1-— 1° 1
! [O‘qﬂ all O‘)pﬂ} _ (8.55)
s qj s(s—1)

8.4 J relative divergence of Dragomir.

To broaden what has been proposed by Dragomir et al. [33], we will develop
the general weighted case.

8.4.1 Direct form.

Founding on the use of K.L.’s divergences, one can write:

JD (pllg) = KL[gllap+ (1 — ) q] + KL[ap+ (1 —a)q| q] (8.56)
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Using the notations in the previous sections, one can also write:

JD (pllg) = F (qllp) + G (qllp) (8.57)

But it can also be said that it is a Csiszar divergence built on the standard
convex function represented in the figure (8.9) for a = 0.5, written as:

fe(@)=(1—-a)(z—1)loga+ (1 — )] (8.58)

Figure 8.9: Function f.(z) = (1 —«a)(x —1)log[a+ (1 —a)z], a = 0.5
Then, we obtain the divergence:

agi+ (1 —a)p;

ID (plla) = (1 =) ) (pi — a)log ” (8.59)
. 1
(2
The gradient with respect to “¢” is expressed as:
oJD P —q; ; j
wa) o oli=ag) Py, 9 +1 (8.60)
9q; agi+(1—a)p; g agj + (1 —a)p;

8.4.2 Dual form.

It is constructed in the sense of Csiszar on the standard convex function,
mirror of the function (8.58), represented on the figure (8.10) for o = 0.5,
that is written:

fol@) = (1—a) (1 —2)log [“*S‘“)} (8.61)
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T

Figure 8.10: Function f. (z) = (1 —a) (1 — z)log [w], a=0.5

This results in:

api + (1 —a) g
ID ) = (1) 3 (0 - piytog [ PEUZDE] o)
We can also say that:
JD (qllp) = F (pllg) + G (pll9) (8.63)
That is:
JD (q|lp) = KL [pllap + (1 — aq)] + KL [ap + (1 — o) q||p] (8.64)
The derivation of the gradient with respect to “q” leads to:
oJD i+ (1 — ; P — D
97D (a,p) x log [apj +(1-a) qj] +(1—-a) % D (8.65)
9q; Pj ap; + (1 —a)q;

8.4.3 Invariance by change of scale on “¢”.

For the divergence given by the expression (8.59), the nominal invariance
factor cannot be computed explicitly, so we use the expression K*, which
leads to the simplified invariant divergence:

JDI (pllg) = (1 = ) 3" (B — i) log 24 (;_ @) i (8.66)

%
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“ 2

The gradient with respect to is given by:

aq + (1 —a)p

dJDI (pllg) _1—« Z Gi log agi+(1-—a)pi log
KA — —
da 2,4 - i aQ
D (le _ﬁl) pl qi 1
+(1—-a) ——=
( alog+1—a)p] Zaqz 1—Oé)pz

(8.67)

8.4.4 Generalization of Dragomir’s J relative divergence.

Starting from the standard convex function (8.58), the proposed general-
ization consists in replacing the logarithmic function by the “Generalized
logarithm” function with the exponent (1 — d).

We thus obtain the standard convex function:

—a)z]' -
fc,d(x)—(l—a)(x—l){[a+(l1_)d] 1} (5.68)

If we use this function to construct a Csiszir divergence, we obtain:

e { [ ] )

We can see that when d —2 this divergence becomes equal to:

JDg (pllq) =

(1- ) Z QQi(f‘l(l q_’)a)pi x Mag (8.70)

The dual form is obtained from the mirror function of the previous one, i.e.:

1-d
fed (z) = 1:3 (1—x) { [W] - 1} (8.71)

The corresponding divergence will be written:

‘ a1l
JDq (qllp) = dz Hapﬁ(l‘ )q’] —1} (8.72)

pi
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8.5 Generalizations proposed by Taneja.

The generalization technique used by Taneja [92], consists in relying on the
divergence based on the entropy of Sharma-Mittal [89] in the simplified form
corresponding to normalized variables (4.33).

It is not much more complicated to use the general form corresponding to
any variables (4.32) that is written:

s—1 s—1

SMe s (al|b) = a(sl—l) [Z a?b}a] . _ [Z aa; + (1 — a) bi] a=

i

(8.73)
We can remark that it is in fact the application of the Generalized Logarithm

function, on the two terms of Mac (al|b), with the exponent £=1.

We then define the 1st generalization noted by Taneja T3

1 p+tyq p+q
T2 1) = 5 S8 (25010 + 5000 (P32l (8.74)
We can observe that for the pleasure of complicating things further, we can
imagine replacing the half-sum by a weighted sum, but is it really necessary

to doso 7
That being said, the explicit form of T} is written:

T3 (pllg) = 20((81_1) [Z (pi;%) pzl_o‘] -

_ ¥a<pi;Qi>+(1a)qi (8.75)
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If we consider the simplified configuration corresponding to >, p; = >, ¢; =
1, we have:

TS5 (plla) = .- (51_ 3 [Z <pi ;rqi)“pg_a] =
3 (W)a q}a] Ty (8.76)

i

+

Now let’s look at the limit expressions of 1T (p||q) (8.75).
If s = a.
We obtain:

T3 (pllg) = a(al—l) {; <Pz’ ;r qz'>a (pﬁ_a ;r q}‘“)
- Z,: <m—;cn) } (8.77)

It is a Csizér divergence based on the standard convex function:

fc(x):a(al— . K:cl—z+1) (x;l)a_x;rl} (8.78)

It is similar to (8.54).

Note that this expression could have been obtained by using the Havrda-
Charvat divergence directly in the general definition (8.74) instead of the
divergence SM, ;.

Furthermore, the special case corresponding to Y . p; = >, ¢; = 1 is imme-
diately written as follows:

T2 0lo) = {Z ()" (P - 1} (8.79

Of course, it cannot be constructed as a divergence of Csiszar.

The second limit case is to make s — 1 in T2 (p||q) (8.75) (we're trying
to obtain something that is inspired by Renyi’s divergence).
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‘We obtain:

1l _# o pi + ¢
Tawle) = 50— ){1 gz< >

logz (
logz <pl . qz) (1-a) Qi} (8.80)

The divergence corresponding to >, p; = >, ¢; = 1 will be written:
1 pi+ai\" 1

1 al i + i 1-a
TS, = — <1 —_— :

o () 2@(0_1){0g;( 5 > p;

. . &
+log )" <pz —; q’) q}‘a} (8.81)
i

The 2nd generalization proposed by Taneja consists in starting from
the expression of 7% (pl|lg) (8.77) which is a difference of two positive
terms, and apply to each of them the Generalized Logarithm with the power
(s — 1/a — 1) which is an increasing function; thus we obtain:

> (1 —a)p;

s—1

°Ty (pllg) = a(sl—l) [; (pi ;'Qi)a (pi‘a;q}—a)] =
()]

a—1
7

(8.82)

It is easy to verify that 272 (p|lq) =' T (plq).
Similarly, by making s — 1 in (8.82), we obtain:

T, (plla) = a(al—1) {1Og; (pz' ;r qi>°‘ <pzla ;r qila>
“log ) <I)_£(1> } (8.83)
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In any case, if we consider the simplified version >, p; = >, ¢; = 1, we find
the forms given by Taneja.

Remark: To fully understand the difference between these 2 general-
izations, we can notice that they correspond to the following operations:
we consider the Havrda-Charvat divergences with a parameter “s”, noted
HC; (al|b) with a = 252 et b = p on one hand, and HC; (a||b) with a = p?ﬂ
et b = g on the other hand.

* _ In the case of the 1st generalization, we apply the Generalized Logarithm
on the 2 terms of each of these divergences, then we make the half-sum of
the divergences obtained, which gives (8.75) and its variants.

* _ In the 2nd generalization, we first sum the 2 Havrda-Charvat divergences
mentioned above, we obtain a difference of 2 positive terms, then, we apply
the Generalized Logarithm on each of these 2 terms.

The results obtained by these two operating modes are different because the
two operations carried out successively are not commutative.

To continue this small exercise, we take up an equivalent work already
proposed by Taneja [91] and Arndt [6]; it consists in using the relation (8.74)
and inverting the order of the arguments in the divergences SM,, s, that is:

1 p+q pP+q
15 (pllg) = 3 [SMa,s (pH2) + SMo s (qy2 (8.84)
This can be considered as the 3rd generalization which is similar to the 1st

generalization, except for the order of the arguments.
This being said, the explicit form of 'I¢ is written:

L2 0l0) = 5=y [Z(pj%) p?]

- :Z:(l —a) <pi ;Qi) + apz-: o
- Z (1-a) <pi ;q) T aq{ - (8.85)
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In the simplified case corresponding to » . p; = Y. ¢; = 1, we will have the

simplified forms exhibited in Arndt [6]:

171s 1 Di + qi 1 a
I3 (plla) = m !ZZ: <2> Pz‘]
pita\' &

2 <2> %’a] —2

)

_l’_

Similarly, if in (8.85) we use s = «, we will have:

1mmm—a@in{gx@;%fﬂ(ﬁ;#>

()]

It is a Csizar divergence based on the standard convex function:

24+ 1\ [z +1\"* z+1
2 2 2
If now, from (8.85), we change to s — 1 , we get:

1 pit+a\' "
K3 K3
1&@mzmm_n%%2( 2) P
%
1-a
—HOgZ (Pz ; (1@) g
7

_logZ(l—oz) <pZ 5 Qz> + ap;
i

1
ala—1)

fe(z) =

(8.86)

(8.87)

(8.88)

- logzi: (1-a) <p—2|—q> + ozqz} (8.89)

If we take >, p; = >, ¢; = 1, we recover a simplified result from Arndt [6]:

1 pi+a\' ™"
(3 (3
S, (plla) = o P {logz< : ) P
%
l—«
+log > (pz 5 qz> (J?}
7

(8.90)
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We can then define the 4th generalization which is the analogous of the 2nd
one (except for the order of the arguments); to do so, we start from the
relation giving 172 (p|lq) (8.87) and an extension is carried out using the
Generalized Logarithm, to obtain:

1010 = [E G;q) <p_5q)

%

- (252)

)

s—1
a—1

s—1
a—1

(8.91)

This divergence was exhibited by Taneja in [92].

If we perform the simplification ), p; = >, ¢; = 1, we retrieve an expression
given by Arndt [6]:

On this relationship, moving to the s — 1 limit gives us something close to
a Renyi divergence:

’I, (pllg) = a(al_l) {bgz <pi ;L qi)l‘a <]9g_;qgu>
—log ) | <pi ;Qi> } (8.92)

Finally, making the simplification ) ., p; = >, ¢ =1, we retrieve Arndt’s
result [6]:

2188 6ll) = {mgz (p‘;q) (p;q)} (5.93)

)

On generalizations 3 and 4, we can make the same remarks as on general-
izations 1 and 2 as to the order of the operations which made it possible
to obtain them; the non-commutativity of these operations leads to “Gen-
eralization 3 # Generalization 47, as we had obtained “Generalization 1 #
Generalization 27.

Another generalization (say the 5th generalization) is proposed by Taneja
in [92] and may be illustrative of the fact that:

“Every inequality can give rise to a divergence”.
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Indeed, let us consider the inequality between weighted arithmetic mean
(MA), = Bpi+(1 — B) ¢; and the weighted geometric mean (MG); = pfqilfﬁ;

(M@), — (MA); <0 = (MG)] "= (MA);"<0; r<1 (8.94)
And then:
(MG); ™" (MA)] — (MA); <0 (8.95)

The extension to the entire field leads to:

ST (MG (MAY, — 3 (MA), <0 (8.96)

7 7

And finally:

>0 (8.97)

3 3

— [Z (MG)} (MAY;, 3 (MA),

From there, we can apply on each of the terms of the difference, an increasing
function without changing the sign of the inequality, why not a generalized
logarithmic function with the power (s — 1/r — 1), to obtain the divergence
proposed by Taneja:

T3 (pllg) = S_% [Z (MG); ™" (MA);

1

(8.98)

In fact, Taneja [92] proposes something less general than that, because he
limits it to the case of variables having a sum equal to 1, in which case the
2nd term of the difference will be equal to 1. The gradient with respect to

“g;” is written as follows:

s—r
r—1

5 4 (Do (M) T (M)

7

OLTE (pla)]  1-5 [

s—r
r—1

i

. [z (A,

The 2 classical limit cases can be considered:
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* s = r leads to:

T} (pllg) = fll {Z (MG)} ™" (MA)] =) (MA)l} (8.100)

7 [
(8.101)

The corresponding gradients with respect to “q” are obtained immediately
as a limit case of (8.99).

* s — 1 leads to the Logarithmic form:

(2

7

—log [Z (MA),

T (pllg) = T_% {log [Z (MG); ™" (MA);

This last divergence is referred to in Taneja [92] and Neemuchwala [72]
with the name “aGA” which can be noted here as “rGA”, and for which
they only consider the case of standardized variables.

Of course, this fifth generalization is in relation with the divergences based
on inequalities between the generalized means developed in chapter 7.

If we want to extend this procedure to other means, we rely on the
inequalities between weighted and unweighted means MH < MG < MA <

MQ.
With:
_ Pidi , 3 -
(MH); = 5-— a-Aa (MQ); = \/Bpf +(1-8)¢ (8.102)

We can write:

STHGS (p|lq) = % [Z (MHE)T (MG),

(2

w
|
—
w
|
—

s—1

1

3THAfn (qu) — L [Z (MH)il—T (MA):

i
|
]
<
=

(8.104)
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—1
-1

©
|

—
w

S
I —
3

STHGS (la) = — [Z (m)} <MQ>:] - [Zuwc»i

(2

(8.105)

The divergence:
STGA; (plla) = °T; (plla) (8.106)

has been previously expressed;

TGQ; () = — { [Z (MG)! <M@>£] - [Z <MQ>Z-] ) }

(2

-

@
|

—

5
L
|
1
=
<
S
I
3
|
—

7

STAQ} (plla) = —+ { [Z (M4} (M@)I]
(8.108)

Logarithmic forms can be inferred immediately.
Simplified forms of these divergences are developed in chapter 7 dealing
with divergences between means.
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chapter 9 -
Smoothness constraint
regularization.

We consider here, the application of scale invariant divergences to Tikhonov-
type smoothness constraint regularization [93].

This analysis has an obvious interest when one must introduce this type of
regularization in a problem for which there is a constraint on the sum of the
unknown parameters and, in particular, when it is associated with a non-
negativity constraint. Indeed, when regularizing an inverse problem by a
smoothness constraint, we are led to minimize in “z”, an objective function
of the form:

J(x) = D1 (y|[Hz) + D2 (2| z4) (9-1)

The first term D is a divergence which represents the attachment to the
data (data consistency), i.e. a discrepancy between the measurements and
the model (here linear), whereas the second term Ds is a divergence which
represents a discrepancy between the solution “x” and a default solution
“xq”; this default solution must obviously satisfy the constraints imposed
on the solution, for example, [z4], > 0 Vi, and if we have a sum constraint,
> lzal; =22, wi.

The coefficient “v” is the regularization factor that adjusts the relative im-
portance of the 2 terms of J ().

We consider here, the case of divergences which are invariant by change of
scale on “q” constructed on the basis of “o” and “B” divergences, and we
consider more specifically the logarithmic forms which are not only invariant

[19eeb]

with respect to “g”, but also with respect to “p”.
On the other hand, it was emphasized that when a divergence is made invari-

ant with respect to “¢” using the invariance factor K* = %J zj , the resulting
J

divergence is also invariant with respect to “p”; this type of invariant diver-

167
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gence will also be considered.

The invariant divergences with respect to both arguments have the advan-
tage of applying in all cases, whether the default solution is a constant, or
a linear function of the solution itself (Laplacian case for example).

In the minimization problem, we will use the expression of the gradient:

0J (z) _ 0D (y||Hx) 4+ 9D (z]|za)
Ox; 0y K Ox)

If the divergences Dy and D, are invariant divergences, the characteristic
property of such divergences will result in:

leagilx) =0 (9.3)

l

9.2)

9.1 Invariant divergences derived from the “a” and
“B” divergences.

9.1.1 Constant default solution = C.

In this case, all invariant divergences can be used, whether logarithmic
(LAI,LBI) or not (AI, BI); we will just develop the case for logarithmic
forms.

In the following discussions, for the two-dimensional case, the tables under
consideration are written in lexicographical order.

* With “LAI”.
We have:

LAI (c||x) = lomel

lochZ _1 loch“ 1=a

Taking into account the fact that all ¢; are equals whatever “”, we have the

gradient:

OLAI (c|z) _ 1 [ 1 z° ] (9.5)

8xj Zz i N ile—a
* With “LBI”.
We then have:
1 b 1 b

b—1
. log Z Cix; (9.6)
(2
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Which gradient is:

b—1 b—2
oz Y. ab s '
J i L i

* With the general form “LABI”.

The divergence considered is written as follows:

1 1 b
LABI(c||a:):a+b_1 {b_llochiH’ -
a+b—1 o b 1y
apo1) 82

71 a+b-1 9.8
- ogzi::v, } (9.8)

After some simple calculations, the gradient is written as follows:

- atb—1 b— (9'9)

a+b—2 b—2
OLABI (c[|z) 1| Z; T
) x 'L'r !

Ox; a

The two previous particular cases can be found without difficulty by respec-
tively making a+b—1=1,ie. b—1=1—a (LAI) and a =1 (LBI).

9.1.2 Use of the Laplacian operator.

In this case, the default solution “zy” is a smoothed version of the solution
“x” i.e. in a trivial way, a solution which does not contain high frequencies
or anyway they are reduced; in the classical sense of Tikhonov [93], the

regularization term is written as follows:
Ds (2|zq) = || La||? (9.10)
Here we must distinguish between 2 situations:

* 1 - One-dimensional case.

In this case, the regularization term “Lx” corresponds to the convolution of

“z” by the mask [ 1; —%]

We can therefore erte the result in the form “x —T2z” where the term “T'x”
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written in the sense of the matrix vector product, represents the convolution
of “x” by the mask [ ; 0 %]

* 2 - Two-dimensional case.
In this case, the regularization term “Lx” corresponds to the convolution of

0 —1/4 0
the table “z” by the mask: | —=1/4 1  —1/4 | . We can therefore write
0 —1/4 0
the result in the form “z —Txz” where the term “T'z” written in the sense of
the matrix vector product, represents the convolution of “x” by the mask:
0 1/4 0
1/4 0 1/4
0 1/4 0

At the end of this operation, the table “T'x” is ordered lexicographically,

(13 ”

as well as the table “z

Note that in these conditions, the matrix 7" is symmetrical, its columns
are normed to 1, that is >, ¢;; = 1 Vj, then >, (Tx), = >, x; .
Consequently, as a regularization term one must write a divergence invariant
by scale change between p = x and ¢ = T'x for example; since “p” and “q”
both depend on the “z” solution, it is understandable that we must use the
Logarithmic form which is invariant with respect to both arguments (we can
verify that the non Logarithmic forms do not allow us to develop algorithms
that spontaneously maintain the flow, i.e. which do not spontaneously re-
spect the sum constraint).

* With “LAI”.

Using the notations p = x and ¢ = T'x, the divergence is expressed as:

logsz logZx (Tx)}@

LAI (z||Tz) = logz (Tz),

(9.11)
The associated gradient is written:
OLAI (x|Tw) 1| 3itiy  Xoitigaf (Tx);®
Oz; a |3 (Tx); 3 a0 (Tw); "
g T 0.12)
a—1|% 20 (Tx); " X '
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We may observe that, as always with this type of divergence:
> A

i Xion; =
* With “LBI”.

With the notations in the previous paragraph, the divergence considered is
written as follows:

1 1

1 b—1
— logzl::ci (Tx);

(9.13)
The gradient will be:

OLBI (z|Tz) 1 [x?l o (Ta)f!

Oy b—1|Yaf ¥, @ (Ta)!
<t2' (Tx ?_1 iti,jxi Tx ?_2
FZZ’-Q(T:I:))I-’ . Zz-xi (tﬁxﬂ’)‘l ] .

Again, as always with this type of divergence we have:
0

* With the general form “LABI”.

If we use the general form of the divergence, the two previous cases can be
recovered without any problem, indeed, the divergence is written as follows:

1 1
LABI (z||Tz) = { log Z g0t

a-+b— b—1

a+b—1 )1y

y log > (Tx);.”b—l} (9.15)

We can calculate the gradient, which is expressed as follows:
OLABI (z|Tz) 1 Fi tiy (Tz)i 072 0 tjad (Tx)§—2]

) - b— b—1
Iz a > (Tm)(iﬂr ! > xf (Tx);

a+b—2 a—1 b—1
1 [ xt 2§ (Tz);

(9.16)

J g
D=1 [ Tpar ™ S ()
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The expressions of the two preceding paragraphs are found immediately
by using respectively: a +b—1=1,1ie. b—1 = 1— a (which gives LAT)
and a = 1 (which gives LBI).

9.1.3 Important Note.

If, in the Laplacian regularization, we try to use the non logarithmic forms
of the invariant divergences, that is “AI” or “BI”, we loose the property of
spontaneous maintaining of the flow, in fact these divergences are invariant
only with respect to the second argument; to show this, it is enough to
evaluate the gradient of Al (z||T'x) for example, and to note that the relation
which allows the maintaining of the flow is not fulfilled.

In fact, if we use the expression of “AI”, where p = x and ¢ = T'z, it comes:

1

a—1
1 a “ 1_a a
Al (2|T2) = — (Z (Tx)i> (Z i (Tx); ) - Zl“z

(9.17)
And according to the expression of the gradient we have:

a a

PAI(o|Tz) 1 .
zj:xj oz, =1 zj:xj— %:q:j (Tz); Z(Tﬂ?)j

J

(9.18)
This expression could be equal to zero at convergence (r — T'z), but cer-
tainly not at each iteration.

9.2 Effect of the invariance factor K* = %.
4

Z]‘ pj

In the study of the invariance factors K, the particular role of K* = T
495

has been noted; indeed, the introduction of this factor in any divergence
D (p||g) , in order to make it invariant with respect to “q”, led to a diver-
gence DI (p||q) which is invariant with respect to this argument, obtained
easily from the divergence D (p||q) by replacing “p” and “¢” by normalized

variables p; = ZTP;‘ and ¢ = Zq;Qj respectively, with a multiplying factor

depending only on > i Pj that can be omitted.
Disregarding this multiplicative factor, we obtain a divergence that is not

[1Poe)]

only invariant with respect to “q”, but also with respect to “p”.
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This observation allows us to consider the use of such divergences in the case
of smoothness constraint regularization using the Laplacian of the solution,
as developed in the previous sections; it is a possible alternative to the use
of logarithmic forms “LAI” et“LBI”.

Some examples to illustrate this point are given in Appendix 6.

9.2.1 Applications of some divergences to regularization.

We analyze in this paragraph the regularization in the sense of Tikhonov [93]
with the Laplacian, as previously considered for the divergences LAI (pl|q)
and LBI (plq).

We will focus on the cases of a few classical divergences that are rendered

invariant by the use of the invariance factor K* = %j ];J: ; note that for the
5 4

K.L. divergence, this factor is the nominal invariance factor K.
For the application under consideration here, we have:

_ xI; = (Tx)z
bi = Zj z; ) qi Ej 7(T£L‘)j (9.19)

With . ¢; =1 VI (the columns of T" are normalized to 1), it comes:

Op; 1 _ 0q; 1 _
— G- p), - (4—a 9.20
O zjxj( LR oy, Zj(Tx)j( o 20

1 - Mean square deviation.

The invariant divergence we obtain is written as follows (see (83) in Ap-
pendix 6):

EQMI (pllg) = _ (pi — @) (9.21)
Then: DEQMI (p|lq) P oa
plg) _ _ Pi  04¢

o, - Z (Pi — @) <8:L‘l 0$l> (6-22)

i
Taking into account the fact that >, x; = > . (T'x);, we obtain after a few
simple calculations:

aEQiZ” o) [(ﬁl —@) =Y (@)=Y tu(pi— q‘@-)]
xl Zj ZLj -
(9.23)

)
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or also:

OEQMI 1
anl (plle) _ s {[(I—TT) -]~ o _Qi)Q} (9.24)

1

Coming back to the true variables (9.19), it comes:

OEQMI (pllg) _ 1 2{[(1_TT) (x —Ta)], - 1 AZ[%—(T%)AQ}

0
x (Z; :ch) > T p
(9.25)
We can verify that, as always:

ox
; !

2 - Kullback-Leibler divergence.

Taking into account the invariance factor that is used, and the possible
simplifications, the following is obtained (see (87) in Appendix 6):

KLI(plq) = sz log— (9.27)

Then:

OKLI (pllg) _ Opi Pi 9G;
Oz _Z log @ Oy Z q; 0z (9:28)

i
With the partial derivative expressions previously mentioned (9.20), and
taking into account that >, x; = >, (T'z);, it comes all calculations made:

OKLI (qu) 1
log— +1— E E p; 1 2

With » .ty = 1, we can write:

8KLaI$§P||Q) _ Zjl:cj {10g —~ szlog— [ (1 - ];)L} (9.30)

Coming back to the true variables (9.19), it comes:

OKLI (pllg) 1 op T _ Ti o, T v, &
I ‘zj:cj{lg@x)l ;zjwjlg@x)ﬁ{T (1 (T@)L}
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We can verify that, as always:

OK LI (pllq)
2 N 32
Zz:xl ok 0 (9-32)

3 - Neyman’s Chi2 divergence.

The invariant divergence is written (see (91) in Appendix 6):

—\2
X (pllg) = W (9.33)

7

Then:

ox; - ox; '

Considering the expressions of the partial derivatives of p; and ¢; with respect
to “x;” (9.20), it comes all calculations made, and with the simplifications
already indicated:

ol (plla) _ N Pi p?
t; —+ 9.35
s T (B) - e
Turning back to the true variables, we have:

OAI(ple) 1 ‘{2(561 [TT z? ] . 3 x?)} (9.36)
l

Oy T Tx), (Tz)? 25T P (Tz),
And, then:
Xt I (pllg) _

l

4 - Pearson’s Chi2 divergence.

The invariant divergence is written (see (95) in Appendix 6):

—\2
Gl =3 P (9.38)

- K3
(2

Then:

IxpI (plla) g\’
s (2)

op; qi 9qi
Oz " 22 Kﬁ) - 1} Oy (9-39)
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Considering the expressions of the partial derivatives of p; and ¢; with respect
to “x;” (9.20), it comes with all the calculations made, with the simplifica-
tions already indicated:

Ox%1 (pllq) 1 ( (Iz>2 i 7
= (=) +2) tyg— -y =~ 9.40
dx; R D) Z 'pi zi:pi (9.40)

b P )

And, turning back to the true variables:

npple) 1 f [((Tz)\* r(Tz)] 1 (Tx);
oz N Zj x; { ( 2 ) +2 [T x :|l Zj (Tx)j ; T }
(9.41)

Then, we have:

ox%I (pllg)
Zl:xlaxl —0 (9.42)



chapitre 10 -
Algorithmic point of view.

10.1 Some preliminary remarks.

In this chapter, different algorithmic methods for minimizing divergences,
under non-negativity constraint and under sum constraint, are described.
The divergences considered are assumed to be convex and differentiable.
We will first consider the minimization problem under the non-negativity
constraint.

We will distinguish three cases corresponding to specific problems:

* Simplified divergences that can be used for fields of explicitly equal sums
(possibly equal to 1).

* General divergences which contain no simplification related to the sum of
the data fields.

* Divergences invariant by change of scale.

In a second step, one will introduce in addition, the sum constraint on the
unknown parameters.

We're essentially interested in the separable divergences that will be
noted:

D plo) =3 D (wlla) = d (10.1)

The non-separable case is easily deduced from this.

Moreover, we will only consider the case of a linear model:

% _ ., (10.2)

q €T qi ZJ: ij L aﬂfl

177
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And we will have:

oD ( pllq dd; 0g;
10.
Z dq; Oxy (10.3)
Consequently, with the notation:
ad; oD
= | == 10.4
9qi [&]} (10-4)
We will have: H
8D (pllq [ T@D]
hl 10.5
=> hi aql oq |, (10.5)

7

This justifies “a posteriori”, the fact that for the divergences considered in
this work, the expression of the gradient with respect to the variable “q”
has been given almost systematically.

10.2 Split Gradient Method (S.G.M.).

In this section, we present the method of minimization under non-negativity
constraint, widely developed elsewhere [62], [61], which allows us to under-
stand the origin of multiplicative algorithms and we can easily see why these
algorithms can suffer from convergence problems.

This method applies to divergences D (p||q) having a minimum for p; =
g; Vi; it is quite obvious that this excludes simplified divergences which do
not have this property. We will always consider that the “p;” are the “y;”
measures and that the model “g;” is linearly related to the true unknowns
“z;” by the relation ¢; = (Hz),.

In a later section dedicated to the introduction of the sum constraint, it will
be shown that, subject to a change of variables, the S.G.M. method can be
applied on simplified divergences which have the property of being zero for
pi =g Vi

In the following sections we will note:

D(pllq) = D (y||Hz) = D () (10.6)

10.2.1 Non-negativity constraint.

For a strictly convex divergence D (), we consider the problem:
Minimize with respect to “z”: D (x)
Subject to the constraint x >0 = x; >0 Vi.
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Let L (z, A) the Lagrangian associated with this problem, which is expressed

in the form of:
L(z,\) =D (z)— (A g(x)) (10.7)

“X” is the vector of Lagrange multipliers whose components are positive
or zero (\; > 0 Vi); (A, g(z)) is for the scalar product; g (z) = g (x;) =
gi (z) Vi is a function for expressing constraints; this function must be
positive when the constraints are inactive (z; >0) and zero when the con-
straints are active (x; =0), moreover, if “z*” denotes the optimum, the zeros
of g; (x*) / [Vg (x*)], must be the same as those of g; (z*).

We propose to build a constrained minimization algorithm based on
Karush, Kuhn, Tucker (KKT) conditions [19], [17],[28] which must be sat-
isfied at the optimum of the problem, i.e. at the solution (z*, \*).

These conditions are written:

VaL@X) =0 = X[V = VD)) = X = L0
(10.8)
g@*)>0 = g(z")>0 Vi (10.9)
>0 = MN>0Vi (10.10)
(N*g(z")) =0 (10.11)

Note that this last condition, which is a scalar product, results in fact, taking
into account (10.9) and (10.10), in a set of complementary conditions:

VD (@")]; . ,
o gi (27) =0 Vi (10.12)
Vg (z*)]; '

Taking into account the properties of g (x), this last condition can be written
as follows:

Agi(2*) =0

(VD (z%)], 9 (") =0 Vi (10.13)
To express it in more explicit way, we will have:
1. Either:
gi () >0 = The constraint is inactive (10.14)

then (10.13) is fulfilled if:
AN=0 & [VD(a)],=0 (10.15)

then “x*” is the unconstrained solution of the problem.
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2. Or:
Ai>0 & [VD(2")],>0 (10.16)
then (10.13) is fulfilled if:

gi (") =0 = The constraint is active (10.17)
3. or, in an extreme case, we have simultaneously:
Ai=0 = [VD(@")], =0 et g;(z")=0 (10.18)

Then, (10.13) is “a fortiori” fulfilled, this is the case where the minimum
corresponding to VD (z) = 0 is located on the constraint.

These situations are illustrated (in the one-dimensional case) in the figure

(10.1) for a constraint x; > m Vi, by expressing the constraint using the
function g (x) = =z — m.

V. J(x)>0 V.J(x)=0
Pa—| x —m>0
X
m X m x*
Dans tous les cas
(x-m)V J(x)=0 —
s x —-m=0
pour X=X .
VJ(x)=0
X
m

Figure 10.1: Karush, Kuhn, Tucker conditions for a constraint of the form
r>m

The form of the function g (x) used to express the constraints is of funda-
mental importance since it directly influences the final form and the behavior
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of the algorithm.
For a non-negativity constraint, in the simplest case, one chooses g (z) = =
that is g; () = z; Vi.

Algorithm.

To solve (10.13), we rely on the fact that —VD (z) is a descent direction
for the unconstrained problem, and that if M is a positive definite matrix,
then any vector of the form M [~V D (z)] is also a descent direction for this
problem; this is especially true if M is a diagonal matrix with positive terms.
We can also similarly rely on the successive substitution method [45] to write
an iterative algorithm in the form:

aitt = af + ofalfi (m’“) [—VD (xk)L (10.19)

In this expression ozf > () is the descent step size which will ensure both the
fulfillment of the constraint and the convergence of the algorithm (in the
sense of contracting applications, we can say that the proper choice of the
step af ensures that the algorithm (10.19) of the type z**! = F (2*) is a
contraction).

The function f; (z) is a function having positive values when we are in the
constraint domain; it depends on the forms of D (z) and ¢ (x) as well as on
the wished properties for the algorithm, in particular if we want to obtain
a purely multiplicative form.

We now analyze the properties of the algorithm, and in particular, whether
or not the solution fulfills the KKT conditions.

The non-negativity constraint imposes restrictions on the descent step size.
Indeed, to remain within a general framework, we consider that even if D (z)
is not defined everywhere, its definition domain is entirely contained within
the constraint domain.

Therefore, the condition x; > 0 Vi must be imposed first.

Thus, we define an interior points method (all successive estimates will
fulfill the constraints).
So, as a first step, we need to ensure that at each iteration we have:

>0 = 2fMl>0 v (10.20)

Which leads, from (10.19), to the condition:

1+ afy; (a;’f) [—VD (:z:k)} >0 Vi (10.21)
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For [—VD (a:k)]l > 0, the condition (10.21) is always satisfied, in this case,
for the relevant “/” components, there are no restrictions on the descent
stepsize as far as the fulfillment of the constraints is concerned.

On the other hand, for [-VD ($k)L < 0 the condition (10.21) leads for the

corresponding “s” components to:

1
k
o <

C T i@ [VD (@)
This results in a set of descent step size values that guarantee the non-
negativity of each component separately.
At iteration “k”, the maximum step size to ensure the non-negativity of all
the components of the solution will therefore be :

k : 1
oy = min

o [i(@F) [VD (a)];

(10.22)

Vi) [VD (xk)] >0, 2, >0  (10.23)

This maximum step size value being obtained, the value of the descent step
size independent of the components, ensuring the convergence of the algo-
rithm, must be calculated by a one-dimensional minimisation method (pos-
sibly a simplified method of the Armijo type [5]), within the interval [0, a]]‘{/[]
in the direction:

dy, = diag [ f; (ﬁ)] diag [xﬂ [—VD (ﬁ)] (10.24)

This direction, which is no longer that of the opposite of the gradient, re-
mains nevertheless a descent direction for D (x).
The general algorithm is therefore written:

b = gk ok gk (10.25)

We can now check that the conditions of KKT (10.15) and (10.16) are ful-
filled at optimum, indeed:

e if 27 > 0, according to (10.19), we have necessarily [V.D (z*)], = 0, that
is A\j = 0; the optimum is the unconstrained minimum, the constraint
is inactive.

o if z; = 0 (z; = € > 0), according to (10.19), to attain the constraint
it will be necessary to have [VD (z)], > 0 that is A} > 0, then, the
optimum is located on the constraint which is active.

e of course, one can have simultaneously z} = 0 and [VD (z%)], = 0;
then, the optimum is located on the constraint which is active and it
also corresponds to the unconstrained minimum.
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10.2.2 Standard Algorithms - Non multiplicative

The algorithms of this form that we will be led to use, strictly correspond
to the previous method, in which we take:

fi(r) =1 Vi (10.26)

10.2.3 Multiplicative Algorithms.

In the algorithm defined by (10.24) and (10.25), a particular choice of the
function f; (z) will allow to obtain purely multiplicative algorithms.

To characterize it for this specific purpose, we observe that if at the conver-
gence of the algorithm we have VD (z*) =0, then, necessarily the gradient
can be written as the difference of 2 terms of the same sign (we can even
say positive without taking anything away from the generality).

We will therefore write:

— VD (xk) —U <$k> _y (xk) .U (xk> >0 Vv (xk) >0 (10.27)

If we define now:

1
Ji (Jfk) = m (10.28)
The algorithm (10.19), (10.24), (10.25) can be written:
K+l _ ko ko kL k k
bt = g} —I—aixiW[U (a} )—V(ZL‘ )L (10.29)
Or also: .
ot = ok 4 aligk {m - 1} (10.30)

We can say, even if it is somewhat trivial, that we have substituted the
[v(=*)],

convergence condition [U (gztk)]Z - [V (:ck)]l = 0 by the condition ea)

1.
According to (10.22), we will have:

of < —gemr i [-VD ()] <0 e [U(at)] <[V (a*)],

k3

v (=*)],
(10.31)
The values for af’ will all necessarily be greater than 1, so does a%, and we
have to remember that these are limit values ensuring that the solution is

i
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positive or zero.
If we choose a descent step size af = 1 Vk, the algorithm takes the form
”Purely Multiplicative (P.M.)” which is written:

il = gk {W} (10.32)

7

On the contrary, the algorithm (10.30) can be interpreted as a relaxed ver-
sion of (10.32).

It is quite obvious that in (10.32) the successive estimates will be positive if
the initial estimate is positive, and that moreover, if at a given iteration, a
component of the solution reaches the value zero (i.e. is on the constraint),
this component will remain at zero during the following iterations.
However, it should be noted that in general, nothing guarantees the con-
vergence of a purely multiplicative algorithm of type (10.32), only a specific
analysis of the divergence D (z) considered will make it possible to ensure
it.

Such an analysis has been performed for 2 particular divergences, the root
mean square (RMS) divergence that led to the ISRA algorithm [29], [30] and
the Kullback-Leibler divergence that led to the E.M. algorithms [32],[58] or
Richardson-Lucy [83], [69].

Moreover, we must note that even if the algorithm (10.32) converges, its
convergence speed is fixed, because there is no longer any adjustment pa-
rameter available. Indeed, for a fixed descent direction, this role is played
by the descent step size.

The low convergence speed is one of the drawbacks (frequently mentioned
in the literature), of purely multiplicative algorithms of the type (10.32).

10.2.4 Effect of the function expressing the constraints.

We will show that by modifying the function expressing the constraints
gi (z), we can achieve a change in the speed of convergence of the algorithms
exhibited in the preceding sections (as long as they converge).

For this aim we choose for example g; () = xi/n, then, the relation (10.13)

@y s
AL -FEY 0

is written:

or also:
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Multiplicative Algorithms.

The equation (10.34) can be written as follows:

at n n U (2*)]"
v 0 - =0 = = g 1=
10.
Then, the algorithm (10.19)(10.25) can be written as: (10:35)
opt = af + ofaf W ~1 (10.36)
A K2

To illustrate the change in the behavior of the algorithm (10.36) with respect
to the algorithm (10.30), in connection with the form of g; (z¥), we are
looking at the corrective term “A” which can be developed in the form:

= —p— p
v (S 0LV E) @] )] =0
(10.37)
Which means that the f; (azk) factor here takes the form:
i, —p— P
fi (a*) = m pZ:: v <xk>] ' v (ﬁ)] (10.38)

The expression of f; (mk) = W (10.28) here is multiplied by:

—_

n—

T = DY) A CO) A SRS

i i
p:

Apart from the obvious change in the direction of descent, we observe that
when we are close to convergence, i.e. when [U (ﬂvk)]Z — [V (:L'k)]Z this
change results in B — n; so the descent step size is progressively multiplied
by a factor that tends towards “n”; so we can expect a gain of a factor of
about “n” on the convergence speed.

In a relaxed algorithm, this effect is counterbalanced by the computation of

the descent step size in the modified direction, so there’s no risk of divergence



186 CHAPITRE 10 - ALGORITHMIC POINT OF VIEW.

for the algorithm, but then the gain in speed is partially suppressed.

On the other hand, if we consider the algorithm written in the form (10.36)
and we choose a descent step equal to 1, we will obtain a purely multiplicative
algorithm which is written as follows:

U ("))}

L
[V (%))}

k
7 =

(10.40)

This is the form frequently proposed in the litterature [90], [97], to achieve
a convergence speed gain of a “n” factor, but again, as is often the case in
fixed step size algorithms, nothing guarantees convergence, and, to put it
roughly: if you want to go too fast, you often go to the wall....

Standard Algorithm - Non multiplicative.

In this case, the equation (10.34) can be written:

n—1 . »
A ) ) E)]) -o
(10.41)
The fonction f; (mk) =1 is here replaced by the expression:
A =S e
p=0

It should be noted, however, that with such algorithms, for convergence
problems, the calculation of the descent step size is indispensable, which
somewhat cancels out the effect of acceleration, if any.

10.2.5 Specific case of simplified divergences.

The application of the SGM method and, in general, of the methods de-
scribed in the previous section, implies that the divergences considered have
a minimum (possibly zero) when p; = ¢; Vi.

This being the case, in the expressions of certain divergences, simplifications
of the type >, p; = >, ¢; have been explicitly introduced, or in the case of
comparisons between probability densities, >, p; =), ¢ = 1.

When this type of simplification has been introduced in a divergence, al-
though the divergence considered is zero for p; = ¢; Vi, the gradient with

“w .

respect to “q” may either never cancel out or cancel out for p; # ¢;, as has
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been shown in many examples.

These divergences are thus “a priori” not usable in the context which is ours;
however one can nevertheless try to exploit them in spite of the simplifica-
tions carried out, by introducing variables which are explicitly of the same
sum, for example normalized variables.

We will notice that this operation, whose objective is to enable the use of
the simplified divergences, allows to take into account the sum constraint at
the same time as the non-negativity constraint.

This is fully understandable because when one tries to make a divergence
invariant with respect to “q¢” by introducing an invariance factor K* (p,q) =

>, P; . . . . .
ZJ qjv , one obtains a divergence which has the same expression as the initial
545
pi

divergence, but with normalized variables p; = S and q; = ZQifI" thus,
i 4

the normalized variables are used “de facto”, so it is not surprising that the
use of such variables allows to take into account the sum constraint; this is
a kind of justification for the introduction of normalized variables that may
seem somewhat artificial.

In order to explicitly account for these normalizations in the simplified
D (p||q) divergences, we will write them down as D (p||q).

If we denote the measurements by “y;” and the linear model by (Hz),, the
variables used in the expressions of the simplified divergences will be:

_ Di Yi _ 4qi (Hz),
pi = C= ¢ 5 oa= C= —C
ijj Z]‘ Yj Zj 4dj Zj (Hx)j

C>0

(10.43)
Two cases occur in a classical way (not restrictive): either the data fields are
typically probability densities, then C' = 1, or we deal with deconvolution
problems such as those encountered in image deconvolution, then C' = )" y;.
Of course, the problem of convexity of the divergence thus modified arises;
indeed, taking into account the normalization introduced, if the divergence
considered D (p||q) is convex with respect to “ g7, is it still convex with
respect to “q”, therefore with respect to “z”?
One fact is certain: if 37, (¢); = >_; (Hz); is maintained constant during
the minimization process, D (p||¢) will be convex with respect to “x”.

We will use the notation:
D(pllg) =Y _dpilla) = d; (10.44)

Then, we have:

(10.45)

oD (pllg) _ 3 0d (pil|:) O
qm 0q; Iqm,
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With:

gq(f_; - quj (52"“ - %) (10.46)

So it comes:

aD(pllg) ~ C [ad (DI G ZC pqu] (10.47)

Oqm B Zj q; Ogm 0q;

If we now take into account the fact that we are using a linear model, we
have:

oD (pllg) aD (pllg) 9g; oD (pllg)
5 :Z 5 JZZhﬂi@qj (10.48)
J
SO:
_0D(®lg) _ ad; (pl|q) , g [ 9di (pllg)
Oxy Zh [ 0q; ] zj:hj’l ZZ:C[ 0q; ]
(10.49)
Or also:
dD(pllg  C T | Q| [ oD (5lg)
o Y, (Ha), " Zh“ c[ dq ]
(10.50)

In this expression, @ is a matrix in which all the lines are identical and equal
to [q1 ¢ .....qn) with >, ¢ = C and [%—g] is the vector of partial derivatives

od;

|52
Another writting may be more appealing, considering Richardson’s [83] and
Lucy’s [69] deconvolution algorithms (for example):

-G -

C
Here, H is a matrix whose columns are of sum 1.

(10.51)

Algorithm.

From the above considerations, we can write an SGM-type algorithm in

the form: 3D (5lia
o = ob 4 gkl [_(qu)] (10.52)
le
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that is:
X[ | T
or also:
o -ave (o Eg o200 R o[22
(10.54)

With this algorithm, we have:
Zx’f“ Zx (10.55)

To show this, we calculate: ), a:é”’l and we look at what are becoming the
terms between the braces of (10.54).
For the first of these terms, we have:

Yihji [—r [ 8D
seAos 7 [onll, = s 2o [oal - S [-oa
(10.56)
For the second term of the brace, given the properties of the matrix @ in
which all the lines are identical, the term:

el -2l e

is independent of “I”; therefore, we can write:

fozf' el [Qk [_31}” Py hﬂlefczqk [_619] —y g [_61?]
24 9q* ||, >4 =L ogt], <7 | o+,
(10.58)

To summarize, if we are returning to the equation (10.54), the term between
braces will give in the sum, a null contribution, and we will have:

szﬂ > af (10.59)
l

In conclusion, the algorithm (10.53),(10.54) ensures that the sum constraint
is satisfied. This is a consequence of the introduction of the variables in the
form (10.43).
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However, it should be noted that the relation (10.59) is absolutely not equiv-

alent to:
Zl: (Hﬂ“)l - zl: (HatHl)l (10.60)

so that the convexity of the initial divergence from the “x” variable is still
not assured unless the H matrix is column-normalized.

If this is the case, the relations (10.59) and (10.60) become equivalent; this
property will be reused in the following section.

Purely multiplicative form of the algorithm.

Q

Given the properties of H and of the matrix & (for each line, the sum
of the terms is equal to 1), in the relation (10.53), we can make —%—g >

0 without changing the expression of the gradient, by adding a constant
(— min; [—g@?} ).
q;

We denote [—%—g} . the shifted vector.

[ aDL __9b_ min [—adl} +e (10.61)

S 0q 9qg i 0g;
We can therefore envisage a decomposition of the gradient into a difference

of 2 positive terms.
From this remark, in the case of the simplified divergences considered here,

one can write an algorithm in the form:
[ 8D} }
- 10.62)
= (
oq° |, l
Or also:

k1l _ ok skok ) |5T (9D g ([ 0d;
ot = af + 6Fa) {[H <_aqk>jl_;c <—aq£€ ) (10.63)

It has already been noted that the second term of the expression between

braces is a constant independent of the component “”.
As long as ), qr <—g;,§)d # 0, which is generally the case, and with a
descent step size §; = 1, we can exhibit a purely multiplicative form:

k1 _ k [FT [_%}d]z _ 4 © [HT [_%}d}z

! "~ @ (o, xlz hiy gk (24
2 “adk )y 3l 2ai 4 T gk

—k

J:erl = 1:2’C + 5kx§€ { [HT — %

(10.64)

d
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At this point, if we calculate ), a:f“, we obtain nothing but a weighted

sum that is difficult to interpret, indeed, Zj hj; depends on the “I” com-
ponent, on the other hand, if we make the assumption of a matrix H nor-
malized to 1 in columns, i.e. Zj hji; = 1 VI, (which is the case in classical
deconvolution problems), we arrive at something simpler which is written

as follows:
St =% (ka)l =3 af (10.65)
l !

l

Consequently, by introducing the variables in the form (10.43), we also ob-
tained a purely multiplicative algorithm making it possible to fulfill the sum
constraint, at least in the case where the H matrix is normalized in columns,
i.e. in the case of the usual convolution with a positive kernel with integral
equal to 1.

10.3 Introduction of the sum constraint.

In this section, we will rely on the developments of the previous section
and introduce an additional constraint which is the sum constraint on the
unknowns “x;”. Several methods are possible to introduce this constraint;
their use depends essentially on the properties of the divergences considered.

10.3.1 Simplified divergences.

The case of these divergences has been addressed in the previous paragraph.
Indeed, the introduction of an invariance factor equal to

K 0= 22 : (10.66)

allows to show simplified divergences in which the variables are explicitly of
the same sum. Moreover, we observe that (with the exception of a multi-
plicative factor which depends only on Zj p; and which can be omitted),
these divergences are not only invariant with respect to the variable “q”,
but also with respect to the variable “p”.

This property will make it possible to use this type of divergence for regu-
larization problems in which the both arguments of the divergence depends
on the true variable “z”.
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10.3.2 Non-simplified divergences.

This paragraph concerns the Csiszar divergences built on standard convex
functions as well as the Bregman divergences and the Jensen divergences.
With these divergences, we will have p; = y; and ¢; = (Hx),.

The algorithms for minimizing these divergences under non-negativity con-
straint are derived from KKT conditions and can result in multiplicative
algorithms.

The sum constraint ) , x; = C, C > 0 can be taken into account by intro-
ducing the variable change x; = ZLIUJC .

The problem that arises then is t]riat of the convexity of the divergence to
be minimized with respect to the new variable “u”.

An answer to this problem can be the following: the objective function (i.e.

[P

the considered divergence) being supposed to be convex with respect to “q”,
therefore with respect to “z” since ¢ = Hz, it will be convex with respect to
“u” if ; uj is constant during the minimization process, i.e. in the course
of the iterations.

We must therefore write an algorithm of minimization with respect to “u”

of the divergence D (p|lq) = D (y||Hz) with: z; = Zlf”u]
J

must be such that during the iterations ) y uf = (C'st.
Using the notation:

D (pllg) = Zd (pillas) (10.67)
we will have:
oD od (pillqi) Oq; 79D (pllq)
IF N dA\Palgi) = |gTZ= 24/ 10.
oz, Z 0q; Oz 9 | (10.68)

©y "

Then the gradient of D with respect to “u” is written as follows:

oD 0D Oxy,
[&LL B Z O Ouy (1069)
With: 5
Tm 1
we have:

9P _ > Ty — oD (10.71)
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and we have, immediately:

oD
E —-—| = 10.72
ug [ auL 0 (10.72)
This relationship is the key point of the affair.

Indeed, the iterative minimization algorithm with respect to “u”, founded
on the KKT conditions, ensuring non-negativity is written in the form
(10.19):

ur ™t =l + SRy [ (10.73)

Then, with (10.72) we will have:

S ouftt=>"up (10.74)
l l

In the course of the iterations, the trajectory of the solutions will thus be
contained in the convexity domain of the objective function; one can thus
return to the initial variable “x” by dividing the 2 members of (10.73) by
S ubtt =37, uf, and we will have:

A 5k2%u’?$f [C <_§5“>l — Zx’;n <_§£> ] (10.75)
j m "

Or also:
oD oD
do =t etatlo (-08) ~Sa (-08) | uer
- m

Note that in this algorithm the second term in square brackets is a constant
that is independent of the component considered; moreover, the quantity:
1

I
represents globally a descent step size which is calculated at each iteration
by a one-dimensional minimization procedure as indicated for the S.G.M.
method.

Taking into account the relation ), x; = C, we will thus have at each
iteration, independently of the descent step size:

S oaftt=>"ay (10.78)
l l

To fulfill the sum constraint at each iteration, it is thus only necessary to
set an initial estimate “z%” such that Y, 29 = C.

o
ouk |,

Ck:(sk

(10.77)
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* Multiplicative form.

From the algorithm, a multiplicative form can be derived.
To do this, we shift the components of the opposite of the gradient to make
them all positive:

oD oD oD
———| =|—-7==| —min|——— 10.79
[ 3$§]d [ 8:6'?] mlln [ aﬂsf] + € ( )

The introduction of this offset doesn’t change the algorithm.
We can then propose an algorithm that will be the basis of the purely mul-
tiplicative form, which is written:

¢ (-53),

k (_ 0D
mem< 3967'%)(1

af = af 4+ ol -1 (10.80)

With this algorithm, the sum-holding property is preserved over iterations,
regardless of the descent step size.

The purely multiplicative form will, as always, be obtained by using a de-
scent step size (¥ =1 Vk, but then convergence is no longer guaranteed.

10.3.3 Divergences invariant by change of scale.

For these divergences, we rely on the method developed in the previous
sections to build a minimization algorithm that takes into account the non-
negativity constraint.

As far as the summation constraint is concerned, we have two methods at
our disposition:

* Either we normalize at each iteration which does not lead to any variation
of the objective function taking into account the invariance property.

* Either we rely on a specific property of invariant divergences we previously
established.

* Property: Considering a divergence D (p||q), which we render invari-
ant by scale change using any invariance factor, whether it corresponds to it
(“nominal” invariance factor) or not, we obtain a divergence DI (pl|q), for
which we always have:

DI
qua 6(p||q) _o (10.81)
. a
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This property is analogous to(10.72).
Example: Mean square deviation.
The basic divergence is:

MC = Z (pi — @) (10.82)

By introducing the invariance factor K, we have:

MCI = Z — Kq;)? (10.83)

2

The gradient with respect to “q;” is written, all simplifications made:

MCI
86 C = _2K( KQJ a ZQZ pi — Kaq;) (10.84)
qj

Then, we have:

Zq] LU qu —Kg)| [ K+ qu 0K (10.85)

Then, if we use the nominal invariance factor, i.e.:

g
Ko (p,q) = % ;21 (10.86)
1]

which is a solution to the differential equation:
0K
K+) ¢-—=0 (10.87)
7 94

the expression of the gradient (10.84) becomes simpler because the second
term is zero.

We still have the property (10.81).

Similarly, if we use another expression of K, for example:

Zz bi
Zl qi

which is another solution of (10.87), we also obtain an invariant divergence,
the expression of the gradient (10.84) does not simplify, but we still have
the property (10.81).

K*(p,q) =

(10.88)
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Some comments on the use of K* (p,q).

We recall that when a divergence D(pl||¢) is made invariant by using the
invariance factor K*(p, q), the divergence obtained is similar to the initial
divergence in which the variables “p” and “q” are replaced by normalized

variables p; = Ep-ip]‘ and ¢ = Zii%'? possibly with a multiplicative scalar

factor which depends only on the measures “p;” and which can be omitted;
simplifications can then appear.

Therefore, the invariant divergence DI(pl||q) obtained with this particular
invariance factor is denoted as D(p||q) with:

D(pllg) = Zd(ﬁillcﬁ) (10.89)

(1%}

and the gradient with respect to “q” is written as follows:

0DI(plla) _ OD(plla)

10.90
oq oq ( )
It is calculated as follows:
oD(p||q) od(p; || @) od(pi||qi) 0q;
S 1 VA ARy Ry 75 10.91
Iq Z oq Z 9g;  Oq ( )
With: 9% 5 ~
q; il q;
—_— = — 10.92
O >4 X4 (10-92)
So:

O ;4| O b9g

We can observe that the classical relationship for invariant divergences:
0DI(p|lq o0D(pl||q

p oq ; Oq

is fulfilled.

Algorithm:
In the context of the use of a linear model ¢ = Hz, the calculation of the
gradient with respect to “x”, true unknowns of the problem, follows by the

ODI(pllg) _ [ r9DI(plla)
oz dq !

relation:

(10.95)
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Given this relationship, the algorithms for minimizing scale invariant di-
vergences under non-negativity and sum-of-unknowns constraints can be
written directly according to the method indicated above, in the form of:

Té’DI(quk)}
l

k+1 _ k k.
=1 +atr [—H gk

(10.96)

Non-negativity and convergence are ensured by a computation of the descent
step size, but whatever its value, we will always have:

Y aptt = ap (10.97)
l l
Indeed:
St =S e vy {xf [HT (—ang(fHQ))]l} (10.98)
l l l
Which can be written:
Yoaft =N "af by { (ka)l (—W)l} (10.99)
! ! !
And then:
Z:cf“ = fo—FakZ{qf <_3Dg(§kp|m)>l} (10.100)
l l l
Taking into account the property (10.81) we have:

S oaftt=>"ay (10.101)
l l

It is therefore enough to fix the sum of the components of the initial estimate
to maintain this sum during the iterative process.

Moreover, as for all the algorithms proposed in the preceding sections, the
maximum step size aﬂ“w ensuring non-negativity is calculated first,
then the descent step size ensuring the convergence of the algorithm is cal-
culated at each iteration by a one-dimensional search method in the interval
[0, ).

On the other hand, it should be noted that a purely multiplicative algorithm
deduced from the SGM method would not spontaneously possess this prop-

erty of maintaining the sum.
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However, nothing prevents us from proposing such a purely multiplicative
form. Indeed, for all the divergences considered, we can observe (although
there is no formal demonstration of this property) that the opposite of the
gradient is always written as the difference of 2 positive terms, i.e.:

ODI(pl|q"
—HTa(pk’q )] =Uf =V suf >0 5V >0 (10.102)
q !

Then, following the S.G.M. method, we can propose a multiplicative algo-
rithm obtained using a descent step size aof =1 Vk written as:

Uk

af = o} [k} (10.103)

4 l
Of course, there is no evidence of convergence of such algorithms for all the
divergences, since the descent step size is fixed, however, the non-negativity
constraint is satisfied for a positive initial estimate.
On the other hand, the sum constraint, which is not automatic as in algo-
rithms of the form (10.96), can be ensured here by a normalization at each
iteration; indeed, taking into account the invariance property of the diver-

gences considered, this operation does not modify the value of the objective
function i.e. of the divergence.



chapter 11 -
Applications to the Non
Negative Matrix
Factorization.

11.1 Introduction.

In this chapter, there is no attempt to repeat the work dealing with factor-
ization in non-negative matrices (N.M.F.); a very extensive bibliography on
this subject can be found in [25] and in [15].

Instead, we will develop algorithms that take into account the sum con-
straints involved in NMF.

In addition, we will demonstrate the interest of using scale invariant di-
vergences; indeed, some properties of these divergences allow to take into
account easily sum constraints. These properties will be established, and
their influence on the corresponding algorithms will be shown.

Regularized algorithms are also considered, whether the divergences are in-
variant or not.

Some problems related to purely multiplicative regularized algorithms as
proposed in the literature have been reported in Appendix 9 and it will be
explained why such problems do not appear in the methods proposed here.

11.1.1 Linear unmixing.

The problem is presented in the context of hyperspectral data.

At the simplest level, which is the linear unmixing problem, we have the
measurement of a spectrum (1 only). The measured data are therefore the
intensity values at different wavelengths, arranged as a vector “y”; this can

199
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be seen as the decomposition over wavelengths of the intensity in 1 pixel of
an image. The sum of these intensities thus represents the total intensity
“a” in the pixel considered ), y; = a.

On the other hand, we have a certain number of spectra of simple elements
(endmembers); each of these spectra is arranged in a column (vector), the
juxtaposition of these columns forming a table that can be considered as a
matrix H.

The problem is to find the weights “z” (positive or zero, of course) such that
the observed spectrum is described as a weighted sum of the basic spectra,
that is, of endmembers.

So we have to solve with respect to “z” a problem that is written in a matrix
form:

y=Hz (11.1)

Furthermore, we would want that these unknown coefficients sum to 1, in
order to obtain percentages of each of the elementary spectra in the mea-
sured spectrum.

Without further details on the elementary spectra available (for example
the integrals of these spectra), the problem seems to me to be unsolvable;
for a solution to be envisaged, all the spectra considered, both the measured
and the reference spectra, would have to be of the same integral (i.e. the
corresponding vectors would have to be of the same sum).

One possibility is to use reference spectra normalised to 1, and to impose
as a constraint on the sum of the weighting coefficients >, x; = >, y;, the
percentages being then easily obtained.

Another solution is to use reference spectra normalized to 1, and to nor-
malize the measured spectrum to 1, then the constraint on the sum of the
weighting coefficients at 1 is immediate.

In both cases, the common point is the normalization of the reference spec-
tra, i.e. the sum to 1 of the columns of the H matrix.

However, if we perform a simulation, that is, if we generate the measured
spectrum as a weighted sum of elementary spectra with weighting coefficients
of sum 1, we can hope to find a solution to the inverse problem, whatever
the integrals of the reference spectra, but then we are very far from the real
problem.

The real case that comes closest to this situation is the one where the “end-
members” with the “right” properties are extracted from the data prior to
solving the inverse problem.

Finally, in a real case, an additional problem may arise, because if we have a
very large set of reference spectra, even if we assume that all integrals prob-
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lems are solved, we may think that all reference spectra will not necessarily
contribute to the measured spectrum, then the corresponding weighting co-
efficients will be zero, so we have to consider that the solution of the problem
i.e. the vector of weighting coefficients has a “sparse” structure, which in-
troduces an additional constraint.

11.1.2 Multispectral case.

Here, the problem becomes a little more complicated.

Suppose we have an image, the result of an observation; the intensity in
each of the pixels of the image is decomposed according to wavelengths as
in the previous section, so we will have as many measured spectra as there
are pixels in the image; each of these spectra (vector) constitutes a column
of a table that represents the measurements. For the moment, it is only a
table (not yet a matrix).

Note that the sum of the components in a column represents the total inten-
sity in the corresponding pixel and there is no reason why all these values
should be equal.

Knowing as in the previous section a set of reference spectra (column vec-
tors) juxtaposed to form a matrix H, the problem is thus to find for each
measured spectrum, the vector (column) of the weighting coefficients.

This is just a succession of problems similar to the one described in the
previous section.

If, now, to see the problem as a whole, the (non-negative) weights are ar-
ranged in column vectors, the juxtaposition of these columns forms a table
X which can be called a matrix and treated as such.

The problem can now be written in matrix form:

Y=HX (11.2)

Where Y is of dimension (L * C'); “L” is the number of wavelengths, “C” is
the number of pixels in the observed image,

H is of dimension (L x M); “M” is the number of reference spectra,

X is (M *C).

Obviously, “L” and “C” are fixed by the experimental conditions from which
the measured spectra are obtained, while “M” depends on the number of
reference spectra that are available.

If the columns of the matrix H are normalized to 1, then we have ) Y;; =
>; Xij, Vj; this last inequality will constitute a constraint of the problem.
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11.1.3 Case of the NMF.

Here, things get even more complicated, indeed, in this case, we only have
the Y measurements and we’re looking for both the reference spectra matrix
H and the weighting coefficients matrix X.

The first difficulty which appears in an obvious way is the multiplicity of
the solutions, indeed, the relation Y = HX can be written Y = HDD™' X,
with D invertible with non-negative terms, and any decomposition of the
form H = H D, X = DX also provides a solution.

From this point of view, the introduction of constraints such as ), H;; =
1Vjand ), X;; =), Yi; Vi, helps to reduce the ambiguity.

However, an appropriate choice of “M” is generally critical, this choice is
of course problem dependent; nevertheless, “M” is often chosen such that
M << min(L,C), which is singularly imprecise. In Lee and Seung’s article
[67] another rule is proposed, it is written M < ijr—cc, which corresponds to
the rule “number of data > number of unknowns” which can be understood
in the context of systems of linear equations.

Finally, it’s clear that the product HX is only an approximation of Y to
the rank “M”.

11.2 Generalities.

All the problems previously mentioned imply looking for the solution of a
minimization problem with respect to the unknown parameters, a discrep-
ancy between the measures ¥ = P and the linear model HX = (). By
noting D (P||@) the divergence between the tables (matrices) P and Q:

D (P|lQ) ZD (Pij1Qi5) :ZDz’j (11.3)
(4] i

With for our applications:

Pyj =Yij; Qi = ZH Xy (11.4)

The minimization techniques proposed in the literature and used in this
book require the calculation of the gradient of this divergence with respect
to the elements of the matrix H as well as with respect to the elements of
the matrix X.
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* Gradient with respect to the elements of the matrix X.

By introducing the matrix [A] such that:

oD
Al = | —
4= |53,
We can write in matrix form:

R S A

- Details of the calculation.

The gradient is derived as follows:

D (P|Q) _ D (Yin [HX]ij) O [HX],;
With:
0 [HX]z] aXl]
X = 2, = 2 Hadindm
We have:
% — H. 5.
aXnm nY%im
Then:
oD (P||Q) _ oD (YLJH [HX]ij) 5.
0Xnm — 0[HX],. e
iJ v
And finally:
D (P||Q) _ x— 9D (Yimll [HX],)
OXpm Z OHX],,, Hin
Or also:

* Gradient with respect to the elements of the matrix H.

Using the matrix [A4] (11.5), we will have in matrix form:

RN N

203

(11.5)

(11.6)

(11.7)

(11.8)

(11.9)

(11.10)

(11.11)

(11.12)

(11.13)
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- Detalils of the calculation.

The calculation is as follows:

D (P|Q) _ oD (Yin [HX]U) 0 [HX],; (1114
O 4= O[HX],;  OHum .
We have: 5 [HX]
0H;
m oI = Z SinOum X1 (11.15)
Then:
% — S X (11.16)
8Hnm in<mj
So:
op(PlQ) _ 0P (ullNy)
0Hpm r 0 [HX]Z] in<Ymj .
And finally:
D (PIQ) _ 5P (! [HX}"j)X - (11.18)
OH - d[HX],; m '
Or also:
aD P||Q Z (YnjH [HX]n) ¥ XT (L19)
j 0 [HX]nJ j 8@”3 o '

11.3 Algorithmic.

11.3.1 Principle of the method.

The unknowns of the problem are the matrices H and X of the product
HX = @, the data are the matrix Y = P. We look for H and X by
minimizing a divergence between the matrices Y and H X which is written
as follows:

X; H;= Argmin D (Y||[HX]) = Arg min ZZD (YWH [HX]W>

X,H X,H Y
(11.20)
We can notice that we so write a divergence between the columns of the two
matrices, and that we then sum over all the columns.
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The method of minimization generally proposed is an iterative method in
which one operates alternately on the two unknowns which can be summa-
rized for example according to the diagram:

1 - Tteration on H: X*  HF — Xk [gktl

2 - Iteration on X: X* | Hkt1 5 Xk+1 = prk+l

It is this flowchart that will be considered in the rest of the computations,
but the order of update is not mandatory.

In this diagram, one point remains to be clarified: is the updating done
element by element, or column by column?

From my point of view, given the constraints imposed on the columns of H
and X, it is obvious to operate column by column.

Indeed, the constraints imposed on the unknowns are as follows:

*Hij >0 Vi, j.

* X >0 Vi, j.

*y L Hiyj =1 Vj.

* 2 Xig=2Y Vi

If the columns of the matrix Y are normalized to 1, the sum constraint on
X becomes:

Y Xy =1 Vj.

The main difficulty encountered in this problem is that even if the divergence
considered is separately convex in H and X, it is not jointly convex with
respect to the two unknowns; consequently, there is no guarantee that the
absolute minimum is reached by the proposed algorithmic method, one can
only say that a local minimum of the objective function is reached, therefore
a solution that is not necessarily optimal.

* An alternative approach.

In the problems of searching for saddle points in constrained optimization
based on Lagrangian methods, we are led to operate on primary variables
in a minimization step and on dual variables in a maximization step.

Two algorithmic methods are proposed [28] (p.131-132, fig.3.10-3.11):

1 - The Arrow-Hurwitz method, in which an iteration step (minimization) is
performed on the primal variables followed by an iteration step (maximiza-
tion) on the dual variables.

The procedure described in the previous section has a clear analogy with
this method, it is of course understood that in the case of NMF, we must
successively minimize with respect to the two unknowns.

2 - The Uzawa method in which one performs a mininization (several itera-
tive steps) on the primal variables until a stop criterion is met, followed by
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a maximization (several iterative steps) on the dual variables until a stop
criterion is met, and so on.

The Uzawa method allows us to consider a procedure for MMF that would
consist of first minimizing H (for example), doing several iteration steps
(until a stop criterion is fulfilled), then repeating the same procedure on X,
and so on.

Such a procedure has never been considered to my knowledge for NMF,
however, the example shown in [28] seems to indicate better results with the
Uzawa method in terms of convergence speed.

Of course, this is just an example applied to saddle point research, i.e. in a
very different context, and therefore nothing is well established....

This alternative method is not used here; it has been used for blind decon-
volution in [59], [60].

11.3.2 TIterations with respect to H.

Whatever the type of divergence used, whether it is scale invariant
with respect to () or non-invariant, taking into account the sum
constraint on the columns of H implies to proceed by means of a
variable change method.

- Important remark.
Multiplicative algorithms can always be obtained by introducing
a shift in the terms constituting the gradient of the divergence
considered; this point will be developed in the following section.

**In this section, we note Q = H*XF.

1 - Non-multiplicative algorithm.

In order to take into account the constraint ), H;; = 1 Vj, we proceed to
the change of variables:

Zij
H;; = (11.21)
YT
First, we build an iterative algorithm on “z”, then we go back to an algo-
rithm on H.
To do that, we have:

oD oD OH;,,
Oz - OH;m, OzZnm (11.22)
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With: SH )
LA Sin — Him 11.23
Do S 2 ( ) ( )
We have:
Oin — Him 11.24
aan Z 8Hzm Zl Zlm ( ) ( )
And finally:
oD 1 oD oD
_ — H;ypy—— 11.25
8an Zl Zlm 8Iflnm Z 8Hzm ( )
One can immediately verify that we have:
oD
> g (11.26)

We are reasoning on the column “m” and we write in a first step, an algo-
Ko

rithm on the “n” component:

2Rl =k ok ok [— oD ] (11.27)

nm nm~nm Dk
nm

Taking into account the considerations on the determination of the descent
step size outlined in Chapter 10, an algorithm that ensures the non-
negativity and convergence of the algorithm for all “n” components can
be written in the form:

ZEHl = ok k 2k [ OD] (11.28)

nm nm + amznm a k
an

and finally, taking into account (11.25):

k
k+1 _ k k _*nm 11.2

From this expression, according to (11.21) and (11.26) we can easily verify

that we have, Vm:
Z AR Z P (11.30)

With such an algorithm, we move in a solution space such that ) zy .
Cte Yk, so if the divergence considered is convex with respect to H, the
convexity is maintained during the change of variables.
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Therefore, going back to the algorithm (11.29), and dividing the whole by

ko .
n Znm» 10 comes:

HE oD oD
nm nm T Qi Zl me aHrkL;m zZ: mm aHng ( )

k
5k' — [S75T R

k-
m Zl Zlm

oD oD
HFL = gE 4 5k g — -y HE (- 11.32
Which can be written in condensed form:

oD T/ 9D
HER = R 4k EE { <_8H;§m> - [(H’“) <_8H’f>] } (11.33)

Note that the second of the terms between braces is a constant for the
column “m” considered.
It can then be observed that regardless of the descent step size 57'%, we have

Vm:
S HMI=N"Hf, =1 (11.34)

n

or also, with

The algorithm (11.32) (11.33) represents the algorithm correspond-
ing to the iterations on H for the NMF.

It is initialized with:

* H such that > HY, =1 VYm.

* X% such that Y, X0 =" Y, Vm.

Note that in this algorithm, one can update the H matrix, column
by column.

Using the expression of the gradient relative to H (11.13), we can also write
the algorithm (11.32) in the form:

oD
Hk+1 — Hk k Hk _ XT
nm nm T 5m nm Z 8in Im

l

oD
_ ZHkm (zl: [_aQH] Xl{n)] (11.35)

Or else in condensed form:

it =it ottt {[(<52) x| - [(#)" (-55) XTJ%}S)

With, of course, in that expression, X = X* and Q = H*X*.
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2 - Multiplicative algorithm.

If we want to obtain a multiplicative algorithm while preserving the non-
negativity and sum constraints, we must first introduce an shift of the com-

dD
8Hfj

them all non-negative; to do this, one writes:

op] [ ep]__ [ op
COHF d_ 8Hl.’fj i OHF

)

ponents of the opposite of the gradient [— ] in such a way as to make

+e (11.37)

Taking into account the definition of H;; (11.21), the algorithm (11.32) can
be rewritten:

HEFL—gh o4 gk gk [( > Z ( FHE > ] (11.38)

With this algorithm, the property (11.34) is maintained and using the SGM
method presented in Chapter 10, we can write an algorithm which is the
basis of the multiplicative forms, as follows:

k
Hytl = HY,, + 65 HY,, Mimld 4 (11.39)
> b, (=522
ehim \BHY, ) g

As is always the case, a purely multiplicative algorithm can be obtained if
one chooses for all iterations a descent step equal to 1.
The algorithm is then written:

oD
(~aite.)
Hyt! = Hyy - H”maldj (11.40)
> Hzm( DHF )d

m

Using the expression of (11.13), we can also write, with X = X* et Q =
HFXF:

HEY = gk (Zl {_%} Xl::”)d (11.41)
il (5[] ),

But of course, if the non-negativity and sum constraints are fulfilled, there
is no guarantee that such an algorithm will be convergent.
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11.3.3 Iterations on X.

For these unknowns, in order to impose the constraint ) , X;; = > . Y;; Vj
(possibly =1), two cases must be distinguished depending on whether the
divergence to be minimized is scale invariant or not.

If a non-invariant divergence is used, a change in variables similar to that
used for H must be introduced.

If an invariant divergence is used, the implementation of the general prop-
erty of these divergences deduced from (3.7), allows to ensure that the sum
constraint is satisfied, without it being necessary to introduce a change of
variables; this aspect will be developed in the section devoted to the scale
invariant divergences.

In this section, we develop the case of non-invariant diver-
gences; we therefore proceed by change of variables.

The use of non-invariant divergences associated with the vari-
able change method will lead to multiplicative algorithms for X in
a similar way to what has been done for H.

We have obtained H**!, we know X%, we are looking for X*+1,
so here, Q = HF 1 XF,

1 - Non-multiplicative algorithm.

Taking into account the sum constraints imposed on the columns of the
matrix X, the change of variables corresponding to X is written as follows:

t..
Xij = ﬁ YV e D Xy=> Y, (11.42)
l 4 l

For a divergence D (P||Q), the gradient with respect to “t” is written as:

D (P|Q) <~ 9D (P|Q) 0Xim
Otm 2 0Xim  Otum (1143)
With:
aXz Zl lem Xz Zl lem sz
- Sin] — — Sin] — 11.44
atnm Zl tlm [ ] Zl tlm Zl tlm [ ] Zl tlm ( )
We have:

87fnm B Zl tlm 8Xnm a Zl tlm aXz
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From this we deduce the iterative algorithm corresponding to the component
“n” of the column “m”:

kg [ZlYlm (_8D(P||Q)>

thtl — ¢k 4o

1 oD (PIIQ))
— DG [l 2 11.46
Zl téﬂm ; o ( 8szm ( )

Taking into account the considerations on the determination of the descent
step size as specified in Chapter 10, an algorithm that will guarantee the
non-negativity and convergence for all the components “n” can be written

in the form:

thtl =1k +ak ik [

21 Yim <_5D (PIIQ))

R DV OXfim
1 oD (P HQ))
— D A it Sl A 11.47
Zl t;cm EZ: " < 6szm ( )

We can then easily verify that we have:
ot ="t (11.48)
n n

Consequently, if the divergence considered is convex with respect to X, the

change of variables will not modify this property.
k
By introducing the descent step size 5,]% = Za’;k , we can therefore go back
1 lm
to the initial variables by dividing the two members of (11.47) by > tF .
which leads to:

3 oD (P|Q)
k+1 _ vk k vk —

_ fom <_8D0g2‘fl@>] (11.49)

Which can also be written in condensed form:

9D (P|Q)
k+1 _ vk k vk
Xn;vtb - Xnm + 5anm { (; Y2m> (_ OXFk o

- [(Xk>T (—Wﬂmm} (11.50)
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Note that the second term in the braces is a constant for the whole “m”
column.

With an initialization such as >° X9 =" V,,, Vm, taking into account
the change of variables (11.42), we can check without difficulty that the sum
constraint on the columns of X is satisfied and that we have:

Zxkﬂ Z :ZYW Vm (11.51)

In this algorithm, we will use the expression of the gradient with respect to

X:

oD (P||Q)

{ e ” } Z { } (11.52)
With H = H*! and Q = HF1XF

2 - Multiplicative algorithm.

If we wish to obtain a multiplicative algorithm while preserving the non-
negativity and sum constraints, we must first introduce a shift of the com-

aD
axfj

them all non-negative; to do this, one writes:

oxk . B oxk i Xk

We can then rewrite the algorithm (11.49) in the form:

3 9D (P||Q)
k+1 _ k xyk —
A = o O K [( , Y“”) ( 0Xim  /a

-y Xk, <—w>d] (11.54)

According to the SGM method presented in Chapter 10, we can deduce
the algorithm:

ponents of the opposite of the gradient [— } in such a way as to make

te (11.53)

v (_6D(PHQ))
Xk = xE 4ok x* Lt "ot )y

vonm Z X OD(P||Q
i 5%( 5‘(ifl ))d
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Then, using a descent step size equal to 1, we obtain the purely multiplicative

algorithm:
oD(P
_ (24 Yim) (_ 8§(7’§|7|71Q))d
e S k 9D(P||Q)
2 Xim (_ X}, >d

We can easily verify that we have: Y Xkl =35V, ..
Nevertheless, for this algorithm, as for all algorithms with a fixed descent

step size, there is no guarantee of convergence, even if all the constraints are
fulfilled.

(11.56)

* Important remark : We will see in the following sections that, in the
particular case of “Alpha divergences”, given the specific expression of
the gradient, the iterative algorithm on H (11.32) and the iterative algorithm
on X (11.49) have a simplified expression that makes the shift unnecessary.
Thus, a multiplicative algorithm can be written directly using the SGM
method presented in Chapter 10.

11.3.4 Non-invariant divergences - Overview of the algorithms.

By performing alternately the iterations, first on H, then on X, and with
the initialisations:

* HO such that Y, HY, =1Vm

* X9 such that -, X9 =3 Vi, Vm;

we first have:
X = XF H = HF et Q = HF X*

The algorithm obtained using the change of variables on H is written as
follows (11.32):

HEH — +5’,;H,’§m[< o ) Z < PH >] (11.57)

or also (11.35):

oD
k+1 _ k rrk _ T

l

k 0D |
_Z:Him (21: {_8@-1] le>] (11.58)
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The algorithm can equally be obtained in a purely multiplicative form
(11.41):

HEH — pk (Zl [din} lm)d (11.59)
> ik, (S [-88] X3,

At this point, we have:
0 = A X = XF and Q = HFIXF,

With 0 = Za , the algorithm obtained using the change of variables
lm

on X (11.49) is written:

aD (P|Q
Xkt b ik, | (S0 ) (<2512

Z ( ‘W)] (11.60)

In this algorithm, we will use the expression of the gradient with respect to
X:

o | =2 )., ey

The corresponding algorithm in purely multiplicative form (11.56) is written

as follows:
Y 0D (P||Q
(Zl lm) ( a(XkH )>d

nm

k 9D(P|Q)
¢k, (-252),

Xkl — xk (11.62)

At this point, a cycle has been run on the 2 variables; we have therefore
obtained H**! and X*+1,
11.4 Applications to some typical divergences.

In this section, the algorithms corresponding to the “Alpha” and “Beta”
divergences are discussed.
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11.4.1 “Alpha” divergences.

The basic divergence (5.15) when applied to tables is written as follows:
A(P|Q) = Z Z [PYQL> APy —(1-2Qu]  (1163)

The expression of the gradient with respect to @) is written as follows:

9A(PllQ) _ 1 [1 - (an>1 (11.64)

We proceed alternately to iterations, first on H, then on X.

* Ttérations on H.

** First, we have: X = X¥ H=H* P=Y and Q = HFX*
From (11.64), we have:
8A PHQ Z@A P||Q _ lz [ < n])A
0G,; a2 Qnj
The iterative algorithm on H is then written from (11.35):
A
HEYV=HE + ‘S’ELH,’;m Kzl: (g:i) -1 Xﬁ)

_ k & /\_ T
ZHm (zl: <Qil) 1] le>] (11.66)

This algorithm can be used as it is, or a multiplicative algorithm can be
obtained by performing an offset as defined in the previous section.
However, in the particular case of the Alpha divergences, a simplification
occurs and the algorithm (11.66) is rewritten:

&k P\
k+1 _ k m rrk nl T
-5 nt ( <Pil)AXT)] (11.67)
- im §l Q'L’l Ilm .

xI (11.65)

ym
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Consequently, the multiplicative algorithm will be obtained without the need

k
for an offset, by taking a descent step size equal to %" =1, from the expres-
sion:

A
Py T
5k El( n) X
HE = HE 4 TmEk A

A oA
* Ttérations on X.

** First, we have: X = X¥ H = H1 P=Y and Q = HFF1X*

—1 (11.68)

From the expression (11.64), we have:

dA (P|lQ) 7 0A(P||Q)
o= ;HmaQ]m (11.69)
Or also:
A
24(P19) 1 Hz -y () (11.70)
j I

Considering the properties of H, it comes:

0A(P|Q) 7 OA(P|Q) _ 1 im )
0Xom ZJ:H”J OQjm A Z < > e

From (11.49) the iterative algorithm on X is then written:

A
Xk = xk +—ka ZY,m Z ( m) 1
-y xtk ZHT(PJ"”>A—1 (11.72)
i m - 1] Qjm :

Which can be simplified by:

A
Xk = Xk +ﬁXk ZYlm Z ( m>
Sy xk, S HE <ij)A (11.73)
: im - ij Qjm :
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The multiplicative algorithm can be obtained from (11.72) by introducing
an offset to render the bracketed terms positive.

However, due to the simplified form of the Alpha divergences (11.73), a
multiplicative algorithm can also be obtained without the need for an offset.
Indeed, such an algorithm is obtained by taking a descent step =* O, m equal to
1 Vk from the expression:

P \A
e[S | Hn (52
k+1 k Om vk J
£oxk 5,5 (5]

11.4.2 “Beta” divergences.

The basis divergence (5.20) applied to tables is written as follows:

B(P|Q) = 2 Z [Py =Py - (1-N@Qy]  (11.75)
The expression of the gradient with respect to () is written as follows:
B (P
oBLPIQ) 622 19 Q- QP (11.76)

We proceed alternately to iterations, first on H, then on X.

* Ttérations on H.

** First, we have: X = X*¥ H=H* P=Y and Q = H*X*

From the expression (11.76), we have:

9B (P|Q) ZaB PIIQ

oH, = [QQf - QQ;QPM] xh, L)

J

The iterative algorithm on H is then written from (11.35):

HIAY = B+ 051 | S (@072 - Q)Y ) X
J

Z Z (Q?j Py — Q3 1) (11.78)
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To obtain a multiplicative algorithm that maintains the flux, there is no
other solution than to shift the terms in " i of the previous expression to
render them positive.

* Ttérations on X.

** First, we have: X = X¥, H = H! P =Y and Q = HF1 XF

From the expression (11.76), we have:

OB(PIQ) _ 5 7 0B (PIQ) -

A-1 A—2p,
OXnm " Qi (Q]m - Qm ij> (11.79)

J

From (11.49) the iterative algorithm on X is written as follows:

XA = Xk, 485, (zym>zﬂ (@52~ @35)
l J

S xt, S HE (Qj.nfpjm . Q;,;l) (11.80)
i J

Considering the properties of the columns in the X matrix, the flux will be
maintained throughout the iterations.

The multiplicative algorithm can be obtained from (11.80) by introducing
an offset in order to make positive the terms of the form 7> j” of the pre-
vious expression.

Note: Unlike the case of Alpha divergences, a grouping of terms
with the same sign in (11.78) and (11.80) can lead to a multiplica-
tive algorithm; however, the algorithm thus obtained will not have
the properties of preserving the sum constraints during iterations.

11.5 Fundamental property of scale invariant di-
vergences.
Two cases are considered in this paragraph:

In the first case, the divergence we will construct will be scale invariant
when all the elements of the ) matrix are multiplied by the same positive
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constant. The divergences obtained will have interesting properties in the
case of blind deconvolution for example.

In the second case the scale invariance property relates to each column of the
matrix @, i.e. the divergence obtained will be invariant when each column
of @ is multiplied by a positive scalar which is specific to it. The divergences
obtained will have properties that will be specifically adapted to the case of
NMEF.

11.5.1 General case - All components of () are concerned
simultaneously.

Here, starting with a divergence D (P||Q) , we first construct a divergence
DI (P||Q) that remains scale invariant when the elements of the @) matrix
are multiplied by the same positive constant.

In this case, the nominal invariance factor, valid for the (Q matrix as a whole,
is calculated as follows:

oD (P || KQij)

e (11.81)

Ko (P,Q) = Arg ming Z
ij

* Fundamental property.

The general property of the scale invariant divergences with re-
spect to the () matrix as a whole is written as follows:

ZQnmaDag”KQ ZQnmaDaIQP”Q) 0 (11.82)

Obviously, this is strictly equivalent to the calculus developed in Chapter 3,

equation (3.7), as long as the matrices @) and %CI;HQ) are written lexico-

graphically.

Note that with the matrix relationship () = HX, the invariance
on () translates into an invariance on X, but not on H.
- Detalil of the calculation.

The general property of these divergences can be established as follows.

We have:
oD (P|KQ) _ Z 9D (Py||KQij) 0 (KQij)

20, 9KQy)  0Qum (11.83)

ij
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but:
0(KQy)  0(KQiy) 0K  0(KQy) 0Q,
um 0K 0Gum T 0Q, 0Qu, Y
That is:
0(KQij) . 0K o
0. = Qugg —+ Kondm (11.85)

which results in:

aD PHKQ ZQUOD PZ]HKQ’L]) oD (an”KQnm)

+ K
(11.86)
then, with Q;; = 8({;[?“), we obtain:
oD (P|KQ) _ 9D (P KQij) 0K
2O o0, |2 ok | |F 2%,
(11.87)

The first term of the second member is zero by definition of the nominal
invariance factor, otherwise the second term of the second member is zero
if the invariance factor satisfies the differential equation, whether or not the
invariance factor is the nominal invariance factor.

So we have:

aDI (P||Q)
Z Qun—50 =0 (11.88)

Therefore, this relation is equivalent to the relation (3.7) which is established
in the Chapter 3 dealing with scale invariant divergences.

11.5.2 The invariance is derived for each column of ().

This situation is particularly adapted to NMF; it corresponds to the case
where a sum constraint on the component occurs on each column of the X
matrix (in the product [HX] = Q).

It is quite clear that the multiplication of the column X ; by a constant,
results in the multiplication of the homologous column [H X ; = Q.; by the
same constant.

A divergence must therefore be constructed with a scale invariance property
when multiplying the columns of ) by various coefficients; consequently, an
invariance factor must be calculated for each column of Q).
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(199}

By denoting the column index as “;” and the row index as “”, the basic
divergence is written as follows:

D (P|Q) = ZZD (P11 Qij) ZZDU (11.89)
j o1

The nominal invariance factor corresponding to the column “m” of the ma-
trix @) is defined by:

Kom = Arg ming » D (P K Qi) (11.90)

i
When the derivation is possible, the different nominal invariance factors are
therefore obtained by calculating for every column “m”, Kj,, such that:

2ok

=0 (11.91)
i
Obviously, the scalar factor Ky, will only contain terms corresponding to

the columns labeled “m” in the P and () matrices.
The resulting scale invariant divergence will be written:

I(P|Q) = ZZD (P11 Ko; Qi) (11.92)

* Property.

The general property of the scale invariant divergences, when the
invariance factor is calculated separately for each column “m” of
Q is written:

9DI (P|Q)
ZQnm 5o ~" (11.93)

- Détail of the calculation.

The derivation of the gradient with respect to @) is as follows:

aDI (P||Q) OD (P Ko;jQij) 9 (Ko; Qi)
aC?nm ZZ [éOJQ;) : aQimj

(11.94)

is zero, unless j = m, so it leaves:

In this expression, the term %

aDI (P||Q) _ Z OD (P KomQim) 0 (KomQim) (11.95)
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The second term of the second member is written:

That is: 0 (KomQim) oK
Om<im) _ ~ Om )
- 8Qnm - sz aQnm + KOm(Szn (1197)

Coming back then to the expression of the gradient (11.95), we obtain:

im +K m
(11.98)
And finally:
(11.99)

The first term of the second member is zero if the invariance factor is the
nominal invariance factor for the column under consideration (“m”), while
the second term of the second member is zero for all invariance factors
satisfying the differential equation:

K
KOm+ZQnmgQ0m =0 (11.100)
Consequently:
ZQ ODIPIQ) _ (11.101)
" 9Qum '

This relation is similar to the property (3.7) applied on each column of the
matrix Q.

11.6 Iterative algorithm for invariant divergences.

For these divergences denoted DI, by operating column by column, we rely
on the property (11.93) (11.101).

11.6.1 Iterations on H.

Since the invariance on () translates into an invariance on X, but
not on H, there is no particular thing to expect regarding itera-
tions on H.
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Consequently, the iterative algorithm on H will be deduced from the
variable change method; it is given in (11.32) (11.35) and is written for an
invariant divergence DI, with H = H*, X = X* Q = H*X*:

_oDI
k+1 _ k k rrk

l
- HE, (Z {ggﬂ Xﬁ)] (11.102)
i ! !

A multiplicative algorithm can be obtained by proceeding in an
similar way to what has been previously developed for non-invariant
divergences.

At this point, we have obtained H**1.

11.6.2 Iterations on X.
1 - Non-multiplicative algorithm.

The iterative algorithm on X allowing to exploit the properties of invariant
divergences, can be written, with the method developed in Chapter 10, as
follows:

Xptt =Xk, +of X} [

m=Tnm

oDI ]
oxk.,
With this algorithm, the constraint > X% = Cte Vk is ensured as shown

in the following calculation.
In the previous sections, we have shown (11.5) that with:

(11.103)

oD
[A];; = [OQL (11.104)
One could write (11.6) in matrix form:
ODI(P|Q)] _ 9DI(PIQ) _ 7 pr 2PLPIQ) (PlQ)
|: X nm B 0Xnm H A Z 8le
(11.105)

Taking into account the fact that H = H**! and Q = H*¥"1 X, the algo-
rithm (11.103) can therefore be rewritten:

X = xk 4ok XE [Z HE <—aDéc(2m>] (11.106)
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Then:

Z Z 3 3 9DI (P|Q)
Xk k Xk HT [ —

(11.107)
By reversing the order of the summations, it comes:

ZXM Z +a’;2( aD;QﬂQ )ZHEX,’fm (11.108)

n

or also:
oDI (P||Q)
k1 _ k k _
ZX Z +amz¢: (HX )m< o (11.109)
So, with (11.93), it comes:

S =N "xF, (11.110)

n

It is therefore sufficient to choose an initial estimate with the correct sum
(ie. >, X%, =3, Yum), to ensure that this sum is maintained during the
iterations.

The algorithm (11.103) (11.106) represents the iterative algo-
rithm on X when minimizing an invariant divergence.

2 - Multiplicative algorithm.

A multiplicative algorithm can be obtained from (11.103) (11.106) by oper-
ating as follows:

The SGM method is strictly applied; the opposite of the gradient is first
split into a difference of 2 positive terms:

oDI N
- Uk —vk .
oxk ~— Tmm T famo

Uk >0; VE >0 (11.111)

This allows in a first step (with the usual restrictions on the descent step
size), to write a multiplicative algorithm in the form:

(11.112)

- Uk
k+1 _ vk
FhH _ xk [w ]
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But then the property ) X k+1 = > X, is lost, unlike what we had with
algorithms (11.103) (11.106).
However, we can recover this property by introducing an extra step of nor-
malization by writing:

Xk+1
>, Xhh 4
Due to the property of invariance with respect to X, this normalization does
not lead to any change in the invariant divergence considered.
The association of (11.112) and (11.113) is thus a multiplicative algorithm
having the summation property on the columns of X. This is subject of

course to the convergence of (11.112) in relation to the choice of the descent
step size (equal to 1).

Xkl — Yum (11.113)

11.7 Applications to some particular invariant di-
vergences.

In the previous sections, it was shown that the proposed algorithms used,
for a given divergence, the gradient expression:

9D (P||Q)
OQnm

Consequently, we give for some invariant divergences, the expression of this
gradient and the iterative algorithm on X that we can obtain.

(11.114)

11.7.1 Invariant “Alpha” divergences.

From the basic divergence (11.63), the invariance on each column of the table
(matrix) @ is obtained by deriving the nominal invariance factor (which is

(AP I%

possible); this gives, for the column “j

ANl=XA %
Koj = (zzgéiéiﬁ) (11.115)
7 %]

The divergence we obtain, invariant with respect to the columns of @), is
written as follows:

Al (PIQ) = = 3 (lel@ ) >0y -30ps|  (Ls)
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That is:

(11.117)

Alq (P|lQ) = Z [ 02 Qi =2 P

The construction of the algorithms implies the calculation of the gradient
with respect to the elements of the column “m” of the matrix () which is
written after some calculations:

1
0AI, (P|Q) 1 (21% %ﬁ)A
04lg (PIQ) _ 1 |( Zebinin_

8Qnm Zl le
A Al-A\ * pA
_ (Zggl Im ) Q];L\m (11.118)
That is:
W _ % [K _KgmAS ] (11.119)

We can verify that the fundamental relation (11.93) for scale invariant di-
vergences with respect to the columns of () is satisfied and that we have:

0Alq (P||Q)
ZQW 90 " (11.120)

In the particular case (A = 1) which corresponds to the Kullback-Leibler
divergence, we obtain from the expression of the gradient (11.119), the gra-
dient of the K.L. divergence , invariant with respect to the columns of Q);
such divergence is denoted K LIg:

OKLIg (P|Q) _ 20 Pm  Pam
8Qnm Zl le Qnm

(11.121)

* Ttérations on H.

With (11.119), it comes:

0Alq (P|Q) 0AIq (P||Q) 1 1 )\Pnl
aHnm = ; 8in le - X ; KOl KOl le

nl

(11.122)
With X = X*, H = H*, Q = H*X* and taking into account the fact that
the invariance factor K¢ given by (11.115) varies with the iteration because
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it depends on @, the iterative algorithm on H deduced from (11.102) is then
written after simplification:

ok P P}
Hypr! = Hyp + <y, [Z Ky (le - ZHme“ X | (11.123)
l nl i

* Itérations on X.
At this point in the calculation, we have H = HF X = X* Q =

HkJrle:.
It has been shown that:

0Alq (P||Q) 7 0Alq (P||Q)
X Z HE 50m (11.124)
That is, with (11.119):
0AIq (PI|Q) 13 Pim
5 A Z [KOm Ko o, (11.125)

Considering that 3, H, ;‘LF] = 1, the iterative algorithm on X given by (11.103)
is written:

k
k+1 _ yk Ym vk k
jm

In this expression, we have taken into account the fact that the invariance
factor depends on iteration, indeed, we recall that:

> Pon Qi
K(]m—< Zzsz ) (11.127)

with Q@ = H**1 X¥; to avoid any ambiguity, we have denoted his expression:
Kk .

Since K(I)“m >0 and considering the very particular expression of the gradient,
this also leads to the expression which is at the basis of the multiplicative
algorithm:

Kk ok
Xk = xk o4 %Xfim (K{fm) Z z (@) —1| (11.128)
jm
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By taking a descent step size % equal to 1, we obtain the purely mul-
tiplicative form:

Xk (KOm) Z T (QA> (11.129)

Using the expression of K om it can be shown after some simple calculations

that > Xkl =15 Xk

Logarithmic form.

As proposed for Alpha divergences, we can give a logarithmic form for the
invariant divergence Alg, it is written as follows:

1-A
LAIQ(PHQ):f log ZZ( Zlei] ) Qij

—log |> > P, (11.130)
i 7

It can be observed that, as with all logarithmic forms, this divergence is
invariant not only with respect to the columns of @), but also with respect
to the columns of P.

The gradient with respect to () is written as:

1
OLAI (P|Q) A (2;% M)A
OLAG (PIQ) _ 4| (2t Py

9Qum 24 Qi
A 1 A 1)\ A
- (Zggl ) c,]; (11.131)
That is: dLAIL (P|Q) 0AIg (P|Q)
Q . Q
with:
L\ 1 _ 1 (11.133)

1
S PAQIA A 222 KojQij
=5 (B ) e
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The gradient with respect to ) can then be written in a simpler way:

OLAIG (P||Q) _ , Kom N
0. = ATy (1—KUmQ > (11.134)

We then deduce the expression of the gradient with respect to X:

OLAIq (P||Q) HT OLAIq (P|Q)
E T S L 11.135
8)(nm 8Q]m ( )
That is:
OLAIG (P|Q) Kom R o
=A 1- K, H . —— 11.1
8Xnm Y om - nj Qj\m ( 36)

Hence the iterative algorithm on X:

Kk oF
k+1 __ k om“m vk k
Xom anm—i—Ai)\ Xom <K0m) E nj (/\ )—1 (11.137)
Q]m

As with the AI(P||Q) divergence, we will take into account the fact that
H = H*1 Q = H*1X* and therefore Ko, = K depends on the itera-
tion.

Note that this algorithm is analogous to (11.128), except for the multiplica-
tive factor “A” that occurs in the correction term and can be included in
the descent step size; therefore, the sum constraint (flux-holding) property
highlighted in (11.128) is maintained.

Due to the particular expression of the Gradient, a multiplicative flux-
holding algorithm is obtained as for the AI(P||Q) divergence.

11.7.2 Invariant “Beta” divergences .

The basis divergence (5.20) applied to tables is written as follows:
B (pllg) = Z Z [ —APGQYTT - (1N QY| (11.138)

The invariance on each column of the table (matrix) @ is obtained by calcu-
lating the nominal invariance factor (which is possible); thus, for the column

(193]

77 we obtain:
Zi Fij Qz/‘\j_l

Ko =
’ > Q3

(11.139)
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The divergence generated, invariant with respect to the columns of @, is
written as follows:

BIQ(PHQ)—)\(;_UZ P,-?—(le”; ) ZQ (11.140)

J )

Or also:

Blq (P||Q) = Z

Z — K, ZQ%] (11.141)

The calculation of the gradient of this divergence with respect to @ leads
to:

9BIq (P|Q) _ (zl Pm62?7;1>A o1

OQnm >IQ
A—1
>t Pon @iy A2
— | = =——F+" P, (11.142)
( Zl Ql/\m e
That is to say more simply:
OBlIg (P _ _ _
OQnm

One can verify that the fundamental relationship for divergences invariant
with respect to the columns of @) is satisfied.

The case (A = 1) corresponding to the Kullback-Leibler divergence is ob-
tained without difficulty; its gradient has been given by (11.121), whereas
in the particular case (A = 2) corresponding to the mean square deviation
MClg, the gradient obtained from (11.142) is written as follows:

aQnm Zl Ql2m o Zl QlZm

) P (11.144)

* Ttérations on H.
With (11.143), we have:

dBIg (P|Q) OBlq (P|Q) A—1
M 2o i o T ] X

(11.145)
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With X = X*, H = H*, Q = H*X* and taking into account that the
invariance factor Ky given by (11.139) varies with the iteration via @, the
iterative algorithm on H deduced from (11.102) is written as follows:

A ZHE ok [zK( 0, ) xI,

l
> K (Z HE QY — g;1> Xgﬂ] (11.146)
1 i
* Ttérations on X.

At this point of the calculus, we have H = H*1 X = Xk Q = HF1XF,
Taking into account that:

9Blq (P||Q) H dBIq (P|Q)
-y 11.147
0Xym Z OQijm ( )
It comes from the expression (11.143):
9BIg (P|Q) _ N N N

To take into account the fact that the invariance factor varies with iteration,
we will denote K} ; it is given by the expression (11.139), where Q =
Hk+1Xk.

The iterative algorithm on X given by (11.103) is then written as follows:

A—1
X = Xl (6,) 7 X [ 1 (P — K5,Q000)
J

(11. 149)
One can check that with this algorithm, the property > Xkl =3%" X
is ensured, however, a multiplicative form deduced from this expression Wlll
not have this property any more.
To obtain a multiplicative form having the property of maintaining the flow,
it will be necessary to proceed in 2 steps as indicated in (11.6.2).
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Logarithmic form.

As proposed for the Alpha divergences, we can give a logarithmic form for
the Bl divergence; it is written as follows:

LBIQ(PIQ) = 5= { o8 | X P

7 )

A—1\ A

—log [> ) <Z§“Qjﬂ> 5l ¢ (11.150)
i Ll

It can be observed that, as with all logarithmic forms, this divergence is

invariant not only with respect to columns of @), but also with respect to

columns of P.

The gradient with respect to @ is written as follows:

OLBIo (PIQ) _ (mn)Q

aC?nm Zl Ql)\m
A—1
P, Q!
_ M Pum@Q)2 (11.151)
Zl Ilm
That s OLBIg (P 0BlIg (P
with:
1 1
B = = (11.153)
> @ =Py DY 2 KS\J'Q?J'
j 2ai Yij > Q)
The gradient with respect to @) is written in a simpler way:
OLBIg (P
OLBIQ(PIQ) _ pya-s (Kom@m' = Pam@ia?) (11.154)
OQnm
We then deduce the expression of the gradient with respect to X:
OLBIg (P OLBIg (P

8)(nm " 8Q]m
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That is:

OLBIq (P||Q) A-1 A-1 A—2
. = BEg, Z ; (Kom@! = PmQ)n2) | (11.156)

Hence the iterative algorithm on X:

Xt = Xk 4 ok, B XN, | Y 1Y (Pin@)n? = Kb Q')
i

(11.157)
As with the BI(P||Q) divergence, we will take into account the fact that
H = H* Q = H*1X* and that, consequently, Ko, = K%, is dependent
on iteration.
Note that this algorithm is analogous to (11.149), except for the multiplica~
tive factor “B” which is involved in the corrective term and can be included
in the descent step size.
We can verify that with this algorithm, the property > XKl =3 Xk
is ensured, however, a multiplicative form deduced from this expression will
no longer possess this property .
To obtain a multiplicative form having the property of flow holding, it will
be necessary to proceed in 2 steps as indicated in (11.6.2).

11.8 Reégularisation. Non-invariant divergences

In the context of NMF, a smoothness constraint regularization can only be
performed on the columns of the H matrix, in fact, each column represents
the spectrum of an elementary component.

With respect to the X matrix, whose columns contain weighting factors,
such a smoothness constraint regularization has no meaning.

On the other hand, a much more logical form of regularization is to introduce
a certain degree of “sparsity” on the elements in the columns of X.

In any case, solving the regularized problem requires minimizing with respect
to H and X, a functional of the form:

J(H,X)=D(Y|HX)+~DH (H) + uDX (X) (11.158)

The minimization is carried out under the non-negativity and sum con-
straints already specified.
The “+” and “u” coefficients are the positive regularization factors.
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Since the iterative process of minimization is performed alternately on H
then on X ( for example), one works first concerning H on a composite
divergence:

DCH =D (Y|HX)+~DH (H) (11.159)

then, concerning X, on a composite divergence:

DCX =D (Y|HX) + uDX (X) (11.160)

11.8.1 Regularization of the columns of the matrix H.

The regularization is performed separately on each of the columns of H.
The basic algorithm is given by (11.32) applied to the composite divergence
DCH; it is written:

d(DCH)
k+1 _ g7k k gk )
HFHL — [k +5mHnm{ o
d( DC’H)
§ HE 11.161

We are now considering 2 particular cases of regularization by smoothness
constraint:

1 - Euclidean norm of the solution

DH (H) = DH (H||C) = ZZ (11.162)
For columns of H with “N” components, taking into account the constraint
> Hij =1Vj, we will have C = +

ODH
OH, nm

= (Hpm — C) (11.163)

2 - Euclidean norm of the Laplacian of the solution.

One can as well use a regularization term expressed by the Euclidean norm
of the Laplacian, which will be expressed by:

DH (H) = DH (H|TH) = ZZ H;),” (11.164)

Where the matrix operation (T'H ;) corresponds to the convolution of the
column “j” of H by the mask [0.5; 0; 0.5].
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The regularization is performed independently for each column of H.
In this case, we have:

ODH
OHpm

Hpm — [(T+T")Hy], + [(T"T) Hy] (11.165)

Of course, taking into account the symmetry of the convolution mask, 77 =
T.
11.8.2 Regularization of the columns of the matrix X.

The regularized algorithm is developed on the basis of the algorithm (11.49),
taking into account the fact that the divergence considered is the composite
divergence DCX;

o0DCX
k+1 _ vk k vk

DCX
Sy xk, (_88XC’; ) (11.166)

* Expression of the penalty term.

Here again, the regularization applies to each column of the X matrix, but,
contrary to the H matrix, the regularization does not relate to the smooth-
ness of the solution, but to its “sparsity”.

The measure of “sparsity” used here was proposed by Hoyer [47]; by denot-
ing X; the column “j” of X, if “N” is the number of elements of X, the
sparsity factor for this column is expressed by:

Xl
VN —1 '

This relationship induces a relationship between [|X;||; and [|X||, which we
will express in the form:

S5 =

X2 1
1 X5l o A — (11.168)

=A% j
”X]H? ’ \/]V— S; (\/N— 1)

The complete “sparsity” corresponds to s; = 1, that is A; = 1, while the
absence of “sparsity” corresponds to s; = 0, that is A; = \/%
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Furthermore, the constraints imposed during the minimization process for
a column “j” of X, which are the non-negativity and the fixed sum, will
result in || X;[|; = ||Yj]|;, at each iteration.

We will express the corresponding penalty term as:

2
1 Az
DX (X)=Y" [2HX3|§<— f;H)(jlf] (11.169)
j

The gradient with respect to X will be expressed by:

DX (X)

2 3 2 2
= Xnm HXm||2+A$n ||X7nH1 _A%anm ||XmH1 _Agn HXmHl HXmHz
0Xnm

(11.170)
Or also, by taking into account the sum constraint:
0DX (X)

o = Ko 1 XI5+ AL 1Yo} = A7 X [Yon 13 = AT, (Yol 1 XI5

(11.171)

11.9 Some examples of regularized algorithms.

Regarding the “data consistency” term, we will deal with the “a” divergence
and the “f” divergence.

The regularization term on H will be the Euclidean norm of the solution.
The regularization on X will be made in the sense of Hoyer.

11.9.1 Regularized “Alpha” divergence.

* Régularization on H.

The basis algorithm is given by (11.161).

The gradients involved in the basic algorithm are given respectively by
(11.65) and (11.163).

Taking into account the simplifications related to the property ), Hfm =1,
and with X = X*, the regularized algorithm is written according to (11.32):

sk Y, \
HFEPV = HE 4 TmHﬁm [(Z ((Hk;()) Xim | = vHhom
l T

- A
St (5 () o) | anar
i ! !
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It can also be written in a condensed form:

((H)’:X))A X ”Hk] .

_ [(Hk:)T <(H}’:X)>/\XT — (Hk>THk] mm} (11.173)

We can easily verify that the A = 1 case corresponding to the Kullback-
Leibler divergence can be found as well by using the “8” divergences.

514
k k k

A

- Multiplicative form.

By denoting:

Y )\
k T k
=== X* —7vH 11.174
The algorithm (11.172) is written:
ok T
k+1 _ 7k m rrk ko k. k

HSY = HY,, + SR H,, {Unm § (#5s) Uzm} (11.175)

We proceed to the shift:
[Uﬁm}d —UF —min (U,’fm) te>0 (11.176)

Taking into account the properties of H, the algorithm is written as follows:

7

HEL oy ‘sf”bHy’jm { Ukn] =2 (H,’;)T [Ui’jn}d} (11.177)

This makes it possible to write an algorithm which will be at the basis of
the purely multiplicative algorithm:

k Uk
Hyt' = Hy,, + %meim { [k"";]d — - 1} (11.178)

The purely multiplicative algorithm will be obtained by choosing a descent
k
step size % =1.
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* Régularization on X.

The basic algorithm is given by (11.166) and the expressions of the involved
gradients are given by (11.71) and (11.171).

Considering these expressions and the constraint ), Xlkm = > Yim, some
simplifications occur in the expression of the basic algorithm which can be
rewritten in the simplified form:

Xptl =X, + 08 XE, [(Z Ylm) vk, > xkuk, (11.179)
! i
With:
k 1 T f)]m A
Unn =% 2_ o G
X209\ Q
i (X = A2 Yonllt) (A2 Vi = X, 3) (11.180)
In this expression we take into account the fact that:
Q=HM' X" (11.181)

- Multiplicative form.

To obtain such a form, one carries out, as already proposed, the shift which
allows to make the expression of U¥ = positive whatever the component “n”
considered:

Uh] | = Uk, — min (Uhn) + ¢ (11.182)

The algorithm (11.179) will be written identically with the shifted quantities.
We can then propose a pseudo multiplicative algorithm which is written as
follows:

XA = X+ 85X

m=Tnm

[(Zz Yim) [Ugmly 1] (11.183)

This makes it possible to obtain, by taking a descent step size equal to 1,
the purely multiplicative form:

(Zl }/lm) [Uﬁm] d

Xkl — xk (11.184)
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11.9.2 Regularized “Beta” divergence.
* Régularization on H.

The basis algorithm is given by (11.161).

The gradients involved in this algorithm are given respectively by (11.77)
and (11.163).

Using a procedure analogous to that of the previous paragraph, taking into
account the simplifications related to the property ), Hfm = 1, and with
X = X% we introduce the expression:

Uk = E]: [(HkX)

Then, the regularized algorithm is written according to (11.32):

A—2 A—1

Vi — (H’“X) } XI —yHE,  (11.185)

nj nj

HES = Y, 4 0515, (szm —zﬂfmufm) (11.156)
Or also in condensed form:
T
HESY = HE 4ok HE, {Ujjm - [(H’“) U’“] } (11.187)

The case A = 1 corresponding to the Kullback-Leibler divergence allows us
to recover the result already obtained for the “a” divergence, while A = 2
corresponds to the mean square deviation.

In order to obtain a multiplicative algorithm, we perform the shift:
[Urlfm]d = U}, — min (Uifm> +e (11.188)
n

The multiplicative algorithm then takes a form similar to (11.178), subject
to choosing a descent step size equal to 57’% =1Vk,m.

* Régularization on X.

The basis algorithm is given by (11.166) and the expressions for the involved
gradients are given by (11.79) and (11.171).

Taking into account these expressions and the constraint ) ; X l’jn => 1 Yim,
some simplification occurs in the expression of the basis algorithm which
can be rewritten in the simplified form:

XM= xk gk Xk [(Z Ylm> vk, =S xkuk, (11.189)
l 7
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With:
Z [ Jjm ng) - (Qjm))\il]

1 (X = ALYl ) (A2 Vel = X 3)  (11.190)
In this expression we take into account the fact that:

H=H . Q=HXF (11.191)

- Multiplicative form.

To obtain such a form, one performs, as already proposed, the shift that
allows to make the expression of U¥ = positive whatever the component “n”
considered:

[U,’;m}d = Uk, — min (U ) te (11.192)

The algorithm (11.179) will be written identically with the shifted quantities.
We can then propose a pseudo multiplicative algorithm which is written as
follows:

XA = X+ 85.XE,

(11.193)

(1Y) [Ukls

This allows us to obtain, by taking a descent step size equal to 1, the purely
multiplicative form:

(Zl Yzm) [ Tlfm] d

Xk—i—l Xk:
" 22 X (Uil 4

(11.194)

11.10 Regularization. Scale invariant divergences.

In this case, the resolution of the regularized problem implies the minimiza-
tion with respect to H and X of a functional founded on the use of invariant
divergences, which is written:

JI(H,X)=DI(Y||HX)+~DIH (H) + uDIX (X) (11.195)

The minimization is carried out under the non-negativity and sum con-
straints already specified.
The “+” and “u” coefficients are the positive regularization factors.
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The iterative process of minimization being alternately on H and then on
X (for example).
As far as the H is concerned, we operate on a composite divergence:

DCIH = DI (Y||HX) +~DIH (H) (11.196)

Regarding the “data consistency” term DI (Y| HX), since the in-
variance with respect to ) = HX results in an invariance with
respect to X, but not with respect to H, there’s nothing particu-
lar to be expected from using an invariant divergence concerning
the iterations on H.

Thus, regardless of the choice of “data consistency” term, the mini-
mization with respect to H will necessarily involve a change in variables
as already indicated; more generally, concerning H, one can think that it
is not even necessary to introduce an invariant divergence inasmuch as the
D (Y||HX) divergence reflecting the “data consistency” and the correspond-
ing invariant divergence DI (Y||H X ) have the same minimum.

As a consequence, a regularization on the columns of H using an invariant
form of the penalty term is not absolutely necessary, but, for the sake of ho-
mogeneity, it is still possible to operate by a variable change on H in DCITH.

Concerning X, we operate on a composite divergence:
DCIX =DI(Y||HX)+ puDIX (X) (11.197)

For these divergences denoted DI, we rely on the properties (11.82)(11.93),
and more precisely, in our particular problem, on (11.93)(11.101).

An iterative algorithm on X can be written, with the method developed
in Chapter 10, in the form given by (11.103):

[ 8DCIX}

X' = Xoim + O X | =550
nm

m=-nm

(11.198)

Of course, this writing implies the use of a penalty term DI X that is invari-
ant with respect to X.

We can easily show that with this algorithm, the constraint > XF, =
Cte Vk is fulfilled.

The algorithm (11.198) is the iterative algorithm on X when
minimizing a regularized invariant divergence.
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* Penalty term on X. Invariant form.

The regularization with respect to X reflects the “sparsity” of the compo-
nents in a column of the X matrix.
An invariant form of the penalty term, inferred from (11.169) is written:

2
_1 X515 4o
DIX (X)=2>_ 2-A (11.199)
2 2 [1X;];
The gradient with respect to X will be written as follows:
DIX (X Xl Xnl3 X 1
ODIX) _ (o Vol (LSl o 1100
OXnm HXmH1 HXmH1 ”XmH1 ||XmH1
We can easily verify that:
oDIX (X
ZXnm# =0 (11.201)

11.10.1 Regularized invariant “Alpha” divergence.

The “data attachment” term is the Invariant Alpha divergence (11.116) or
(11.117).
With P =Y, Q = HX and Ky, given by (11.115), of which we reproduce
the expression;
1
Z P2 1/\>>\

The expressions of the involved gradients are given by (11.125) and (11.200);
they lead to:

ODCIX 1 . RN
o =y 2 HE Ko — Ko Q5
J
IIXmII%> <||XmH% Xom ) 1
+ (A% - - 11.203
M< 1XmllF) \IXmllE 1 Xmlls ) 1 Xmllt ( )

Taking into account the fact that the invariance factor depends on the iter-
ation, the iterative algorithm on X (11.198), is written:

1 1-A Y
XEH Xk a:;Xsm{A >t () e (@) 5]
J

IR NI IXRIL ) 1X 5
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In this expression, the following relationships must be taken into account:
* [ = gkt

* Qk = Hk+1Xk

* | Xk |1 = [|Y;nll1 by initialization and properties of the algorithm.

* the invariance factor KE  is deduced from (11.202) by introducing the
expression of Q* mentioned above.

11.10.2 Regularized invariant “Beta” divergence.

The “data attachment” term is the invariant Beta divergence (11.140) or
(11.141).
With P=Y, Q = HX and Ky, given by (11.139)

A—1

Z an nm
Koy, = =o Mnenm (11.205)
D DRy e7 3

The expressions of the involved gradients are given by (11.148) and (11.200);
they lead to:

DCIX

S HL (K@ = Ko P @]
0Xnm ‘

J

1Xnl3 (1 Xml3  Xom 1
+u <A2 — - (11.206)
1Xnl12 ) \IXmllf (Xl ) 1 Xm

Taking into account the variation of the invariance factor during the itera-
tion, we will write:

A—
it = Zn Lo (@)

S QK

The iterative algorithm on X (11.198), is then written:

(11.207)

A—1 A
A A
kit b bbb St [ (k) i @00 (18,) @
J
IXENT) NIXENT 1XE ) 1XE [

In this expression, the following relationships must be taken into account:
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*H = H"!
* Q= Hh+1xk
*||IXE |l = ||Yn|l1 by initialization and properties of the algorithm.

11.11  Overview of the techniques implemented.

11.11.1 Iterations on H.

For any kind of divergence, with or without regularization:

a) Method of variables change.

b) The obtention of multiplicative algorithms requires shifting the compo-
nents of the gradient.

11.11.2 Iterations on X.

1 - Non-invariant divergences, with or without a non-invariant
regularization term.

a) Method of variables change.
b) The obtention of multiplicative algorithms requires shifting the compo-
nents of the gradient.

2 - Invariant divergences, with or without an invariant regulariza-
tion term.

a) Use of the specific property of invariant divergences.
b) Obtaining multiplicative algorithms with fulfilled sum constraint implies
the application of the SGM method, followed by normalization.



chapter 12 -
Application to Blind
Deconvolution.

12.1 Introduction.

In this chapter, we do not attempt to revisit the well-known difficulties of
signal deconvolution problems; these aspects have been widely developed in
the literature dedicated to inverse problems [31] [16], and more precisely to
the deconvolution of images and spectra [3], [50], [51].

In a general context, the use of scale invariant divergences to obtain multi-
plicative algorithms that simultaneously ensure non-negativity and the sum
constraint, implies, at each iteration, to carry out a normalization that will
not modify the value of the invariant divergence considered.

However, with regard to particular the problem of blind deconvolution, and
more precisely with regard to the respect of the non-negativity constraints,
and especially the sum constraints, the use of scale invariant divergences
and of their properties leads to particularly well adapted reconstruction al-
gorithms, without the help of a normalization procedure.

On the other hand, whatever the type of divergence used, the method of
variables change makes it possible to obtain multiplicative algorithms tak-
ing into account the sum constraints.

Consequently, the first part of this chapter is devoted to the
use of invariant divergences and to their minimization within the
framework of blind deconvolution problems, then the second part
is devoted to non-invariant divergences and the associated multi-
plicative algorithms.

In both cases, we will discuss the smoothness constraint regular-

245
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ization of the solution.

To establish a parallel with the NMF problem of the previous chapter, we
will take advantage of the fact that the convolution product is commutative
as opposed to the matrix product.

Indeed the basic relationship is given by a Fredholm integral of the first
kind:

“+oo —+00
Yo = [ H(rs&nX(En)dsdy  (12.)
In the case of convolution, the kernel H is invariant under translation:
H(T‘,Saﬁ»n) :H(T—f73—77) (122)
We denote:
+o00 +o0o
HoX- [ H(r—&s—n)X(Endedn (123

In imaging, in the case of classical deconvolution Y (r,s) is the measured
image, usually corrupted by noise, H (r,s,&,n) is the supposedly known,
non-negative system Point Spread Function (PSF), X (£,7) is the unknown
non-negative image we're trying to reconstruct.

Moreover, the Point Spread Function of the system, i.e. the kernel of the
integral equation, has generally an integral equal to 1.

/ / H (u,v) dudv = 1 (12.4)

As a result of which:

//Y(r, s) drdSZ//X(g,n) dédn (12.5)

The “simple” deconvolution problem is similar to the linear unmixing prob-
lem discussed in the previous chapter.

We can notice that in this problem, the non-negativity of the X solution
and the relation (12.5) are the constraints.

On the other hand, in the blind deconvolution problem, we dispose only of
the measured image Y, and the unknowns are the kernel H and the true
object X.

The constraints are the non-negativity of H and X on the one hand, and
the relations (12.4) and (12.5) on the other hand.

Of course, despite the constraints, the problems associated with multiple
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solutions are not completely solved.

This problem is similar to the NMF problem in the previous chapter, with
the already mentioned advantage of the commutativity of the convolution
product. In the convolution problem, the measured image, the unknown
object and the impulse response are both pixelated and contained in arrays
of the same dimensions.

The basic relationship:

+oo +oo
Y-HoX < Y(T,s):/ [ H( - s )X (&) didy (126)

is written after discretization, in the vector form:
y=Hz (12.7)

In this matrix form, the measured image of size (N * N) is lexicographically
ordered as a vector “y” of length (N 2); the same applies to the unknown
object “x”, then, ”H” is a circulating Toeplitz block matrix of dimension
(N2« N?%).

Given the commutativity of the convolution product, we also have:

+00 “+o0o
Y:X®H<:>Y(T,s):/_ 3 X(r—¢&s—n)H(n) dédn (12.8)

which results in:
y=Xh (12.9)

Here, vectors “h” and “y” of length (N 2) correspond to the lexicographical
organization of the arrays H and Y, then, X is a circulating Toeplitz block
matrix of size (N2 * N2).
By using the notations already introduced in the analysis of the divergences,
we will have:

p=y ; g=Hx=Xh (12.10)

Referring to the notations of relations (12.7) (12.9) (12.10), the resolution
of the blind deconvolution problem consists in recovering the PSF “h” and
the object “x” by minimizing a divergence D (p||q) under the constraints:

2> 0Vi hi 20Vi ;> hi=15) z:=Y u (12.11)

Due to the lexicographical organization of the images (tables),
all considerations and operations concerning divergences between
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vectors are directly applicable in deconvolution or blind decon-
volution problems; the image aspects (tables) will only appear in
calculations using Fourier transforms.

Note that during calculations, expressions of the form (H Tx) and (X Th)
will be used; these operations expressed in the context of continuous func-
tions correspond to:

HTu= //H (—r,—s,&,m) U (&,1) dédn (12.12)
with, in the case of convolution:
H(—r,—5&6n) =H(—r—& —s—n) (12.13)
and
XTu = //X (=7, —s,&,m) U (&,1) dédn (12.14)

with, in the case of convolution:

X(—’I", _575777) :X(—T—§7—5—77) (1215)

12.1.1 Some details related to the calculus.

To perform the calculus of the convolution products, it is interesting to
use the Fourier Transforms noted F ; indeed, the classical property of the
convolution product allows to write [85]:

[T T He-ss—nXemdean =" Fa) FX] (12:16)
and moreover, we have:

H(-r,—s) = F[F(H(r,s))] ; X(-r,—s)=F[F(X(rs)] (12.17)
In doing so, we will only handle tables of the size of the object, image, and
PSF.

As a result, in the reconstruction iterative process, the unknown images
(tables) are updated as a whole.
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12.2 Algorithmic method.

The method described applies to all divergences, whether invariant or not.
Leaving aside the regularization aspects, the problem is posed as a con-
strained minimization problem of a divergence between the measures p =y
and the convolutional model ¢ = Hx = Xh = [h ® z], which reflects the
“data attachment”.

win DI (y)|[h @ 2))

z,h

s.t. $i>0Vi;Ei$i:Ziyi et hi>0Vi;Eihi:1.

The proposed blind deconvolution method is structurally inspired by the
one initially proposed in [7] and extended by the use of iterative algorithms
in [59] [60] for example.

This method, in which we operate alternately on the two unknowns is anal-
ogous to the one developed for MMF in chapter 11.

It can be synthesized, for example, according to the following scheme:
1-ak, hF — ok phtl
9 - gk , hEHL R+l 7 hE+1

This is the scheme that will be considered in further calculations.
Note that we might as well iterate first on “x” and then on “h”.
In blind deconvolution, as in simple deconvolution, the updating is done on
all the components of “z” simultaneously; similarly, the updating to “h” is
done on all the components simultaneously.
This last point differs from what is done in the case of the NMF where the
updating H* — H**1 is carried out successively column by column as well
as the updating X% — X*+1
The alternative iterative method inspired by Uzawa’s algorithm suggested
in Chapter 11 for NMF, can also be considered for blind deconvolution; it
was used in [59], [60]. Such a method will not be developed here.

12.3 Application to scale invariant divergences.

12.3.1 Property of scale invariant divergences with respect
to ccq”.

[1pe]

The use of invariant divergences with respect to “q” is particularly interest-
ing for the blind deconvolution problem, because their use associated with
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the commutativity of the convolution product allows to take into account
simply the sum constraints on the two unknowns, i.e. > h; =1 ;> x; =

Zi Yi-
Let’s recall the property of invariant divergences arising here (3.7):
oDI (pllq)
— =0 12.18
S o [ Tl (12.15)

m

* Initialization.

The algorithm is initialized with 2% / >, 29 = > y; and h® / >, hY = 1.

* Itérations on “h” - Non-multiplicative form.

We have at our disposal z*, h¥; here, ¢ = X*h*.
For a divergence invariant with respect to “q” denoted DI (p||q), the iterative
algorithm on “h” is written :

hi ™t = hi + afhf [—W} (12.19)
The gradient with respect to “h” is given by:
(W - zl: W SZ (12.20)
With
g;q;l = Al (12.21)
We have:
W _ zi:aDIa(ZHqi)Xﬂ - ;Xl{(wla(:’”qi) (12.22)
And finally:
W = [XT(M)I(?((ZMQ)]I (12.23)

The iterative algorithm on “A” is then written with z = 2* < X = X* and
kpk
q = X"h":

DI
WL = BF 4 afnl [—XTO 8(qp”q)L (12.24)
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As in all analogous algorithms, as indicated in Chapter 10, we must in a

first step calculate the step size [af ., ensuring the non-negativity of all

] Ma
the components of h**1, then calculate by a one-dimensional search method
over the interval {O, [aﬂ M(w}, the descent step size o ensuring the con-

vergence of the algorithm:

oDI
WL = BF 4 oFhf [—XT(pH‘”] (12.25)
dq !
For the whole “h” vector, we can write in a more explicit way:
oDI
q

In this writing the symbol ® is the pointwise product of two vectors.

With such an algorithm, considering the property (3.7), we obtain ), hf“ =
> hf , whatever the descent step size o, as shown by the following simple
calculation.

* Démonstration of ), hf“ =Y, hF
From (12.19), we have:

Kl _ kL ok k| 19DI(pllg)
>k _Zl:hl + Zl:{hl { X e L} (12.27)

l
By explaining:

[XTaDIaEZpHQ)]l ~ Y X {3DI(9€JPHQ)L (12.28)

Putting in the previous equation, it comes:

oDI
SR =S RE b ST a3 X [@”q)] (12.20)
l l l m aq m
By swapping the order of the summations, it comes:

[ ODI i T
E Ryt = g hF 4 of g _9DIpla) E hrXE (12.30)
5(]
l l m L mo

That is:
[ ODI )
d bt =Y "hp 4t _9DI(pllg) a(p”q) > Xpuht (12.31)
q
l m - moq

l

Given the property (3.7) the second term of the second member of the
previous equation is zero, hence the announced result.
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* Itérations on “h” - Multiplicative form.

In order to obtain a multiplicative form of the algorithm, from the relations
(12.19) (12.25), we strictly apply the SGM method and we carry out in a
first step the decomposition:

Avec Ulk > 0, Vlk > 0.
We then write in the next step:

- Up
hf“ = hF + oF Rk [Vl’f _ 1] (12.33)
! l

Then, by choosing a descent step size equal to 1 for any “k”, we get:

~ Uk

hytt = by [lk] (12.34)

v
4

At this point, we don’t have Zlﬁfﬂ =Y, hh=1.

However, the invariance properties of the divergences allow to carry out, in a

last step, a normalization which does not modify the value of the divergence,

and we finally have:

. ﬁfﬂ
e B (12.35)
BV
* Itérations on “z” - Non multiplicative form.
At this point we have ¥, h¥*t1: here, ¢ = HF 1k,
The iterative algorithm on “z” is written as follows:
oDI
o = 2k 4 Bl [_a (iuqq (12.36)
Z
The gradient with respect to “x” is written:
9DI (pllg) 9DI (pillg:) Ogs
— = _— 12.37
Ox; ; q; Oox; ( )
With: 5
% _ m, (12.38)
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It comes:
9DI (pllg)  ~—~ 0DI( szqz TBDI szqz)
oy = Z Z (12.39)
And finally:
ODI (plla) _ | ;r9DI(plla) (12.40)
oz dq ; '

“ 79

The iterative algorithm on is then written with h = h**t! & H = gkt!

and ¢ = HF1gk

oDI
2t = ok 4 ghak {—HTa(qp”(J)] (12.41)
l

As in all analogous algorithms, as indicated in Chapter 10, we must in a
first step calculate the step size [Blk] Map Which ensures the non-negativity
of all the components of 251, then calculate by a one-dimensional search
method over the interval {0, [5{“] Mam}, the descent step size 8* ensuring the
convergence of the algorithm:

2t = gk 4 gk {—HTaDI (qu)] (12.42)
dq !
A demonstration similar to the one developed for “h” makes it easy to
establish that with this type of algorithm one obtains 3,2y = 3, af,
regardless of the descent step size 3*.
An expression of this algorithm for the

P =2k 4 Rk [—HTaDla(qp ||q)} (12.43)

In this expression, the symbol odot represents the pointwise product.
At this point, we have obtained h*t1, zht1,

“x” vector as a whole, is:

* Iterations on “z” - Multiplicative form.

To obtain this form, we strictly follow what has been described for “A” ( the
decomposition here is about [—H ngi(qpllq)}l), until we obtain xk'H, after

which, the normalization step is written:

x

Such normalization will not change the value of the divergence.
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12.4 Analysis of 2 particular cases.

12.4.1 Invariant “Beta” divergence.

In Chapter 5, we developed the invariance aspects concerning the Beta
divergence.

The initial divergence is given by (5.20).

The expression of the invariance factor K is obtained explicitly, it is therefore
the nominal value which is written as follows (5.45):

A1
Ko = Eg’qg (12.45)
i 4G

And the corresponding divergence invariant by scale change on “q” is written
(5.47):

BI (pllq) = /\()\1—1) [Zp? - ZKSQ?] (12.46)

Its gradient with respect to “q” has been previously written in the form
(5.49):
9BI (pllq)

8%‘

The algorithm can then be written:

Initialization:
B S =1 al ) DAl ="y (12.48)

* Iteration on “h” according to (12.19):

= K} [qj_l — (Ko)_lqu*”] (12.47)

We know ¥, 28 — X* = X, p =y, ¢ = XFhF (: Hkxk)
The invariance factor is iteration dependent and is written as:

Al
Kb 2Pt (12.49)

> qi)\
by —1
i < e (o) [ () ] 2o
J

At this point, we have obtained h**1 — H = HF1 we know p = y, z*,

[P

q = H¥12F then, updating K¥ according to (12.49), we iterate on “z”.
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* Iteration on “z” according to (12.42):
A -1
o = af ot (K8) of § S aE [<K§> e b e
J

12.4.2 Invariant mean square deviation.

For the root mean square deviation which corresponds to A = 2 for the Beta
divergence, the nominal invariance factor K can be explicitly computed and
is written as follows:

ZZPIQI
Ky = (12.52)
> ql2
The corresponding invariant divergence is given by:
1 pa\?
MCI (pllg) = 5 ) |v} - (Z’ . > ¢ (12.53)

“w "

Its gradient with respect to “q” is written as follows:

OMCI (pllg) _ (Zzpzqz)zq, B (lelQI
dq; > ql2 ’ 2 q12

According to the relation (12.19), after discussion about the descent step
size and taking into account the variarion of Ky during iterations, it comes
for the entire vector “h”:

2
WL = BE 4+ o hl {XT [K(’;p - (K{;) q]} (12.55)
l
In this expression, x = e X = Xk, q = HFfgk = thk, and K(]f is

expressed as:
k..k
Kk; _ Zl Y1 (H z )l

0 2
Zl (kaUk)l

We then iterate on “z” according to the relationship (12.42); after dis-
cussion about the descent step size and with h = bt o« H = HF! et

[P0

g = H*t1zF it comes for the entire vector “z”:
2
oht = b 4 ol {HT {K(’fp - (Kg) q} } (12.57)
l
The invariance factor K{f variable during iterations, will be expressed

by:
o S (4129,
> (HF k)

)pj = K02Qj — KOpj (1254)

(12.56)

(12.58)
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12.4.3 Invariant Alpha divergence.

In Chapter 5, we discussed the invariance aspects concerning the Alpha
divergence.

The initial divergence is given by (5.15).

The expression of the invariance factor K is obtained explicitly, so it is the
nominal value which is written as (5.27):

Ko = <Z£ﬁ<§ A) (12.59)

And the corresponding divergence invariant by scale change on
(5.29):

“q” is written

Al (pllg) = [Z Kog; — sz] (12.60)

Its gradient with respect to “¢” has been written in the form (5.33):

OAI (pllg) _ 1

— =Ky = K} —A] 12.61
90, )\[ 0 — Ky 'pjg; (12.61)

With the initialization:
RS =1 al ) > Al ="y (12.62)
The algorithm can then be described as follows:
* Iteration on “h” according to (12.19):

We know ¥, 2F — X* = X, p =y, ¢ = XFhF.
The iteration-dependent invariance factor is written as:

A 1—X
ey ol (12.63)
Zz q’L
The iteration is written for “h” as a whole:
K -
P = Sk { [(K{;) P — 1] } (12.64)

The symbol “®” corresponds to the pointwise multiplication of the two vec-
tors.
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At this point, we obtained hF 1.
* Iteration on “z” according to (12.42):

We have hFt! — HFH = H ok p =y, ¢ = HF 12k,
The iteration-dependent invariance factor is updated according to (12.63),
and it comes:

kKk -
ZF = gk O‘Toxk © {HT [(K{;) P — 1] } (12.65)

The symbol “®” corresponds to the pointwise multiplication of the two
vectors.
At this point, we obtained AF*1, zF+1,

12.4.4 Kullback-Leibler invariant divergence.

This divergence corresponds to the case A = 1 of the Alpha divergence as
well as the Beta divergence. This is the point in common between these two
types of divergence.

The nominal invariance factor Ky can be explicitly derived and is written:

NPV (12.66)

duW

The corresponding invariant divergence is given by:

i qul bi
KLI (pllq) = P, log< — 12.67
=2 md g ) e 0200

Its gradient with respect to “q” is written as follows:

OKLI (pllq)  >um pj o Pi
_ P g, P
0q; Yua g qj

(12.68)

According to the relationship (12.19) and after discussing the step size, he
comes for “h” as a whole:

WL = BE 4 ok Rk o [XT <§ - K{}’)] (12.69)

In this expression, p=vy, ¢ = 2* & X = X* and ¢ = H*z* = XFhF,
The invariance factor K{f will be expressed by:

Ky = Zl%éfzk)l (12.70)
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(AP}

We then iterate on “x” according to the relation (12.42); after discussion
on the descent step size, it comes for “z” as a whole:

okt = oF 4 gFek o [HT (p - Kg;)] (12.71)
q
with p=y, h = il & H = H* ¢ = HF 12k and K§ given by:

Kb = ¥ 12.72
‘ > (HM k), (12.72)

12.5 Regularization - Scale invariant divergences.

In the context of deconvolution or blind deconvolution, we classically impose
a property of smoothness of the solution; this is the regularization in the
sense of Tikhonov [93].

The 2 classical methods used to introduce such a property consist in using
as a penalty term either the Euclidean norm of the deviation between the
solution and its mean value, or the Euclidean norm of the Laplacian of the
solution.

In a first step, we develop the expressions of the penalty terms having the
invariance properties, which will be associated with the “data attachment”
term.

12.5.1 Euclidean norm of the solution.

The non-invariant penalty term for the variable “z” is written as:

DRQ, =) (ci — x;)? (12.73)

i

Where ¢; = 1/N? Vi and where z; is the image of dimension N * N lexico-
graphically ordered.

First we need to obtain a form that is invariant with respect to “z”.

To do that, we derive the invariance factor, which is written:

_ Ej Cjxj
- 2
3%

Ko (12.74)

The corresponding invariant divergence is written as follows:

DRQIL, =) (c; — Kox;)? (12.75)

%
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After a few calculations, the gradient with respect to “x” is expressed as
follows:

O0DRQI,
Txl = KOQ.’I,‘I — K(]Cl (1276)
We can easily verify that we have:
O0DRQI,
——— =0 12.77

12.5.2 Use of the Laplacian norm of the solution.

The classical non-invariant penalty term for the variable “z” is written as:
DRL, = ||Lz||* = ||z — Tz|? (12.78)

The term “Lx” corresponds to the convolution of the table X by the Lapla-

0 -1/4 0
cian mask: [ -1/4 1 —-1/4
0 -1/4 0

The resulting table is written in lexicographical order.
We can thus write the vector “La” in the form (z — Tx) where the term
“T'z” is a vector which, in lexicographic order, corresponds to the convolu-

0 1/4 0
tion of X by the mask: [1/4 0 1/4
0 1/4 0

The “z” vector corresponds to the lexicographical writing of the table X.
We will note that under these conditions, the matrix 7" is symmetrical, it is
normalized to 1 in columns, i.e. >, T;; = 1 Vj, thus >, (Tx), = >, ;.
However, the penalty term so described is not invariant with respect to “x”.
This aspect of the problem was discussed in Chapter 9.

In order to have the property of invariance, one can use, to express the dis-
crepancy between “x” and “T'xz”, the divergences LAI or LBI, which are
invariant to both arguments and which are given respectively by (9.11) and
(9.13).

The corresponding gradients with respect to “z” are given respectively by
(9.12) and (9.14).
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We use here their expressions; for LA, (x| Tx), we have (9.12):

OLAL (x|Tz) 1| 3Ty 3, Tuxl (Ta);*

al'l _a Zl (T.%')l Zl JI;-Z (Tx)}_a
L af (T 1
a—1 [Zz ¢ (Tx)ll—a B Zz xz] (12.79)

The case a = 1 which corresponds to the basis of a Kullback-Leibler diver-
gence imply the computation of a limit which leads after some calculations
to the expression:

OLAIL (z||Tx) 1 x;
= T- J— T. [
ox; > T Zl: ! zl: g (Tx),

Or else by simplifying, taking into account the properties of the matrix 7"

(12.80)

OLAIL (z||Tx) 1 x;
= 1— Ty— 12.81
Ox; DT zz: i (Tx); ( )
One can observe that, as always with this type of divergence,
Similarly, as regards LBI}, (z||Tx), we have (9.14):
OLBI, (z|Tz) 1 | a! (Tz)r?

9y b—1 |20 Y@ (Ta))

i Ta (Tx)i™! 3 T (T:c>§?2] (12,82
b b— :
> (Txz); > i (Tx); !

The special case b = 1 leads to the same result as the divergence LAI,

whereas the case b = 2 which corresponds to a basis divergence which is the

mean square deviation, does not imply a passage to the limit and leads to:
OLBI; (z||Tx) > Tu(Tw),

o =SS (12.83)

i
Or else, given the properties of the matrix T (T = T7):

OLBIL (z|Tz)  x [T (Ta)),
s _ fo EZ (TZL')? (12.84)

We have, again, as always with this type of divergence:
0
Zl xl% = 0
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12.6 Regularized algorithm.

The problem here is to minimize under constraints, with respect to the two

unknowns “z” and “h”, an invariant composite divergence of the form:

DCI = DI (y|| [h,z]) + yDRI (h) + pDRI (x) (12.85)
The coefficients “v” and “u” are the positive regularization factors.
For the DI (y|| [h,x]) divergence representing the attachment to the data,
we can use any divergence invariant with respect to ¢ = Hx = Xh.
In contrast, as far as the terms of regularization are concerned, there are
two possible cases.
* either this term translates the discrepancy to a constant, which is the case
for example of the mean square deviation proposed in the previous section,
then an invariant form of this term i.e. (12.75) is usable.
This is valid for any invariant divergence between a constant and the vari-
able considered.
* or the variable is involved in the two arguments of the divergence express-
ing the penalty, this is the case of a Laplacian type regularization, then one
must use invariant divergences with respect to its both arguments, as it is
the case for divergences of type LAI or LBI developed in the preceding
section.
These considerations being taken into account, the algorithmic
method developed in section (12.2) applies to the composite di-
vergence D(C'[ without any change.

12.7 Blind deconvolution - Non-invariant diver-
gences.

In the previous section, it was shown that the use of invariant divergences
allows us to obtain multiplicative algorithms while maintaining sum con-
straints on the unknowns, subject to a normalization step.

In order to propose such algorithms without resorting to this procedure,
we develop here Blind Deconvolution algorithms using non-invariant diver-
gences. In order to take into account the sum constraints on “A” and on
“x”, we rely on the variable change method proposed in the section 10.3.2,
and more specifically on the algorithm (10.76).

The general structure of the algorithm remains as proposed in the previous
section, which consists of iterating alternately on the two unknowns.



262 CHAPTER 12 - APPLICATION TO BLIND DECONVOLUTION.

Considering a non-invariant divergence:

D(pllg) = Zd (pilla:) (12.86)
With p; = y; et ¢; = (Hx), = (Xh),.
* Iterations on “h” - Non-multiplicative form.

We have ¥ < XF* and h*, we are searching for h**1.
After performing the variable change h; = ﬁ, and according to (10.76),
we obtain the algorithm:

o = Hh{[fw(u“] S [ aDnXh)”

Ohk Ohk
(12.87)
We can easily verify that we have ), hf“ = > hf; as a consequence,
considering the initialization h?- =1, we will have ), hf“ =1

* Iterations on “h” - Multiplicative form.

Unlike invariant divergences, the use of non-invariant divergences allows
multiplicative forms of the algorithms to appear, without the need to use
normalization.

This is done by shifting the components of the opposite of the gradient
involved in (12.87), in order to make them all positive.

oD (y[| X*n*) | | 0D (yl|X*h*) ' dD (y|| X*hk)
I P I T T
(12.88)
Obviously, given the properties of “h”, such an offset will not change the
algorithm.
We can then write an algorithm that will allow us to obtain a purely mul-
tiplicative form:
OD(y|| X h*)
- OhF p

k+1 _ 1k k1 k _
hEHL — nf 4 5% R ETCT 1 (12.89)

o [
d

The purely multiplicative form is obtained, as always, by taking a descent
step size 8 = 1 Vk, however, there is no guarantee of convergence of such
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an algorithm over which we no longer have any control.
* Tterations on “x”- Non-multiplicative form.
We know hFt! < HF1 and ¥, we want to obtain z**1

After having carried out the change of variables z; = ﬁ >, Ui, referring
to (10.76), one obtains the algorithm:

aD (yHHk—i-lxk)

oD (y|| HF+12*
xf“zxm%f{&w [— i)
I

7

o Zwﬁl [ oxk

" (12.90)

Taking into account that > z; = >, y;, we will have } $f+1 =

sz’«"f:Zﬂ/j-

* Iterations on “z” - Multiplicative form.

As proposed for the variable “A”, a multiplicative algorithm can be ob-
tained; to do so, we shift the components of the opposite gradient in involved
in (12.90), in order to make them all positive.

B Ok T Ok 2| Ok
d l !
(12.91)
Obviously, an offset like that will not change the algorithm.
We can then write an algorithm that will allow us to obtain a purely mul-
tiplicative form:

_ 8D(yHHk+1:ck)

2 Yi [ dF
d_q (12.92)
_8D(yHHk+1:ck)

Zm xfn |: amlrcn :| J

k1
ot = af + graf

The purely multiplicative form is obtained, as always, by taking a descent
step size B¥ = 1 VEk, but there’s no convergence guarantee for such an algo-
rithm over which we no longer have any control.

)

+e
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12.7.1 Regularization.

In this case, with ¢ = Hx = Xh, we have to minimize a composite diver-
gence:
DC = D (yllg) + vDR; (z) + uDRy, (h) (12.93)

Decomposing the problem as described in the previous paragraph leads us
to:

1 - For known ”z”, minimize with respect to ”h”, under constraints, a
divergence of the form:

DCy, = D (y| Xh) + yDRy, (h) (12.94)

2 - For known ”h”, minimize with respect to ”x”, under constraints, a
divergence of the form:

DC, = D (y||Hz) + uDR, (z) (12.95)

Expressions of regularization terms.

For both ”h” and "z”, we use here a smoothness constraint regularization
of the solution which is written:
either in the form (12.73):

DRQ, = % > (e—m) (12.96)

i

Where ¢ = %, "N” is the number of components of ”y” and/or "x”, i.e.
the number of pixels in the measured and/or reconstructed image.

with: 9DRO
T — = 12.97
= (12.97)
, or in the form (12.78):
1
DRLy = 5 |Lz|? = ||z — Tx|? (12.98)

With, taking into account the symmetry of the matrix ”7”:

ODRL,

Gy = 0~ 2(Ta) + [T (Ta)) (12.99)
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Algorithms.

The regularized algorithms are based on the expressions (12.87) and (12.90),
replacing the unregularized divergence D by the composite divergences re-
spectively DC}, and DC,,.

The expressions of the involved gradients are then written as follows:

dDCy (yl|X*1*) 8D (y|X*r*¥)  ODRy, (h¥)
O TNk T o]

(12.100)

and
ODC, (y||H k) 9D (yl| H Lak) ODR, (z*)
oxk B ozl oxk

(12.101)

In these expressions, the regularization terms DR are either DRQ or DRL.
So the non-multiplicative regularized algorithms are written in the form:

oDC oDC
hk+1 — h;c + 5kh5€ { |:_ h:| _ hfm |:_ h:| } (12102)
l OhF %: Ohk,

0DC, oDC;
AR {Zyl [_ out } _fon [_ ok }} (12.103)

* Multiplicative forms.

They are obtained by following the procedure indicated in the previous sec-

tion; the components of the opposite of the gradients [— Bgﬁ‘h] and [— %]
1 1

are shifted in order to obtain components that are all positive, and we build

the algorithms:
HE
k
Ryt = by + 6% hy O Ja__ 4 (12.104)
Z hk [_8D0h]
m''m ohk, |4
[ _apc,

2 Y [ oz }d

k | _90DCy
mxm|: awbﬁ:|d

—1 (12.105)

1
2t = af + Blaf

Purely multiplicative forms are obtained, as always, by taking the descent
step size f* = 6% = 1 Vk, but there’s no guarantee that such algorithms,
over which we have no control, will converge.
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Appendix 1 - Generalized
Logarithm.

A reminder on the Generalized Logarithm function.

The function “Generalized Logarithm” or “Deformed Logarithm” (d-
logarithm, Box-Cox transformation) is written as follows:

1-d _ 1
log, (z) = a4 (1)

The limit cases are the function logx when d — 1 and the linear function
(x — 1) when d — 0.
The inverse function is the “Generalized exponential” or “Deformed expo-
nential” function: .

expy () = [1+ (1 - d)a] 7 (2)

This last function is obviously only defined if the quantity in square brackets
is positive or zero.

267
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Appendix 2 - Means.

Recalls on means.

For a set of real numbers a; > 0 j = 1...N and a set of weights w; > 0
we define:

A. Weighted arithmetic mean.

PRy w;
Ma:JN7:chaj : cj:Nij : chzl (3)
D i1 Wi j D im1 Wi j

In the particular case where all the weights are equal, we have c¢; = % and
the unweighted arithmetic mean is written as follows:

259

M, = = (®)
B. Weighted geometric mean.
Z?Ll Wy 1
M, = H a}”ﬂ = exp ~ Z w;loga; (5)

Which can also be written:

M., = i _ E . . . L ] .
g—Haj = exp C] Oga] ; Cj —Ni ;

In the particular case where all the weights are equal, we have ¢; = 5 and
the unweighted geometric mean is written as follows:

1
N

Mg:Haﬁ: Haj (7)

J

269
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C. Weighted harmonic mean.

h = o = g 3 GN8N E ¢j =
e  2ja D i Wi ;

In the particular case where all the weights are equal, we have c¢; = % and
the unweighted harmonic mean is written as follows:
N

Mh = m (9)

D. Generalized mean with exponent “t” - Power mean - Holder
mean.

For non-zero real “t”, we define:

My = |+ > df (10)

-t=1 = Arithmetic mean

-t =2 = Quadratic mean M, (Square root mean)

-t=—1 = Harmonic mean

-t — 0 = one tends towards the geometric mean ( caution, it is a passage
to the limit.

-t — 400 = one tends towards : max [a;]

-t — —oo = one tends towards : min [a;]

The weighted versions are obtained by the relation:

1

t

or also: )
H

"y
M; = ané- ;¢ = 721\[] ; ch =1 (12)
J J

i=1 Wi

An interesting inequality: if t1 < t2 we have My < M;s.
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This allows us to recover the inequalities between the different means:

min < My, < My, < M, < M, < max (13)

This notion can be extended to the generalized mean in the meaning of
a function “f”.

E. Generalized “f” mean.

Let “f” be an injective and continuous function, the weighted average
in the meaning of the function “f” is defined by:

o [

14
Zf\;l Wy )

or also:

_ 1 . . . R
My = f zj:cjf(aj) 6= Zz w; ZCJ =1 (15)

If all the weights w; are equal, we obtain the unweighted version:

= 7 [EL )

- (16)

Remarks:
- the function “f” is assumed to be injective to ensure that “f~1” exists.
- the function “f” is assumed to be continuous to ensure that the quantities
[W} or [éﬂvﬂz)] belong to the domain of “f~17.
=1 "

- if “f” is injective and continuous, it is strictly monotonous, which results
in:

min [a;] < My < max [a;] (17)

The various classical means can be considered as special cases:

- if f(z) = x we recover the arithmetic mean.

-if f(z) = logx we recover the geometric mean.

-if f(z) = 5 we recover the harmonic mean.

- if f (z) = 2* we recover the Holder mean (generalized mean with exponent
7 t”)‘

Application to our problem:
In our applications, we have 2 data fields “p” and “q” whose homologous
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points are noted p; and ¢;; the means considered are made always between
2 homologous points, and are then extended to the whole field by simply
summing the means between homologous points.

Therefore, in all relations concerning means, we always have N=2.

In the weighted means, we will use weights in the form of (a) and (1 — ),
0<a<l.

And so we have:

* Weighted arithmetic mean:

M, (p,q) =) lapi + (1 — a) gi] (18)

%

* Weighted geometric mean:
q) =Y g ° (19)
i
* Weighted harmonic mean:

M (p.q) =) ( bid: (20)

1 —a)p; +ag;

* Weighted quadratic mean:

\/Z ap? + (1 —a) ¢? (21)



Appendix 3 - Generalization
of GHOSH.

Generalization of GHOSH et al. [38]

With the change of denomination of the parameters, and considering that
it is necessary to introduce the multiplicative factor already mentioned, the
divergence of Ghosh et al. is written as that of BHHJ, by replacing in this
one: 1 & A and 8 < B, or equivalently, in our divergences: A\ < A+ B and
A—-1& B.

This leads to the generalized divergence:

A+B
S S pqu] (22)

i

H(pllq) =

A+B

(1%}

The gradient with respect to “¢” will be written as follows:

0GH (pllg) 1 54

g~ Al (¢ — p") (23)

The dual divergence will be written:

ZpA+B Z A+B _ A+B ZQZAPZ‘B] (24)

i

H(qllp) = A+B

(1%}

The gradient with respect to “q” will be expressed as:

OGH (QHP) 1 a1/ B B
5t 2
Dgi qu (qz b; ) ( 5)

If, from the divergence of Ghosh et al. we want to obtain the invariant
form of this divergence by scale change on “q”, by applying the appropriate

273
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procedure, we obtain the factor K:

K (Z iPi; ) (26)

Z qA+B

This leads after simplification to the invariant divergence'
A+

A
A+B >_iPid A+B
GHI(pllq) = E Pt (Z qf4+§9> E g " (27)
We can easily verify that if we replace “q” by “K¢q”, nothing changes, so we

have well obtained the required result.

This expression is the difference of 2 positive terms (disregarding the con-
stant multiplicative factor %), one can thus apply on each term of this
difference the same increasing function, the “Generalized Logarithm” for
example, then the extreme form, the “Log” which will lead to:

A+B
LGHI(pllq) = log (Z pitP ) log (Z pia; > — log (Z gt )

(28)
We can see, which is true in all cases, that this divergence is not only in-
variant by a change of scale on “q”, but also by a change of scale on “p”.
At this point, we can re-examine the dual Ghosh’s divergence which is writ-

ten:

Higlp) = ———— [ S ptB y AN g AT B a5
lp) = yiasm | 2nrp 2 5 20
It is rendered invariant by scale change with respect to “q” by introducing
the invariance factor:
1
>i4i'p?
K= (Z e (30

We so obtain:
A

A, B
GHI(qllp) = A+B ZPA+B (g Z’Af’B) Zq“‘+3 (31)

Hence, the Logarithmic form:

log Z pi+p 28, Z a'p? log Z b

(32)

LGHIWD) = 5 g




Appendix 4 - Gradient of
invariant divergences.

Computation of the gradient of an invariant divergence; influence
of the invariance factor.

Considering a divergence of D (p,q), which we make invariant with re-
spect to “g” by introducing the invariance factor K (p, q) , we attempt here
to answer the following question:

What happens to the expression of the gradient with respect to “q¢” de-
pending on whether we use the “nominal” invazr:iance factor Ky, or another
— ZibPi 9

acceptable expression of K, in this case K1 = S
The two cases to be distinguished are therefore:

* Either K = K, where K is the “nominal” invariance factor , obtained
by solving the equation:

Then, the gradient %q”f‘q) is given by (3.59).

oD (p||Koq)
0q;

oD (p|| Kq)

9(Kq) LZKO (34

* Or, K = K3, in this case, the gradient %JKQ) is given by (3.60)
J

(35)

oD (p|Kq) 9K, [Z aD (pil| K g;) oD (p|| Kq)

= o 25
dq; dq; 0K L:Kl UK Jkex,
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Note that this expression can also be written as follows:

oD (p||Kq) _ 0Ky 9D (pi|| K q:) oD (p||Kq)
_ 9K |5~ OD WK | g, [ODWIKY)
dq; dq; O(Kai) |, . 9(Kqj) gk,
=1
(36)
We observe that when K # K, the first term of the second member of this
expression is no longer zero.
In both cases, we still have:

If we consider the case of a linear model, that is to say ¢; = (Hzx) i then:

oD (pl|Kq) _ 3 oD (p||Kq) 9q;
81‘1 8(]]‘ axl

9

=h;
81‘1 Jt

(38)

and:

9D (p||Kq) 0D (pil Kg¢i) \qu
Oy Zh] (9q XZ: 8(

+KZh [ ];(”;l()q)}

(39)
If K = Ky, the first term will be zero.
Applications to some divergences.
If we use:
i Dj 0K 0K i Dj
Kok1o el 0K 0K ZJPJQ (40)

> O Oq (Zj qj)

In a first step, it comes:

D(p|Kiq) _2pi | 1 9D (p||K1q) | 1,01 70D (p| K1q)
dz; a Zij{ >4 [;qz 0 (K1q:) ] ]+ [H 9 (Kiq) ]z}

(41)

We can now specify the divergence under consideration:

1 - Mean Square Deviation.
We have here:

D (pl|Fq) = MC (bl Kg) = 5 3 (pi ~ Ko (12)

)
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Using the nominal invariance factor: K = K Zz::p ’;’1, we obtain:
OMC (p|[Koq) > Pigi > Pidi
————— = —Ky(p; — Koggq;) = = ;- = q; 43)
and it comes:
(p” UQ) _ _Zzngz |:HT <p . Zzngl q>] (44)
Oy 2.i 4 24 !
With another invariance factor K7, we have:
1 2 OMC (p| K1q)
(Pl K1) = 5 ZJ: (pj — K19;) 7 q) (pi — K14:)
(45)
from where, in a first step, with K7 = %j Z]: , we have :
;9

OMC (p|| K S0
8(;" 1) _ ZJZ {Z @ [Z% pi Kqu] [H™1], - [HT(p—KHq)]l}

i
(46)
so, all simplifications made:

OMC (plKiq) _ (ijj) {[Zq_i(ﬁi_q_i)] (H"1], - [HT (15—6)],}

81‘1 Ej Qj

7

2 - Kullback-Leibler divergence.
In this case, Ky et K; are the same, so:

KL (p||K1q) = sz log

+K1qz pi =Y d(pillKiq) (48)

d(pill Krgi) _ _ pi
9 (K1q:) Kig

From the equation (41), we have:

OKL(p|Kiq) _ 2595 | 1 S (_ pi +1>
Oy Z]’Qj Zij i ‘ Kq;

+1 (49)
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With K1 = %J Zj = Ky, we have, all simplifications made:
J
KL (p||K i Dj D; p
oz Zj q; P qi q) 1

=0
(51)
We can see that the first term of the expression between braces is zero; this
is related to the fact that the invariance factor used here corresponds to the
one that would be computed explicitly for this divergence, so it is in fact
the “nominal” invariance factor K for the Kullback-Leibler divergence and
the gradient has a simplified expression (3.59) (34), then, finally:

g Zafr ()

3 - Neyman Chi2.

We have: )
pi — Kq;
Gk = 5 LI S a ) (53)
ok (vl Kq) p?
ANV o 54
0K g (Kqi)? (54)

From equation (41), it comes:

gl (o)) slw [ (o) o)

(2

(55)

With K, = %J zj , we have, all simplifications made:

J
XA (pllKrg) 225 P [ T < 1;2)] _ < 171'2> T
= H (1-= — Gl1—= H 1
895; Zj q; q2 ! 213 %’2 [ ]l
(56)
. . gt .
With K = Ky = Z']q; , we have, from equation (54)
J

R (vl Koq) _ | ( pi >2 (57)
0Koq; Kogi



Then, with (34):

2 N2
Oxn (Pl Koa) _ Ny < pi )
dq; Kogi

And finally:

X%y (Pl Koq) T L[ r(p
a—xl_Ko[H '1]1_F0 H 2)),

279
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Appendix 5 - Expressions of
the invariance factor.

Here we give the expressions of the “nominal” invariance factor
Ky (p,q) for some particular divergences.

General form:

> pj q; 1
>, p5d] v-B
In a more synthetic form, one can write, taking into account the relations
between the parameters:

i\ plq) =
Ko (p,q) = [Z () lezq ] (61)

4i

o
Ko(}%fl)—( ) s a+B=047; pu= (60)

It is, for quantities of the form (p;/¢;), a weighted generalized mean of the
order “t” with the exponent t = o — §, and weighting factors w; such that
> ; w; =1, which are written as follows:

w; = i qz (62)

> pia)

In the case of the dual Kullback-Leibler divergence, the invariance factor
appears as a generalized mean based on a “¢” function of the form:

Ko=47" [Z wit) <§)] (63)

With ¢ (z) = log z.
The general form of the weighting factors (62) remains unchanged.
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1 - Kullback-Leibler divergence:

(]

3 Pj
quj'
Here, we have: a=1,6=0,y=1,0 =0,
thena—d=1,y—4§=1.

Ko (p,q) =

2 - Dual Kullback-Leibler divergence:

e fpee ()

With ¢ (z) = log z.

w — &
' Zj qj
3 - Mean square deviation:
> Pid;
Ko (p,q) = Zj 5
i

We have here: a =1,6=1,7y=2,§ =0,
so,a—d0=1,v—9§=2.

4 - Neyman’s Chi2:

KO (pv Q) =

Here: « =2,86=—-1,v=1,6 =0,
thena —d=2,v—-6=1.

(64)

(65)

(70)



5 - Pearson’s Chi2:
Zj 4aj
—1 2
2.iP; 4

We have here: a =0,6=1,y=2,0 = —1,
thena—§=1,v—40 =3.

KO (p7 q) =

-1 2
_ b4
w; = —+———

—1
i 4
6 - Arithmetic-Geometric mean

We have: a =1/2,86=1/2,7v=1,§ =0,
thena—0=1/2,y—6 =1.

7 - Alpha divergence:

Zj q;

1
Z.p.aql.fA“ Aa
Ko (p,q) = (JJJ

If Ay = 1 we recover Ky corresponding to the K.L. divergence.

We have here: a = A,,8=1—)Xs,7=1,6 =0,
SO: a— 0 = Ag,y—0=1.

Wi — 4
; =
Zj qj
8 - Beta divergence:
Ap—1
> Pid;"
Ko(p,q) = ==—5—

A
245"

ij>2
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(78)
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If Ay = 1 we recover K corresponding to the K.L. divergence.

If Ay = 2 we recover K corresponding to the mean square deviation.
Here: a =1,8=X N — 1,7 = X\,d =0,

then: a —d=1—-Xp,7 =9 =X\

w; = (79)



Appendix 6 - Effects of the
invariance factor.

Here we show the effects of using an invariance factorsuch as
Z]' pj

K = s, on some classical divergences.
;95

These effects can be summarized by:

Rule:
Except for a multiplicative coefficient, which depends only on
Zj pj, the invariant divergence can be obtained by replacing in
the initial divergence, the variables p; and ¢; by the normalized

variables p;, = Zp.ipj and q; = Z?’iqj .
J J

1 - Mean square deviation:
We have the base divergence:

EQM (pllg) =Y (pi — a:)° (80)

%

With K = %2 Z? we have:

S\
EQM (p|Kq) = (pz' -5 qj qz) (81)

%

then:
2

EQMI (pllq) = ij > (pi— @) (82)

i
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which can be reduced to an invariant divergence with respect to both argu-
ments:
EQMI (pllq) = (i — @)? (83)
i
2 - Kullback-Leibler divergence:
The initial divergence is written:

L (pllg) = szlog +Qz pi (84)
With K = %j I;J:, it comes:
395
2D
L(pl[Kq) =) pilog -+ g — pi 85
I Z% zpj St (85)

Z QJ
That is:

L(pllKq) = KLI (p|lq) = ij [szlog +q — pz-] (86)

which can be reduced to an invariant divergence with respect to both argu-
ments:

_ _ Di
KLI(plq) = [Zp@ log 2 4 g, — pi] = [Zpi log q] (87)
It is a Kullback-Leibler between normalized variables.

3 - Neyman’s Chi2:
The initial divergence is written:

2
Pi — g
v (pllg) 227( ” ) (88)
With K = % e , we have:
54’
Z]'Pj
pi — Z@'qi
Al = ( T ) (89)
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That is:

N2
X1 (plla) = ZPJZ ; %) (90)

Z

which can be reduced to an invariant divergence with respect to both argu-
ments:

(i — @:)°
Xa I (plg) =D % (91)
. (2
7
4 - Pearson’s Chi2:
The initial divergence is written:

%ol =Y (qp“ (92)

i

With K = % % we obtain:
3§ 9

Zj Py )2
DT qi — Di
pi

XpI(plg) = (

i

(93)

That is:

XpI (pllg) = ijzl) (94)

which can be reduced to an invariant divergence with respect to both argu-
ments:
2 (@ —pi)°
XpI(pllg) = T (95)

- K3
(2
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Appendix 7 - Inequalities
between invariant
divergences.

We show here, for some classic divergences denoted D (p,q), that
if Ko (p,q) is the “nominal” invariance factor, and if K (p,q) #
Ky (p,q) is another possible invariance factor, we have:

D (p|[Koq) < D (p||K1q) (96)

This is an obvious consequence of the definition of the “nominal”
invariance factor.
On the other hand, we have the relationship:

D (pllK19) = D (p[[Koq) = D (Kol K1) (97)

This is the basic divergence taken between the scalar quantities
KQ and Kl.

1 - Mean square deviation:
We have here:

MC (pl|Koq) = Z (pi — Koai)®,  MC (p||K1q) = Z (pi — K1q:)®  (98)

We can write:

MCr, — MCg, = (K; — Kq)

(Ko + K1) (Z CI?) -2 Zpi%] (99)

For this divergence the nominal invariance factor K is computed analyti-
cally and is written as follows:

2P

- 2 %2'

289
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This immediately leads to:

MCK1 - MCKO = ZQZQ (Kl - K0)2 2 0 (101)

Consequently:
MC (pl|Kog) < MC (p||K1q) (102)

With an equality (at 0 moreover) for p; = ¢; Vi, with then: Ky = K; = 1.
We also note, moreover, that:

MC (p||[K1q) — MC (pl| Kog) = MC (K| K1) (103)

2 - Kullback-Leibler divergence:
We have here:

bi
KL (pllKog) = <pz' log Kot + Kogi pz') (104)
KL(p||Kiq) =) (Pi log K%?q + Kig; —pi) (105)
We can write:
K ; Qi
KLk, —KLicy =Y s {logK? + (K — Ko) Zf;] (106)

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

Ko = 2P (107)
Zj 4a;
This allows to write:
Ko
KLy, — KLg, :Zz-:% KologE+K1 ~ Ko (108)

So [K Lkr, — K Lk,] is, with the exception of the multiplicative factor >, ¢;,
equal to the Kullback-Leibler divergence between the scalars factors Ky et
Kl denoted KL (KOHKI) > 0.

Consequently:
KLk, < KLk, (109)



291

With equality (to zero) if p; = ¢; Vi, i.e. equivalently Ky = K; = 1.

3 - Pearson’s Chi2:
In this case, we have:

b lon) = S P g = Y P )

% 7

We can write:

Ko + K1) ¢} — 2pigi
Vs — Xy = (K1 — Ko) 30 ;f 4 ()
(A

i

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

i
Ko = 2 = (112)
> 47p;
This leads to: )
(Ko — K1)
b, = Xpwo =D G 7 (113)
- 0
This expression is obviously positive, and therefore:
XPxo < Xk, (114)

With equality (to zero) if p; = ¢; Vi, then Ky = K; = 1.
It can be seen that with the exception of a multiplicative factor, we have:

X%—"’,Kl - X%D,KO ~ X%(O,Kl (115)
4 - Neyman’s Chi2:

In this case, we have:

& GlEog) = 3 P B0 ey 5 B Kt
N Kog; ’ N Kiq;

% )

We can write:

(Ko — K1)
XN K — XNk = e e <szqz KoKquz) (117)
7
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For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

1
2g71\ 2
Ky — 2,059 (118)
Zj 4j
We obtain immediately:
2
2 2 (Ko — K1) /79 (Ko — K1)
— = i~ (K§ — KogK1) = —
XN,K1 — XN,Kq zj:% KoK, ( 0 0 1) zj:(b K,
(119)
This expression is obviously positive, and therefore:
X%V,KO < X?V,Kl (120)

With equality (to zero) if p; = ¢; Vi, then Ky = K1 = 1.
As in the previous examples, we have:

X% (plIK19) — X% (pll Koq) =~ x% (Kol K1) (121)



Appendix 8 - Order relations
between divergences.

We show on a few examples that for a divergence D (p||q) rendered
invariant by using its nominal factor K, that is D (p||Kyq), we have:

D (pllKoq) < D (pllq) (122)

with equality to ”0” if p; = ¢; Vi.
This is a consequence of the definition of the nominal invariance
factor, because D (p|/q) corresponds to K = 1.

1 - Mean square deviation.
Here, we have:

MC (pllg) = Z (pi — %)2’ MC (pl|Koq) = Z (pi — KOQi)2 (123)

We can write:

MC — MCg, = (1 - Kp)

(1+ Ky) (Z %2) -2 Zpi%'] (124)

With: 5
; Didi
Koy== (125)
Zi %2
it comes:
MC—MCk, =Y ¢ (1-Kp)*>0 (126)
i
2 - Kullback-Leibler divergence.
We have:
bi Pi
KL(plg) =Y <pi 0g 2+ 4~ pz-)  KLO|Ko) =Y (pi log 72+ Kog, — pi)
(3 . (]

7 7

(127)
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We can write:

KL - KLy, = Zqz[ "log Ko + (1 — Ko) (128)

Z Z

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

Ko = 237 >0 (129)
Zj qj
Then:
KL — KLg, :Zqi (Kolog Ko +1—Ky) >0 (130)
i
3 - Pearson’s Chi2.
In this case, we have:
5 (pi — @) 9 (pi — Kogi)”
plle) =Y ——, Xxp@llKog) =) ~——~  (131)
3 Di p bi
We can write:
1+ Ko — 2piq;
&~ X, = (1 Koy 3 L EO 6 = 20 (152)

bi

%

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

Ko = 2 2Qj_1 >0 (133)
> 47D;
Then:
X — XPxo = (Z quf) (1= Ko) [(1+ Ko) — 2K (134)
Or, also:
X — XPKo = <Z prll) (1 - Ko)° (135)
And:

1
Xb— Xbx, = Z‘“E (1—Kp)*>>0 (136)
A
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4 - Neyman’s Chi2.
We have, in this case:

a2 o N2
2 ) =SB gy = 3 B F0mT )

qi

% 7

We can write:

1 B
XN — XNk = (1 — Ko) S pigt+(1-Ko)> (138)
7 7
Then:

XN — XX = Zqz [ZZ?Z;IZ (1 - ;0> +(1- Ko)] (139)

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

1

p2g 1\ 2

Ko — <Z§J§J> >0 (140)

3 i
Consequently, we have:
1
XN = XNk = DG [K& <1 - KO) +(1- Ko)] => ¢ (1-Kp)?*>0

(141)

4 - Alpha Divergence.
Using the expression Alpha divergence (5.15), it comes:

AC — ACk, = A(Al_l) [sz ¢ (1-K) - —K@] (142)

For this divergence the nominal invariance factor Ky is derived analytically
and is written as follows:

1
a 1—Xa a
K():(qu ) >0 (143)
34
Finally, we have:
AC — ACk, = )\(z)\:’q_’l) {Ké“ — Ko —1+ ), (144)
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That expression is always positive if Ky > 0.
The specific case of A\, — 0 leads to:

KO - IOgK(] —1 > 0 (145)
In a similar way, A\, — 1 leads to:
KologKg— Kg+12>0 (146)

4 - Beta Divergence.
Using the expression of the Beta divergence (5.20), the derivation of the
nominal invariance factor leads to:
b1
Ky = ZpiqA (147)
Zi q;

and we obtain after a few calculations:

Z-qf\b A
BC — BCg, = — "= |K{®* = MKo—1+X| >0 148
Ko >\b(>\b—1)[ 0 o= 1+ A 2 (148)

This expression is analogous to that obtained for the Alpha Divergence and
the particular cases can be derived from it immediately.



Appendix 9 - Regularization
problems for the NMF.

In this appendix, we indicate the difficulties that arise when constructing
purely multiplicative regularized algorithms for NMF, as they have been
proposed in the literature [25] [79] [15].

Non-regularized multiplicative algorithms as they are proposed in the liter-
ature dedicated to NMF [25] [67] are immediately deduced from the SGM
method described in Chapter 10.

All these algorithms only take into account the non-negativity constraint.
The method proposed in the literature can be summarized as follows:

For a divergence D (Y| HX) representing the data attachment term, the
algorithmic method always consists, as previously indicated, of alternately
performing a H descent step, followed by a X descent step.

Considering that we have obtained H**! from H* X, the basic algorithm
can be written, with respect to the variable X for example, with X° > 0, in
the form:

oD
X! = X + "X [—} (149)
nm

With UF >0 and V£ >0, it is always possible to write:

T avk = Unm - Vnm (15(])
an
This leads to:

Xﬁ’r—?’—zl = Xﬁm + OékXﬁzm [U’rlzgm - Vim:| (151)

From this, we deduce an algorithm which is at the base of purely multiplica-
tive algorithms:

Uk
X! = X+ abxh, [T -] (152
nm

297
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The initial direction of displacement X* [—%} has of course been modified,
and becomes )‘i—: [—%], but remains a descent direction because V¥ is

positive. After which, by choosing a descent step size af = 1 Vk, we obtain
the purely multiplicative form:

In the case where the term of attachment to the data is given by the mean
square (RMS) deviation:

D) =Y [¥ - (%), (154)

The multiplicative algorithm is written from (153), with H = H**+1:

T
Xf;#:X‘”/m[ ) (155)

mm | (HT HXF)

nm

This algorithm was proposed by Lee and Seung [67]. It is the direct transpo-
sition of the ISRA algorithm [29], well known in the field of deconvolution.
Similarly, for a data attachment term, which is the Kullback-Leibler diver-
gence, we obtain a purely multiplicative algorithm, which is the immediate
transposition of the Richardson-Lucy (RL) algorithm [83] [69] well known
in the field of deconvolution, which is written, with H = HF!:

Xk Y
Xhtl = e HT 156

As in all descent algorithms, the convergence is ensured by a computation of
the descent step size, so that with a fixed descent step size for all iterations,
and equal to 1, nothing is guaranteed for convergence, even if non-negativity
is ensured subject to the choice of a positive initial iterate.

In the case of deconvolution, the convergence of such algorithms has been
demonstrated for the two divergences mentioned above.

In the case of NMF, multiplicative algorithms have been proposed for many
of the divergences listed in the book by Cichocki et al. [25].

* Problems related to regularization.



299

When we consider the regularized algorithms, things get a little worse.
For example, again with the X variable, it is now a matter of minimizing
under a non-negativity constraint, a composite divergence:

JY,HX)=D(Y||HX)+ pu DR(X) (157)
where DR (X) is the penalty term, and “4” the positive regularization fac-
tor. Basically, knowing X* and H**!  the algorithm for the variable X is
written as follows:

oD 0DR
k+1 _ vk kxk _ _
X=X, + o Xnm[ 8X’€+'u( axk>]nm (158)

The method generally proposed in the literature consists of decomposing
9D in a difference of 2 positive terms U* and V. —-20 Uk —VF as

~oXF OXE
previously proposed, but on the other hand such a decomposition is not ap-
plied to the regularization term —g]))(f, which means to implicitly consider

that this term is always positive.

This is false. It is only true for certain penalty functions (such
as DR (X) = || X|? for example).

From there, one thing leads to another; the proposed algorithm is first

written:
ODR
XA = Xb + 0 Uh — Vi (<507 )] (59)
Then:
k+1 k k vk Uk
DEARIED TS ¢ nm ~1 (160)
T Vi (5RE) o

And finally, by taking a descent step size equal to 1, we obtain a multiplica-
tive algorithm which is written as follows:

k+1 __ k k~yk
Xnm - Xnm +a Xnm

Uk
nm 161
V(28] 1o

It is absolutely clear (in principle) that all this is only valid if

[V,fm—ku(g];(f)nm} is strictly positive; otherwise we have trans-

formed a descent algorithm into an ascent algorithm.....
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Authors who apply this type of algorithm prudently point out that if the
regularization factor “u” is small, everything is fine; it is just as clear that
everything is fine regardless of “u” if the penalty term is DR (X) = || X|?,
because in this case the gradient of the penalty term is positive.

It should be mentioned that this method is the transposition to the NMF of
a rather old algorithm designated in the literature as One Step Late (OSL)
by P.J.Green [39], in which the author clearly mentions the limits of use of

his algorithm.

In fact, in order for this to work in all cases, it is necessary to
proceed as described in Chapter 10 regarding the SGM method.

x The opposite of the gradient of the penalty term must be
decomposed into the form:

Xk

With URE, > 0and VRE, > 0.
Then, we first write the algorithm in the form:

dDR
( > =URF, - VR (162)

Xhil = Xhy + 0P XE, (U~ VE 4 URL, — p VRE, + e~ (163)

We have: UX +puURE, +e>0and VE +uVRE +e>0.

m

From this, we deduce the algorithm that will be the basis of the purely
multiplicative algorithms:

k k
Xl = X + 0" X5, {U”m 1 Ul € 1] (164)

Vi n VRE, +e
Which does not cause any problems with regard to the descent properties
since VX +u VRE  +e>0.
After that, a purely multiplicative algorithm is obtained by taking a descent
step size equal to 1 for all the iterations:

Xk-‘rl _ Xk Uﬁm + K URfLm +€
o " Vi + W VRE,, + €

(165)

Obviously, the same reasoning applies for iterations on H, leading to H**1
knowing H* and X*.

Nevertheless, the convergence of this type of algorithm is not demonstrated
in all generality because of the particular choice of the descent step size.
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