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ABSTRACT

Background and study aims Capsule endoscopy (CE) is

the preferred method for small bowel (SB) exploration.

With a mean number of 50,000 SB frames per video, SBCE

reading is time-consuming and tedious (30 to 60 minutes

per video). We describe a large, multicenter database

named CAD-CAP (Computer-Assisted Diagnosis for CAP-

sule Endoscopy, CAD-CAP). This database aims to serve

the development of CAD tools for CE reading.

Materials and methods Twelve French endoscopy centers

were involved. All available third-generation SB-CE videos

(Pillcam, Medtronic) were retrospectively selected from

these centers and deidentified. Any pathological frame

was extracted and included in the database. Manual seg-

mentation of findings within these frames was performed

by two pre-med students trained and supervised by an ex-

pert reader. All frames were then classified by type and clin-

ical relevance by a panel of three expert readers. An auto-

mated extraction process was also developed to create a

dataset of normal, proofread, control images from normal,

complete, SB-CE videos.

Results Four-thousand-one-hundred-and-seventy-four

SB-CE were included. Of them, 1,480 videos (35%) contain-

ing at least one pathological finding were selected. Findings

from 5,184 frames (with their short video sequences) were

extracted and delimited: 718 frames with fresh blood,

3,097 frames with vascular lesions, and 1,369 frames with

inflammatory and ulcerative lesions. Twenty-thousand nor-

mal frames were extracted from 206 SB-CE normal videos.

CAD-CAP has already been used for development of auto-

mated tools for angiectasia detection and also for two in-

ternational challenges on medical computerized analysis.
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Introduction
Capsule Endoscopy (CE) has rapidly become the standard mini-
mally invasive method for visualization of the small bowel (SB).
CE is considered the first-line method of investigation of SB dis-
eases [1] and may become the leading diagnostic tool for the
entire gastrointestinal tract. With a mean number of 50,000
SB frames per video, SB-CE reading is time-consuming and te-
dious (30 to 60 minutes per video) [2]. This entails an inherent
risk of missed lesions during the reading process by physicians.

Computer-aided diagnosis (CAD) algorithms are increasing-
ly used to assist physicians in reading and interpreting medical
images. The field of CADhas rapidly expanded from radiology
[3, 4] to many other settings, such as pathology, dermatology,
cardiology, and ophthalmology [5–7]. In August 2018, the U.S.
Food and Drug Administration approved the first medical de-
vice to use artificial intelligence (AI) for screening diabetic reti-
nopathy [8]. Development of CADhas also emerged in endos-
copy, mostly in the setting of colon polyp detection and charac-
terization [5, 9, 10]. We and others [11–13], believe that CAD
will meet the challenge of automated lesion detection in SB-
CE, thus improving diagnostic accuracy and relieving the bur-
den of SB-CE reading [14].

CADalgorithms dedicated to SB-CE combine elements of AI
and computer vision. This development is mostly based on ma-
chine learning (ML) algorithms for automated detection of rele-
vant patterns in CE still frames and videos [15, 16]. To be effi-
cient, ML algorithms must be trained on large databases. Any
data (still frame or video) should be labeled, and any finding
within frames/videos can be annotated or delimitated to better
guide and supervise the ML process. Only a limited number of
CE images databases is available [13]. Herein, we describe a
large, multicenter database named CAD-CAP (computer-assis-
ted diagnosis for capsule endoscopy). This database aims to
serve development of CAD tools, from the initial steps (ML) to
the last preclinical steps (assessment and comparison of per-
formances).

Materials and methods
CAD-CAP is a national multicenter database approved by the
French Data Protection Authority. Twelve French endoscopic
units participated to the database (▶Table 1 and ▶Table2). A
research group specialized in the computerized analysis of
medical images was also involved.

Data collection and preparation of locally read
SB-CE

In September 2016, all third-generation SB-CE videos (Pillcam
SB3 system, Medtronic, Minnesota, United States) registered
in the 12 participating endoscopy units were retrospectively
collected, and de-identified. Clinical data were noted (age, gen-
der, indication for SB-CE). Any SB icon selected by the local
reader was considered as a frame of interest. Each frame of in-
terest was extracted and included in the CAD-CAP database, to-
gether with a short adjacent video sequence that included 25
frames upstream and downstream the index frame. Two pre-

med students were trained, and supervised by an expert reader
(XD), to select and to delimitate any lesion found into the se-
lected frames of interest. The delimitation process used Adobe
Photoshop CS6 (Adobe Systems, United States) and GIMP soft-
wares (GNOME Foundation, United States) with a Wacom (Wa-
com Co., Ltd, Japan) pen tablet connected to a laptop.

Central reading of selected frames

During several face-to-face meetings, three expert SB-CE read-
ers (XD, SL, JPLM) screened all selected frames of interest (and
associated 9-second video sequence including 25 frames up-
stream and 25 downstream the index still frames), and all deli-
mitations of abnormal findings within each selected frames.
Blurred or unanalyzable frames were excluded. Findings' delimi-
tations were also reviewed, and remade when necessary.

Abnormal findings were first sorted into three different ca-
tegories: (a) fresh blood and clots; (b) vascular findings; (c) ul-

▶Table 1 Characteristics of the CAD-CAP database.

Characteristic

Total number of SB3-CE (n) 4174

Total number of SB3-CE (n) videos with at least one
abnormal finding

1480

Total number of frames with abnormal findings (n) 5124

Total number of normal frames (n) 20,000

Gender ratio M/F (%) 59/41%

Mean ± SD age (years) 64 ± 15

CAD-CAP, computer-assisted diagnosis for capsule endoscopy; SB3-CE,
third-generation small bowel capsule endoscopy; SD, standard deviation

▶Table 2 CAD-CAP database details and contribution of the centers.

Centers Number of SB3-CE provided

Brest Hospital 340

Henri Mondor Hospital, Créteil 358

Lomme Hospital 173

Lille Hospital 445

Edouard Herriot Hospital, Lyon 450

Nantes Hospital 242

Nice Hospital 471

Cochin Hospital, Paris 466

HEGP, Paris 395

Saint Antoine Hospital, Paris 541

Tenon Hospital, Paris  58

Strasbourg Hospital 235

SB3-CE: third-generation small bowel capsule endoscopy; HEGP: Hôpital
Européen Georges Pompidou.
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cerative/inflammatory findings. Then, in these categories, all
abnormal findings were sorted again according to their rele-
vance. Relevance was defined as followed by a group of four
SB-CE experts (FC, XD, GR, JCS). Fresh blood and clots [17], typ-
ical angiectasia [18] and ulcerated lesions [19] were considered
"highly relevant" findings. Non-ulcerated but inflammatory
findings (for instance erythema, edema, denudation) [20]
were considered "moderately relevant" findings. Subtle vascular
lesions (for instance erythematous patches, red spots/dots,
phlebectasia, and so-called "diminutive angiectasia") were con-
sidered "poorly relevant" findings [18].

Control frames

A set of 206 normal and complete SB-CE videos was used to cre-
ate a control dataset. Still frames were automatically extracted
from these latter videos, every 1% of the SB sequence (between
1% and 100% of the SB sequence). Thus, 100 normal frames
were extracted per video. Again, for any normal extracted still
frame, a short video sequence was also captured (with 25
frames upstream and downstream the index frame). All suppo-
sedly normal frames were reviewed by two readers (XD, RL).
Doubtful, blurred or irrelevant frames were excluded.

Database splitting into two datasets

All the frames (and short video sequences) were randomly
grouped through a computer-generated algorithm into two
different, independent subsets of still frames, of equal sizes
for each category (considering the presence and type of abnor-
mal finding and the category of relevance). One dataset was
dedicated to the development and training of algorithms (ma-
chine learning). The other dataset was dedicated to the testing
and validation of algorithms.

Results
We collected 4,174 third-generation SB-CE from the 12 partici-
pating centers (▶Table 1). We included in the database 1,480
videos (35%) containing at least one frame of interest (with ab-
normal findings), and 206 normal videos (as controls). Clinical
characteristics from these 1480 SB-CE were collected (59%
men, 41% female, mean age 64). SB-CE were mainly indicated
for obscure gastrointestinal bleeding (67%), suspected Crohn’s
disease (CD) (12%), and sometimes (21%) for others various in-
dications such as coeliac disease and Peutz-Jeghers polyposis.
In total we extracted 6,013 still frames (with their adjacent
short video sequences). Abnormal findings were delimitated
by the pre-med students within 5,124 frames, and then re-
viewed and sorted by the experts (▶Fig. 1). Of the frames,
3103 contained images of vascular abnormalities (817 frames
with highly relevant images of angiectasia, 2286 frames with
other, poorly relevant, images of vascular lesions), 1370 frames
contained images of ulcerative/inflammatory findings (1057
frames with highly relevant images of ulcerated lesions, 313
frames with moderately relevant images of inflammatory but
not ulcerated lesions). Highly relevant images of fresh blood
and clots were contained in 651 frames (▶Fig. 2). Three-hun-
dred-and-ninety-one frames with images of miscellaneous le-

sions (including tumors and polyps) were not delimitated and
not included in this first version of the database, because this
number was considered too low for machine learning). Twen-
ty-thousand normal frames (controls, with their short video se-
quences) were extracted from the 206 SB-CE normal and com-
plete videos. Two subsets of 12,562 still frames (2562 with ab-
normal findings with an associated, delimitated frame, and
10,000 normal, control, frames) were selected.

Discussion
The multicenter CAD-CAP database was created to promote
the development of AI applications in the field of SB-CE. This
database has several strengths, the first being the volume of
collected data. Data collection was multicenter, thus providing
over 4,000 SB-CE capsules videos and reports. Six thousand
frames with abnormal findings and 20,000 normal frames,
were provided. This makes CAD-CAP the largest published
SB3-CE database so far. The second strength is the quality of
the collected data. Only third-generation SB-CE were consid-
ered, which provides homogenous frames and videos (in terms
of resolution, luminosity, and overall quality). CAD-CAP is com-
posed of supervised and validated, delimitated findings from
SB-CE. Three levels of pertinency (relevance) of abnormal find-
ings were defined before frames were sorted by a group of ex-
pert readers. Future CADsoftware could therefore be challen-
ged at different levels (diagnosis performance for not/poorly/
moderately/highly relevant lesions) by using the CAD-CAP da-
tabase. It is unknown whether private CE or AI companies have
such databases. Since 2017, the KID project by Koulaouzidis A
et al. [13] has aimed to provide an Internet-based digital video
atlas of capsule endoscopy for research purposes.

The CAD-CAP database has some limitations. First, some
computer vision experts may consider the number of frames
collected insufficient. For comparison, 128,175 retinal images
frames were used by Gulshan et al. [7] to develop a deep learn-
ing algorithm for detection of diabetic retinopathy in retinal
fundus photographs. Another 129,450 skin images were used
by Esteva et al. [6] for development of an automated tool for
classification of malignant vs benign skin lesions. However, the
quality of collected data (with delimitated abnormal findings
within each frame of interest), and the number of normal
frames used as controls may balance out this limitation. Sec-
ond, the CAD-CAP database only used data from the SB-CE Pill-
Cam SB3 system, thus restraining potential development of
CADalgorithms with other SB-CE systems that have different
image processing inner characteristics. Third, SB preparation
quality was not considered in this database because of the lack
of fully validated cleansing score for SB-CE [21]. Poor prepara-
tion quality should be taken into consideration as it may gener-
ate false-positive findings. Fourth, and most importantly,
polyps/tumors are certainly "highly relevant findings," but such
frames were not included in this first version of the CAD-CAP
database because of their limited number.We plan to collect a
significant number of frames with polypoid lesions from ongo-
ing studies and include them in the next version of the data-
base. Fifth, the clinical relevance of many SB findings is not de-
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termined yet in the literature. To overcome this limitation, our
group is currently conducting a study based on an illustrated
script questionnaire, aiming to better determine the clinical re-
levance of SB-CE findings. This study includes 576 frames with
various types and numbers of findings, and different clinical

settings. It should provide a strong asset for a better classifica-
tion of SB lesions seen in CE, thus allowing updating a second
version of CAD-CAP with a more accurate findings’ classifica-
tion. Sixth, there was no sample size calculation. We tried to
collect as many CE as possible, and to accumulate a high num-

▶ Fig. 1 Examples of native small bowel capsule endoscopy frames, with their corresponding delimitations. a Native deidentified still frame
showing a vascular lesion considered "highly relevant.” b Manual delimitation of the vascular lesion within frame 1a. c Native deidentified still
frame showing a vascular lesion considered " poorly relevant.” d Manual delimitation of the vascular lesion within frame 1c. e Native deiden-
tified still frame showing an ulcerative lesion (considered "highly relevant"). f Manual delimitation of the ulcerative lesion within frame 1e
g Manual delimitation of the ulcerative lesion including mucosal inflammatory changes within frame 1e. h Native deidentified still frame
showing an ulcero-inflammatory lesion (considered "moderately relevant"). i Manual delimitation of the ulcero-inflammatory lesion within
frame 1 hour. j Native deidentified still frame showing fresh blood (considered "highly relevant"). k Manual delimitation of the fresh blood
within frame 1j. l,m Two normal control frames (no delimitation needed)
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ber of high-quality images (i. e., with a clear delimitation of any
finding within frames).

AI and machine learning processes are increasingly used for
medical and research purposes. This shift provides a large vari-
ety of perspectives concerning image analysis and automated
diagnostic tools. Because of the exponential growth in health-
care data, new processing methods are needed for analysis of
large data sets. That will completely transform our current clin-
ical practice. Image recognition software can already make pre-
dictions as effectively as, or even better than, physicians [10,
22]. Machine learning directly from medical data could prevent
clinical errors due to human cognitive biases, positively impact-
ing patient care [23].

In medicine, AI is still in its nascent stage, but it should not
be long before it becomes a part of everyday life in daily prac-
tice. For example, the first FDA-approved AI tool in medicine
has already shown high sensitivity (87%–90%) and specificity
(98%) for detecting moderately severe retinopathy and macu-
lar edema, compared with 54 ophthalmologists and senior resi-
dents [7]. Similarly, another application has demonstrated the
efficacy of an automated tool for classifying appearance of
skin lesions [6]. Many others are under development.

Unsurprisingly, the AI revolution has also started in the field
of endoscopy. Developed algorithms are now able to differenti-
ate diminutive adenomas from hyperplastic polyps during colo-
noscopy in real time with high accuracy [5]. Other studies have
shown that an automated detection tool for Barrett’s esopha-
gus neoplasia can assist endoscopists in detecting early neopla-
sia on volumetric laser endomicroscopy [24]. Many more tools
and studies are to come, as the field of AI is expanding expo-
nentially [25].

Indeed, AI applications are also emerging in the field of CE.
In the next few years, automated software should be able to fa-
cilitate more efficient reporting. Many studies have been con-

ducted to establish a cleansing score for SB-CE quality prepara-
tion. Different approaches have focused on the abundance of
bubbles [26], red over green color [27, 28], and quality of bowel
preparation in colon capsule endoscopy [29]. Algorithms based
on machine learning approaches have also been developed to
detect SB lesions [12, 28, 30]. Aoki et al. [16] developed a CAD
algorithm for detection of erosions and ulcerations in SB-CE
based on a deep convolutional neural network with sensitivity,
specificity, and accuracy of 88.2%, 90.9% and 90.8%, respec-
tively. Although AI in endoscopy remains very promising, it still
requires further research and clinical trials to be validated in
daily clinical practice.

The CAD-CAP database has already been used for interna-
tional challenges in medical image computing. During the
2017 and 2018 Medical Image Computing and Computer-Assis-
ted Intervention (MICCAI) meetings, 14 and 20 research teams,
respectively, were challenged to develop CAD tools dedicated
to SB-CE [31]. We recently reported of an automated, highly
sensitive, highly specific algorithm for diagnosis of SB angiecta-
sia [12], which was developed using a subset of frames from the
CAD-CAP database. This tool reached high performance with
100% sensitivity and negative predictive value and a 96% speci-
ficity and positive predictive value. Patent application and in-
dustrial partnership are also under consideration.

Conclusion
In conclusion, the CAD-CAP database aims to promote devel-
opment of CAD reading in SB-CE. It represents an opportunity
to design fully-automated software for detection of all SB le-
sions to facilitate and improve the future of CE reading, review-
ing and reporting.

CAD-CAP database

Images with vascular 
lesions (n = 3103)

Highly relevant 
(n = 817)

Training dataset
▪  Images with pathological findings
 (n = 2562)
▪  Normal images (n = 10000)

Testing dataset
▪  Images with pathological findings
 (n = 2562)
▪  Normal images (n = 10000)

Highly relevant 
(n = 651)

Highly relevant 
(n = 1057)

Moderately relevant 
(n = 313)

Poorly relevant 
(n = 2286)

Images with ulcero-
inflammatory lesions 
(n = 1370)

Normal images
(n = 20000)

Images with fresh blood 
(n = 651)

▶ Fig. 2 CAD-CAP database distribution.
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