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EQUILIBRIUM FLUCTUATIONS FOR DIFFUSIVE SYMMETRIC

EXCLUSION WITH LONG JUMPS AND INFINITELY
EXTENDED RESERVOIRS

C.BERNARDIN, P. GONCALVES, M. JARA, AND S. SCOTTA

ABSTRACT. We provide a complete description of the equilibrium fluctuations
for diffusive symmetric exclusion processes with long jumps in contact with in-
finitely extended reservoirs and prove that they behave as generalized Ornstein-
Uhlenbeck processes with various boundary conditions, depending mainly on
the strength of the reservoirs. On the way, we also give a general statement
about uniqueness of the Ornstein-Uhlenbeck process originated by the micro-
scopic dynamics of the underlying interacting particle systems and adapt it to
our study.
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1. INTRODUCTION

The aim of this work is to study the equilibrium fluctuations of a symmetric
exclusion process with long jumps and infinitely extended reservoirs. The latter
is a well known stochastic interacting particle system whose Markovian dynamics
can be summarized as follows. Each point of a one dimensional sub lattice Ay =
{1,...,N — 1} of Z of size N, called “bulk”, can be occupied by at most one
particle (exclusion rule). Any particle evolves like a continuous time symmetric
random walk with a translation invariant transition probability p(-) given by

c
(1.1) p(z,y) =plx —y) = ﬂ-{w#y}mv
apart from the fact that jumps violating the exclusion rule are suppressed. Above
¢y is a normalizing constant. The previous bulk dynamics conserves the number of
particles. The boundary of Ay acts as infinitely extended particles reservoirs whose
role is to maintain a certain density « on the left and 5 on the right, destroying the
previous conservation law and creating a net density current in the bulk if o # 3.
The intensity x/N? of the reservoirs is regulated by the two parameters x > 0
and 0 € R. In particular, since N is large, the greater the value of 6, the weaker
the action of the reservoirs. Therefore, for # > 0 we will use the terminology slow
reservoirs while for § < 0 we will use fast reservoirs. The main interest in this
model is to understand the typical macroscopic space-time evolution of the empir-
ical density (hydrodynamic limits) as well as its fluctuations around this typical
behavior (see [20], [29]). This behavior strongly depends on the fact that p(-) has
finite variance, in which case a diffusive behavior is observed, or infinite variance,
in which case a superdiffusive fractional behavior appears. The interesting feature
of the presence of reservoirs, even in the diffusive case, is that they introduce a
bunch of boundary conditions to the hydrodynamic equation. We refer for example
to [1,7,9,11,12,15,21,24] for various research papers on the subject.

The hydrodynamic limit of the long jumps exclusion process with an infinite
variance p(-) and without reservoirs has been studied in [19]. In [3,5,6] infinitely
extended reservoirs are added to the system and both the hydrodynamic limit and
hydrostatics are obtained. The hydrodynamic equations are given, in the case
of infinite variance, by a collection of fractional reaction-diffusion equations with
Dirichlet, fractional Robin or fractional Neumann boundary conditions. In [4], the
case of finite variance is considered, extending the work of [2], which was limited to
a nearest-neighbor transition probability, non-extended reservoirs and only related
to the slow (f > 0) regime. The hydrodynamic equations are given by a collection
of reaction-diffusion equations with Dirichlet, Robin or Neumann boundary condi-
tions. The equilibrium fluctuations, i.e. when the densities of the two reservoirs
are the same o = 3 = p and starting the system from the stationary measure, for
these models have been studied [11] but only in the context of [2]. In particular,
also here the interesting fast regime (§ < 0) which gives rise to singular reaction
terms at the hydrodynamic level is not considered.

In this work, we derive the equilibrium fluctuations for the model presented in
[4], i.e. in the case where the transition probability p(-) has infinite support but fi-
nite variance. In [11] the authors obtain that the equilibrium fluctuations are given
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by Ornstein-Uhlenbeck processes with either Dirichlet, Robin or Neumann bound-
ary conditions, that are solutions of linear stochastic partial differential equations
(SPDEs) of the form

(1.2) Yy = AV + BW,

where A and B are two unbounded operators depending on the underlying hydro-
dynamic equations and W, is a space-time white noise. The mathematical study
of these equations was pioneered in [17] and their solutions are called generalized
Ornstein-Uhlenbeck processes. In our case, the process describing the fluctuations
around equilibrium is also a generalized Ornstein-Uhlenbeck process. In the regime
6 > 1 the results and proofs obtained here are very similar to those of [11]. The main
novelty is in the regime 6 < 1, which corresponds to the case where hydrodynamic
equations are given by a diffusion (2 — v < 6 < 1), a singular reaction-diffusion
(0 = 2 — ) or a singular reaction equation (f < 2 — v) with Dirichlet boundary
conditions. In the case 2 —y < 6 < 1 the proof of the uniqueness of the solution to
the SPDE is non-standard and requires new technical tools. The difficulty comes
from the fact that the martingale problem defining the corresponding Ornstein-
Uhlenbeck process is provided for test functions which vanish together with all
their derivatives at the boundary, while for proving uniqueness, we need to extract
information about the boundary which is not seen by functions of this type. In
the case 8 = 2 — ~, the proof of uniqueness follows the standard approach but it
requires a very precise study of a singular Sturm-Liouville problem, which has, in
fact, its own interest, independently from the content of this paper.

In this article, we close the scenario of the equilibrium fluctuations, initiated in
[11] for the case of nearest-neighbor jumps, and we let open the case where the
variance of p(-) is infinite. We think however that the study initiated here gives
some insight to attack the difficult problem of the equilibrium fluctuations when
the variance of p(-) is infinite. We also restricted ourselves to the case when the
system is at equilibrium and a very challenging problem is to analyze the case
where the system is initially outside of equilibrium. We remark that in the case
of nearest-neighbor jumps, the non-equilibrium fluctuations were derived in [12] in
the case of Robin boundary conditions (corresponding to # = 1) and in [16] for the
case of Dirichlet (in the case of slow boundary, that is 0 < § < 1) and Neumann
boundary conditions (that is 6 > 1).

We present now the structure of the paper. In Section 2 we describe in details
the model that we study. In the same section (Subsection 2.2) we also recall the
results on the hydrodynamic limit obtained in [4]. Then, in Subsection 2.3 we start
the analysis of the equilibrium fluctuations for this model, introducing the fluc-
tuation field, the space of test functions, and then we state our main results. In
Section 3 we give a characterization of the limit points of the sequence of fluctua-
tion fields. In Section 4 we give a proof of tightness of the sequence of probability
measures associated with the fluctuation fields in a suitably chosen topology. Fi-
nally, in Section 5 we prove that the limit of this probability measures is the unique
martingale solution of an SPDE. In Section 6 we prove some technical lemmas that
we used throughout the paper. Section 7 provides a general proof of uniqueness of
the Ornstein-Uhlenbeck process solution of (1.2). The paper is concluded by some
appendices.
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2. THE MODEL AND STATEMENT OF RESULTS

2.1. The model. In this subsection we recall the microscopical model introduced
in [4], which consists in a symmetric exclusion process with infinitely extended
reservoirs.

Let N > 1 be an integer. We call “bulk” the set Ay = {1,---,N —1}. The
exclusion process that we consider is a Markov process {n;}+>0 with state space
Qn = {0,1}*~. As usual, for a configuration n € Qx we say that the site z €
AN is occupied if n(z) = 1 and it is empty if n(z) = 0. Note that it is not
possible to have more than one particle per site (exclusion rule). Let us consider
the symmetric transition probability p : Z x Z — [0,1] defined in (1.1). This
probability characterizes the rate at which a particle jumps from z to y or from y
to 2. We assume that p(-) has a finite variance denoted by o2 := Y _, 2*p(z) <
00, which, for this choice of p(-), means that v > 2. Let us also introduce the
quantity m = ) ., zp(z), which will be useful through this work. The action of
the stochastic reservoirs, placed at the left and at the right of the bulk, depends on
the four fixed parameters «, 8 € [0,1], x > 0 and 6 € R. With this notation we can
define the dynamics of the process. It is easier to explain separately the dynamics
involving only the bulk and the ones involving the reservoirs.

e Bulk dynamics: each couple of sites in the bulk (z,y) € Ay X Ay carries
an independent Poisson process of intensity 1. If for the configuration n,
there is an occurrence in the Poisson process associated to the couple (z,y),
then we exchange the value of the occupation variables n(x) and n(y) with
probability p(y — z)/2.

¢ Reservoirs dynamics: each couple of sites (z,z) with z € Ay and 2 <0
carries a Poisson process of intensity x N ~p(z—2)[(1—a)n(z)+a(1-n(z))],
all of them being independent. The value of « € [0, 1] represents the particle
density of the reservoir located in z. If for the configuration 7, there is an
occurrence in the Poisson process associated to the couple (z,z) , then
we change the value n(z) into 1 — n(x) with probability 1. At the right
boundaries (z > N) the dynamics is similar but instead of « the density of
particles of the reservoirs is given by S.

See Figure 1 for an illustration of the dynamics described above.

K

axaP© p(3)

/\ EX (1= A)17p(2)
; Y SO S .

-2-10 1 2 3 4 5 6 7 8 9 10 11 12 13 (14 15 16

FiGURE 1. Example of the dynamics of the model with N = 14,
the sites colored in blue act as reservoirs.

The process is completely characterized by its infinitesimal generator which is
given by

Ly =L + L% + LY,
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where LY, LY, and L%, act on functions f: Qn — R as

(N =5 X pla—y)(Flo™vn) ~ f),
T, yEAN
(LNH)m) = +5 D coln.a)pl@ —y)flen) = F(n)
TEAN
y<0
L)) = 375 2 cln Bpla = y)(F(o"n) = F(n)
TEAN
y>N

where, for any 6 € [0,1] and z,y € Ay, we define ¢,.(,9) := 0(1—n(x))+(1-95)n(x)
and we use the notation 0®¥n and o*n for the configurations

n(z), if z#z,y,
(@™'n)(z) = {ny), if 2=z, , (o"N)(2):= {
n(@), if z=y

n(2), if z#x,
1—n(z), if z=u.

We speed up the Markov process in the time scale t@(N) and we denote it by
n = me(n)- The time scale O(N) will be chosen later (see (2.3)) and will depend
on the value of #. Note that {me(n);t > 0} has infinitesimal generator given by
O(N)Ly.

We note that if « = f = p € [0,1], the Bernoulli product measures v, =
®zeanB(p) are reversible and hence invariant for the dynamics (see [15] for a proof).

2.2. Hydrodynamic limits. In this subsection we recall the results about hydro-
dynamic limits obtained in [4] for this model in the diffusive regime (y > 2).

Let us first introduce some notation. For any 7' > 0 and m,n € N we will denote
by C"™™(]0,T] x [0, 1]) the space of functions defined on [0, 7] x [0, 1] which are m
times continuously differentiable in the first variable and n times on the second. We
will consider also the space C7>™(]0,T] x [0,1]) which is the space of the functions
H e C™™([0,T] % [0,1]) such that, for any fixed time s € [0, T], the function H(s, -)
has compact support in (0,1). For some interval I C R and any Polish space E,
we will consider the Skorokhod space D(I, E') which is the space of functions from
I to E that are right continuous and admit left limits. Analogously we denote by
C(I, E) the space of continuous function from I to any space E. Moreover, we will
denote by L2 (I) the space of real functions H defined on I for which the norm

H|E: o) = / V() [P )

is finite. This norm is associate to the inner product (-,-,)rz2 (1), defined on real
functions H, G as

(H,G)p2 (1) = /IH(u)G(u)w(u)du

When w is constantly equal to 1 we will omit the index w in L2 (I). In addition,
in order to have a lighter notation, if I = [0, 1] we will write only L2 to denote this
space.

For k > 1 we will denote by H¥(I) (resp. H{(I)) the classical Sobolev space
WPF2(I) defined as the closure of C*(I) (resp. C¥(I)) with respect to the norm
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defined by

k
H| By = S IHD o,
§=0

Above and below, we denote by H® the i-th derivative of H, while for i = 1 (resp.
i = 2) we simply denote it by VH, H' or ,H (resp. AH, 9?H or H"). If
I =[0,1] we will omit often the interval in the notation, i.e. H*([0,1]) = H* (resp.
HE = HE([0,1])). We will also denote ||H'||z2 by ||H||1. Moreover, when we write
that a function H defined on [0, 7] x I is in L2([0,T],H*(I)), we mean that

T
/0 1 (s, )| 2. 1y ds < oo,

Now, we define the hydrodynamic equations related to this model, giving the
corresponding notion of weak solution for each one of them. In order to do that,
we have to introduce the following functions: for any u € (0,1),

(2.1) Vo(u) := ar™ (u) + Br(u) and Vi(uw):=r" (u)+r (u),

where 7 (u) := ey 11 —u)™Y and r~ (u) = ey~ tu™".

Now, we can write the family of hydrodynamic equations associated to this
model, which depend on some parameters & > 0,4 > 0,a,b > 0. Let g : [0,1] —
[0,1] be a measurable function. We consider the following linear reaction-diffusion
parabolic PDE with non-homogeneous boundary conditions:

Oepe(q) = [0A — V] pe(q) + &Vo(q),  (t.q) € [0,T] x (0,1),
(2.2) adgpe(0) = b(p(0) — @), adype(1) = b(B — pe(1)), t€[0,T]
po() = g(-).

In [4] it is defined a notion of weak solution for this class of PDEs and it is shown
there existence and uniqueness of such weak solutions.

Remark 2.1. Observe that in the previous definition, if 6 > 0, c =0, a =0 and
b #£ 0, then we recover the heat equation with Dirichlet boundary conditions. While,
if a,b # 0 then (2.2) is the heat equation with linear Robin boundary conditions. If
a# 0 and b =0 then (2.2) is the heat equation with Neumann boundary conditions.
If 6 =0 and & # 0, then (2.2) does not have the diffusion term.

The following theorem, proved in [4], states the hydrodynamic limit (summarized
also in Figure 2) relative to this model for the whole set of parameters, in the case
of finite variance, that is v > 2. In order to state the theorem we need to introduce
the following definition.

Definition 2.2. Let pp : [0,1] — [0,1] be a measurable function. We say that a
sequence of probability measures {un}n>1 on Qn is associated with the profile po(-)
if for any continuous function H : [0,1] = R and every § > 0

Jim <77 € Qy: ‘% > H(%)n() - /Olﬂ(q)po(q)dq‘ > 5) =0.

T€EAN
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Theorem 2.3. Let g : [0,1] — [0,1] be a measurable function and let {un}n>1
be a sequence of probability measures in Qn associated with g(-). Then, for any

0<t<T and G e C[0,1)])

Jim P (n.N € D([0,T],Qn) : ‘ﬁngG (%) 0 (x) - /01 G(Q)pt(Q)dQ‘ > 6)
-0,

where P, is the probability measure associated to the process {n ; t € [0,T]} :=
{me(ny; t €10, T]} with starting distribution puy, the time scale is given by

2 ; >9 _
(2.3) o) =4 Fo22-m,
N7+, if 0 <2—7,

and {p:(-); t € [0,T]} is the unique weak solution of (2.2):
e withd=0,a=0and ==k, if 0 <2 —~;

N

o witho=5%,a=0and i=k, if 0 =2—1;
o withé=%,a=0and k=0, iff€(2-1);
) with&:%,a:”—;,/%:()andb:mn, if0=1;
e withe=%,a=1,~=0andb=0, if > 1.
0
Heat eq. & Neumann b.c.
0=1,v=2 ¢
Heat eq. & Robin b.c.
0=0,vy=2 @ v

Heat eq. & Dirichlet b.c.

Reaction eq. & Dirichlet b.c.

FI1GURE 2. The five different hydrodynamic regimes obtained in
Theorem 2.3 as function of v and 6.
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2.3. Equilibrium fluctuations.

2.3.1. Holley-Strook Theory. Before stating our main result we review the notion
of solutions to the SPDEs that we will derive from our underlying dynamics. We
follow the theory of martingale problems initiated in [17] which, in this setting, is
explained in [20] and generalized in the presence of boundary conditions in [11].
Here we provide a general theoretical framework encapsulating all the previous
studies.

Definition 2.4. Fiz T > 0 some time horizon. Let C be a topological vector space,
A : C — C be an operator letting C invariant and ¢ : C — [0,00) be a continuous
functional. Let C' be the topological dual of C equipped with the weak x topology. We
say that the process {Y; ; t € [0, T} € C([0,T],C’) is a solution of the Ornstein-
Uhlenbeck martingale problem
OU(C, A, c)
on the time interval [0, T] with initial (random) condition yo € C' if:
(i) for any H € C the two real-valued processes M.(H) and N.(H) defined by

(2.4) My(H) = Y,(H) - Yo(H) - / V(A ds:

(2.5) Ny(H) = My(H)* — tc*(H),
are martingales with respect to the natural filtration of the process )., that
is, {Ft; t €[0,T]} :={o(Vs(H); s<t, HeC); t €[0,T]}.
(il) Yo = yo in law.
Holley-Strook approach [17] can be extended in a general setting and gives the
following proposition.

Proposition 2.5. Assume there exists a semigroup {P;}1>0 on C associated to the
operator A : C — C in the sense that

(26) Pt-l—eH — PtH = EAPtH + 0(6, t)

where e~ Lo(e, t) goes to 0, as € goes to 0, in C uniformly on compact time intervals.
Then there exists a unique solution to OU(C, A, c).

Proof. The proof is given in Section 7. ]

Let us observe that (2.6) implies that for any H € C, the application ¢t € [0, 00) —
P.H € C is C' and satisfies
(2.7) 8,P.H = AP,H, PyH = H.

Definition 2.6. Assume that the conditions of Proposition 2.5 are satisfied. We
say that the process {Y ; t € [0, T} € C([0,T],C’) is a stationary solution of the
martingale problem OU(C, A, c) on the time interval [0,T] if Vo is a Gaussian field
of mean zero and covariance function € : C x C — R given on H,G € C by

Eo(H)Yo(G)] = €(H,G).
From this, it follows that the process {Y, ; t € [0,T1} is Gaussian and that for any
0<s<t<T, any H,G € C, its covariance is given by

(2.8) EVi(H)Ys(G)] = €(P—sH, G),
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where {P; ; t > 0} is the semigroup generated by the operator A in the sense of
(2.7).

Remark 2.7. The fact that the solution of the martingale problem OU(C, A,c),
whose initial condition is a centered Gaussian field, is a Gaussian process with the
covariance function prescribed in the definition above, comes directly from the proof
of Proposition 2.5. See Lemma 7.2 for details.

It is important to observe that in the definition above, the choice of the space C
plays a capital role and, in the present study, encapsulates the boundary conditions
that we want to observe.

Let C*([a,b]) (a < b both in R) be the space of real-valued smooth ! functions
H : [a,b] = R. We equip this space with the topology defined by the family of
seminorms

(2.9) { sup |H® (u)|} .
u€[0,1] i€ENU{0}

In the sequel, we will consider in particular the following topological vector spaces
S ::{H € C*((0,1)); HD(0) = HV(1) =0, Vi € IN},
Sbir ::{H e 0([0,1]) ; H®)(0) = H®)(1) =0, Vi € N},
Sron :={ H € C=([0,1]) ; HE+D(0) = —25 129 0)
(2.10) and H®H(1) = 2ms g2 (1), v ¢ IN},
Snew ::{H e 0=([0,1]) ; HHD(0) = HEHD (1) =0, Vi e N}.

Remark 2.8. Note that all the spaces introduced above are Fréchet spaces. We
recall that a Fréchet space is a complete Hausdorff space whose topology is induced
by a countable family of semi-norms. Indeed, since the space C*°([0,1]) endowed
with the semi-norms defined in (2.9) is a Fréchet space, and any closed subspace
of a Fréchet space is also a Fréchet space, to conclude, it is enough to observe that
uniform convergence implies point-wise convergence (see [26] for more details on
Fréchet spaces). Working with Fréchet spaces will be fundamental in Section 4 for
the proof of tightness.

Definition 2.9.

o Let Sp be the set S if 6 < 1, the set Srop if 0 =1 and Syey if 0 > 1.
o We define the inner product ((H, G))g between two functions H,G : [0,1] —
R with regularity at least C*([0,1]) by

(H, G))o = 2x(p)o” [1{922_7} (VH,VC)

(2.11) +1{9S2—7}§/0 (r=(u) + 7 (u) H (u)G(u)du

2

+ 11y ———(VH(0)VG(0) + VH(1)VG(D)) |,

4km

IWe mean that the function H is smooth on (a,b) and that all the derivatives of H can be
continuously extended to [a, b].
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where x(p) := p(1 — p) and {-,-) is the standard L? inner product. Then,
the Hilbert space Hyg is obtained as the completion of the space of functions
H € C*([0,1]) for the norm induced by the previous inner product:

1H2 o = ((H, H))p-

Lemma 2.10. For any 0, the application H € Sy — ||H|l¢ € R is a continuous
functional.

Proof. In order to prove the continuity of the functional, fix some G € Sp and some
€ > 0. We have to prove that there exists some open neighborhood of GG such that,
if H is in this neighborhood, then ||[H||3 — [|G||3| < e. We take this neighborhood
in the form

vEe = {H €85;Vj<k, sup |(H—-G)D ()< 5}
u€[0,1]

for suitable £ > 0 and § > 0 fixed later. In the sequel H € Vg"s.
Let us start with the case § > 2 — v. Note that,
1 1
} / (VH(u))? — (VG(u))2du‘ < / IVH (u) — VG (u)||VH(u) + VG(u)|du
0 0

<6[5+2 sw [(VEWI| <
u€(0,1]
if § is taken sufficiently small with respect to e.

The same argument as used above, allows us to deal with the extra term obtained
in the case § = 1.

To conclude it remains to analyse the reaction term. To that end, observe that
in the regime 0 < 2 — v, Sg = S, and we can restrict our study to the integral with
r~, since for the one with r* the argument is exactly the same. Since H — G € S,
by applying Taylor expansion to the function H — G around zero at order k we get
that:

Yu € [0,1], |(H—-G)(u)| < [ sup |(H — G)(k)(v)|] uk < 5 uk.
ve[0,1]
On the other hand we have that

sup |(H+G)(u)| <d+2 sup |G(u)l.
u€(0,1] u€[0,1]

It follows that

‘/ ~GP(u du‘<5 ‘/ <’Hdu

By choosing k sufficiently big so that last integral is finite, last display becomes
bounded by € if § is chosen sufficiently small. This ends the proof. O

042 sup |G(u
u€[0,1]

We define the unbounded operators Ay on Sy by

2
.Ag = % 1922,7A - Iiﬂ.gSQ,,YVL
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In [11,12,16] it is proved the following theorem
Theorem 2.11 ([11,12,16]). It holds that:

e If 0 > 1, then there exists a unique (in law) solution of the martingale
problem OU(Sy, A, || - |lo)-

o If2 — v < 0 <1, then there exists a unique (in law) solution of the mar-
tingale problem OU(Spir, Ag, || - |l6)-

2.4. Density fluctuation field. We are interested in studying the density fluctua-
tions at equilibrium. The system is in equilibrium if, for a fixed parameter p € (0, 1),
we put @ = 8 = p and we choose the initial measure on 2 as the Bernoulli product
measure v,. We denote by P, the law of the process {n{" ; t € [0,T]} starting from
v, and the corresponding expectation is denoted by E,,. Note that this expectation
is not the same as E,,p which is with respect to the measure v, defined on Q.
Since v, is a stationary measure we have that E, [} ()] is constant in ¢ and = and
it is equal to p. We are therefore looking at the fluctuations of the configurations
around their mean with respect to v,, namely at the following quantity.

Definition 2.12. For any t > 0, the density fluctuation field YN € S}, is defined
as the random distribution acting on test functions H € Sy as

N-1
V) = e 3 H (5) 7 (2).

where

m (x) = np () — p.

We denote by Q% the probability measure on D([0,T],S;) associated to the
density fluctuation field Y. We denote by @ the limit point of {Q%N}n~1 (we
will prove that it exists, is unique and concentrated on C([0,77,Sp)). So, the
expectation denoted by Eq is with respect to the limit measure @) which will be
defined on the space C([0,T],Sp).

Our first result extends Theorem 2.11 to the regime # < 2 — v and proposes a
different notion of solution to the martingale problem in the case 6 € (2 — v, 1).

Theorem 2.13. The following holds:

1. Assume 0 < 2 — . There exists a unique solution of the martingale problem
OU(Sy, As, || - [l6)-

2. Assume 2—~ < 0 < 1. There exists a unique (in law) random element {V; ; t €
[0,T7} € C([0,T],S)) which is a stationary solution of the martingale problem
OU (8o, Ao, || - o) and which satisfies the two extra conditions:

(i) regularity condition: E[(Vi(H))?| S ||H||32 for any H € Sy;

(ii) boundary condition: Let 10 := 671]].(076] and 1} = 671]].[1_6)1). For any
s€[0,T) and j = 0,1, consider Ys(i?), defined using Lemma 5.1%, we have
that

t 2 t 2
lmE | sup (/ yS(LS)ds> =limE | sup (/ yS(Li)ds) =0.
e—0 0<t<T 0 =0 0<t<T 0
2,1

! and 2 are not continuous functions and so, in particular, are not elements of any of the
test function spaces considered. Making sense of this is exactly the contain of Lemma 5.1.
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Moreover it coincides with the unique stationary solution of the martingale

problem OU(Spir, Ao, || - ||o)

Remark 2.14. The first part of the previous theorem follows closely the Holley-
Strook approach, the difficulty here is that this approach requires to well understand
the properties of the singular Sturm-Liouville problem associated to Ag for 0 = 2—-.
The analysis of this problem is non-standard and it is the content of Subsection 5.3.
In the second part of the theorem we observe that if Sy is replaced by Sp;, then, the
uniqueness of OU(Spir, Ag, || - |lo) holds without the extra conditions (i) and (ii).
Nevertheless, the space Sp = S is not sufficiently large to encapsulate Dirichlet
boundary conditions and to provide uniqueness of the solution of the martingale
problem OU (S, Ay, || - l9). As explained below, since we do not know how to show
that the limiting points of our sequence of fluctuations fields is a stationary solution
of OU(Spir, As, || - lo) but only a stationary solution of OU(S, Ao, || - |l¢), we have
to show that the limiting points satisfy the extra conditions (i) and (ii), which are
sufficient to restore uniqueness.

The second main result of this paper is the following theorem.

Theorem 2.15. The sequence of probability measures {QQ’N}N>1 associated to the

sequence of fluctuation fields {YN } y~1 converges, as N goes to infinity, to a proba-
bility measure Q, concentrated on the unique stationary solution of OU (Sp, Ao, ||-|l0)
if 0 ¢ (2 —~,1) and to the unique stationary solution of OU(Spir,As, | - |la) if
e (2—~,1).

The proof of last theorem is a consequence of two facts: the sequence of density
fluctuation fields is tight and there exists a unique limit point. In the next section we
analyze the convergence of discrete martingales associated to the density fluctuation
field YV to the martingales given in (2.4) and (2.5). In Section 4, we prove the
existence of the limit point. Section 5 is devoted to the proof of uniqueness of the
limit point, i.e. to the proof of Theorem 2.13. We finish by presenting in Section
6 some technical lemmas that were used along the article. In Section 7 we prove
Proposition 2.5, that is the uniqueness of the Ornstein-Uhlenbeck process and in
the appendix we present an approximation lemma which is needed along the proofs.

3. CHARACTERIZATION OF LIMIT POINTS

In order to characterize the limit points, denoted by Q, of the sequence {Q™%} n~ 1,
we start by using Dynkyin’s formula (see, for example, Lemma A.5 of [20]), which
permits to conclude that, for any test function H € C*°([0, 1]),

(31) AR | CO(N) LYY (H)ds

is a martingale with respect to the natural filtration {F ; ¢t € [0,7]} = {a(n} ; s <
t); t € [0,T]}. Up to here we did not impose H to belong to any of the space
of test functions introduced above. Below, we will split the argument into several
regimes of  and then we will precise where the test function H will live. In order
to characterize the limit points of the sequence {Q™V?} <1, we analyze the conver-
gence of {MN (H)}ns1, {V (H)}ns1 and { [§ O(N)LyYN (H)ds} _, separately.
We start by exploring the convergence of the integral term.



EQUILIBRIUM FLUCTUATIONS FOR LONG JUMPS EXCLUSION 13

3.1. Convergence of the integral term. We compute the integral term in (3.1).
From (2.1), we can easily see that

O(N)LyY,' (H) Z LyH (%)) ()

(32) zGA

NV—Z (%) [y () + 7 (B)] 7 (@),

where, for any x € Ay, we define

LyH (%)= ply—2)[H (%) - H (F)]
yEAN
and
(3.3) NE) =200 (R = Y )
y> y<z—N

We will analyze (3.2) extending the test function H to a function H defined on
the whole set R as explained in the next subsections. By extending the sum in the
definition of EN to the whole Z we get

7. (2)

mGAN
G(N) 7 () =N
- - N_lerA KNH(W)ns (CL‘)
3.4
@(N) 7(yY 7 ( N
U= 2 2w [ G - F ()]
O(N) o (Y 7z N
TN -1 %ZAWZNP@ —7) [H (%) - H (N)} s ()
where
(3:5) EnH (%)= ply—2) [ﬁ (%)-H (%)} :

for any = € Ayn. Below we analyze the contribution of each term in the decompo-
sition above for each regime of 6.

3.1.1. Case § < 2—~. In this case recall that O(N) = N*? and Sy = S. We take
H € 8 and extend it by 0 outside of [0, 1] producing a smooth function H.
Then, we can rewrite the first term on the right hand-side of (3.4) as

> N?KyH (£)7) ().

rEAN

N’y+972
N -1

(3.6)

Since v, is product, by Lemma A.1 and Cauchy-Schwarz inequality, the L?(v,)
norm of last term is bounded from above by

g X( )N4('y+0 Z)HAHHL < N2(v+0- 2)
4

plus some terms of lower order in N. Therefore we conclude that (3.6) goes to 0 in
L*(v,), as N goes to infinity.
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Let us now treat the last two terms on the right hand-side of (3.4). They can be
treated exactly in the same way, so we explain how to analyze only the first one.
Since, by the observation given above, in this regime we are using a function H
vanishing outside [0, 1], the second term on the right hand-side of (3.4) is equal to

v+6
(37) = X A ().
mGAN
Now, we use the fact that functions in & have all derivatives equal to zero at 0.
From Taylor’s expansion of H around the point 0 up to order d > 1, plus the fact
that ry (z/N) is of order 277 (see [4] for details on this estimate), the L?(v,) norm
of (3.7) is bounded from above, using Cauchy-Schwarz inequality, by a constant

times
N2(9+'y—d)—1 Z w—2’y-‘:—2d7
TEAN
plus lower order terms with respect to V. Then, choosing d such that 2y —2d < 1,
the previous display is bounded from above by N2¢ and, since 6 < 0, it vanishes,
as N goes to infinity.

Now, we still have to analyze the last term in (3.2). We explain in details just how
to do it for the part involving ry since the other part can be treated equivalently.
We can rewrite it as

Z (£)Nry (l)ﬁN(x)
F____ N N \N s
mEAN

By summing and subtracting r~(§) inside the sum above and using Lemma A.2,

we conclude that this term can be replaced by
= 2 H (%) (R (@) = kY (Hr)
mEAN
plus some term that vanishes in L?(v,), as N goes to infinity.
From the previous computations, we conclude that in the regime 6 < 2 — v and
for any test function H € §

M) = ) = I ) [ 6 s
plus terms that vanish in L? (vp), as N goes to infinity.

3.1.2. Case § =2 —~. In this case the only difference with respect to the previous
case is the fact that ©(N) = N2. We also assume that H € S and extend H by 0
outside of [0, 1] producing a smooth function H.

Therefore the first term of (3.4) does not vanish, but instead, as a consequence
of Lemma A.1, it can be replaced by %QySN(AfI) = %QySN(AH) plus some terms
that vanish in L?(v,), as N goes to infinity. We also observe that the other two
terms in (3.4) and the last two terms in (3.2) are treated in an analogous way to
what we did in the case 6 < 2 — . We leave this details to the reader.

Summarizing, from the previous computations we conclude that in the regime
0 = 2 — v and for test functions H € S

Moty = Vi) -y ) - [ SN - et ) as



EQUILIBRIUM FLUCTUATIONS FOR LONG JUMPS EXCLUSION 15

plus terms that vanish in L?(v,), as N goes to infinity.

3.1.3. Cased € (2—~,1). To characterize the limit points of the sequence {JV} n1
in this regime we would like to take a test function H € Sp;, (introduced in Section
2.3.1) since the uniqueness of the stationary solution of OU (Spir, As, || - |¢) requires
this set of test functions. But to control the additive functionals that appear in
Dynkin’s formula, involving the boundary dynamics, we have to consider H in
the smaller set S. After, we will show that if the martingale problem holds for
test functions in S, then, thanks to some extra condition we will prove later, it
also holds for test functions in Sp;, and within this set uniqueness holds for the
solution of our martingale problem.

Hence, we consider here H € § and we extend it by 0 outside of [0, 1] producing
a smooth function H.

First, let us treat the boundary terms on the right hand-side of (3.2). We will
focus on the term involving r, the other can be treated analogously. Using Lemma
6.1 we can obtain the following bound

t 2
kN2 T — (x\ 5N 1-6 2 T - (z
[Eup[(/ N NI H (%) ry (%) 7 ($)> ] SENTO YD (f)ry (%)
0 TEAN TEAN
Then, using the fact that the test function H belongs to S, applying Taylor expan-
sion of H around the point 0 up to order d > 1, we get that the term on the right
hand-side of the previous display is of order

1
Hleé’de Z .
ry—2d

TEAN

Taking a value of d such that the sum diverges, we have that the order of the
previous term is N277~% and, since 6 > 2 — v, it goes to 0, as N goes to infinity.

The analysis of all the terms in (3.4) is analogous to the case § = 2 — ~y. Indeed,
these terms do not have any dependence on 6 and since H € S, we can repeat the
argument. So, we have that

t 2
o
M) = ) =¥ — [ TN amas
plus terms that vanish in L?(v,), as N goes to infinity.

3.1.4. Case 6 = 1. Now we assume that H € Sgr,, and we consider H a smooth
and bounded extension of it defined on R.

In this case, the first term on the right hand-side of (3.4) is treated simply using
Lemma A.1, so it can be written as %zij(AH) plus a term that vanishes in L?(v,),
as IV goes to infinity. Let us now consider the other two terms on the right hand-side
of (3.4). We focus on the first one, since the analysis of the second one is analogous.
Performing a Taylor expansion on H around the point &, we can rewrite it as

a7 2 {NOH (F) T @)+ 5> - )y — 2P H" (%) 7Y (@)}
TEAN y<0

plus lower order terms with respect to N. Above O = > _(y — 2)p(y — ).
First, let us consider the term on the right hand-side of the previous display. It
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is easy to see that its L?(v,) norm is bounded from above, using Cauchy-Schwarz
inequality, by

(3.9) X[ H e ”H””"O > (Zp — 1) )2)25% > #

zeAn y<O0 rEAN

Now, if v > 5/2, the sum converges and last term goes to 0, as N goes to infinity.
If v = 5/2 the sum is of order log(N) and the last term still vanishes, as N goes to
infinity. Otherwise, the sum is of order N°~27 and the order of the whole expression
is N*=27, which means that it goes to 0, as N goes to infinity.

It remains to analyze the term on the left hand-side of (3.8). It can be written,
using Taylor expansion as

1 1 R—
\/— ng 0,7 \/ﬁH (0) ng 10, 77?’(35)

plus lower order terms with respect to N. A simple computation shows that ©} is
of order 27 (see [4]) and so the L?(v,) norm of the term on the right hand-side
of the previous expression is bounded, using Cauchy-Schwarz inequality, by

1 17 2 2 —\2 1 1
m(H (0)) Z 7 (07) X(P)SN Z 22—

TEAN TEAN

(3.10)

So, reasoning as in the analysis of (3.9), we can conclude that it vanishes, as N
goes to infinity. Let us now keep the remaining term of (3.10).

We still have to analyze the second term on the right hand-side of (3.2). So, let
us focus on the term with 7, which, by a Taylor expansion of  around the point
0, can be written as

= Y HORNF) @ = 3 Oy (3)7) )
zGA

plus lower order terms with respect to N. The L?(v,) norm of the term on the
right hand-side of last display is bounded, using Cauchy-Schwarz inequality, by
H2 2 ’ 2 _ x 2 < 1 1
N _1 Z z= (H'(0)) (TN (W)) X(P)NN Z 222’

rEAN rEAN

and since 2y — 2 > 1 the sum is convergent and the whole term goes to 0, as N
goes to infinity. Now, let us treat the term on the left hand-side of (3.1.4). Putting
it together with the term on the left hand-side of (3.10) we get

\/:( Z@ +RH(0) > 1y (%) )7 (@),

TEAN

Thanks to Lemma 6.4 we can exchange, in the previous expression, 7% (z) by 72 (1)
paying an error which vanishes in L?(v,), as N goes to infinity. Then, by adding
and subtracting m and 02 /2, the last term is equal to

NL{ (GXA:N@— 2)+5H(0)(1§N7~]‘V(%)—m)}ﬁf(l)
(B11)

t— (H’(O) + kH (0 ) IGXA:N 7 (
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The last term in the previous display vanishes due to the fact that H € Sgep,. Now,
we have to estimate the L?(v,) norm of the remaining term in (3.11) which thanks
to Lemma 6.2 and the fact that § = 1, it is of order
o 2\2 . 2
zEAN rEAN

Now, using Fubini’s theorem, the previous expression is equal to

2 2
(> @®(@) + (D i),
>N >N
and since both sums are convergent, the limit as N goes to infinity of the last
display is 0.
Summarizing, we have proved that, for any H € Sgop,

t 52
MY () = V) -3 ) - [ VN (amas
plus terms that vanish in L?(v,), as N goes to infinity.

3.1.5. Case 8 > 1. In this last case we consider a test function H € Sneu and we
extend it to a smooth function H defined on R which remains bounded.

First of all let us consider the boundary terms in (3.2), in particular focus on
the one with ry, the other one is treated analogously. We can use Lemma 6.1 to
see that its L? norm is bounded from above by

£, <()Né%%fTE:Iﬂ%ﬁE(%Hp—m@D%>

KN
S Y B SN Y iy ($)
zEAN rEAN
and so it clearly goes to 0 because the sum converges and 6 > 1.

Now, let us pass to the term (3.4). The first term of the right hand-side is treated
as in the previous case, using Lemma A.1, and so it can be replaced by %zyév(AH)
plus terms that vanish in LQ(VP), as N goes to infinity. The other two terms at the
right hand-side of (3.4) are treated exactly as in the case # = 1 but in an easier
way. Indeed, when we arrive at the point (3.10) we are done since the term with
H'(0) is equal 0, by the condition imposed on the test function, and the other term
goes to 0 exactly as we showed in the previous case.

Summarizing, we have proved that, for any H € Syeu,

t 2
MY () = YY) - V) - [ GIN(amds,
0
plus terms that vanish in L2 (vp), as N goes to infinity.

3.2. Convergence at initial time. The next proposition states that the fluctua-
tion field at time 0 converges, as IV goes to infinity.

Proposition 3.1. The sequence {V{¥} nen converges in distribution to a Gaussian
field Yo of mean O and covariance given on H,G € Sy by

EQ[Vo(H)Wo(G)] = 2x(p)(H, G).
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Proof. This result can be proved exactly as in [11] using characteristic functions,
therefore we omit its proof. (I

3.3. Convergence of the martingale. Now, we show that the sequence of mar-
tingales {M}N(H) ; t € [0,T]} nen converges. This is a consequence of Theorem
VIII, 3.12 in [18] which, in our case, can be written in the following way.

Theorem 3.2. Let {M}N(H) :t €[0,T]}n>1 be a sequence of martingales living in
the space® D([0,T); R) and denote by (M™ (H)); the quadratic variation of M{ (H),
for any N > 1 and any t € [0,T]. If we assume that

(1) for any N > 1, the quadratic variation process (MY (H)); has continuous

trajectories almost surely;
(2) the following limit holds

(3.12) lim [El,p[ sup |MSN(H)—MS]\1(H)|} = 0;
N —o00 0<s<T
(3) for any t € [0,T) the sequence of random variables {{M™ (H))+}n=1 con-
verges in probability to t| H||2;
then the sequence { M} (H);t € [0,T]}n>1 converges in law in D([0,T|;R), as N
goes to infinity, to a mean zero Gaussian process {M(H) ; t € [0,T]} which is a

martingale with continuous trajectories and whose quadratic variation is given by
t|H||2, for any t € [0,T).

So, in order to prove the convergence of the sequence of martingales we just have
to prove that the three hypothesis of the previous theorem hold.

3.3.1. Proof of Hypothesis (2) of Theorem 3.2. Observe that using (3.1) we can
write down the following relation

(MY (H) = ME(H)| =YY (H) = YL (H)|

since the function inside the integral in (3.1) is integrable. Let us now evaluate the
expectation (3.12) which is then equal to
(3.13)

N N - _ 1 x N _ N
[EVP[O;IETI% (H)=Y~ (H)] —mmyp[oiggT|I§NH(N)(ns (z) ns,(x))u_

Note, now that in an infinitesimal time only one jump occurs and it changes the
value of the configuration 7 at two sites: the site from where the particle leaves and
the one where the particles arrives. This fact permits to write the sum in previous
supremum as

H(£)0 -1+ H(Z)[1 -0 = H(%) - H(%) = H'(%) 234

for some z € (x,y) by the mean value theorem. Therefore, since |z —y| < N —1
and ||H'|| is finite, (3.13) is bounded from above by a term of order 1/v/N. This
implies that condition (2) of Theorem 3.2 is satisfied.

SWe equip this space with the uniform topology.
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3.3.2. Proof of Hypothesis (1) and Hypothesis (8) of Theorem 8.2. First, let us
show that hypothesis (1) holds, which is almost trivial from the explicit form of
the quadratic variation. Then, we compute the expectation of quadratic variation
of the martingales M (H) for the different regimes of 6. Finally we show that for
any H € Sy the quadratic variation (MY (H)); converges in L? to the value t||H||2,
as N goes to infinity, which implies condition (3). Remember that as we explained
in the beginning of Section 3, through this part of the proof we take Sy = S also
in the case 2 — vy < 6 < 1.

The explicit form of the quadratic variation of the martingale is given by (see
[20))

(3.14)  (MY(H)), =/Ot9(N)LN(J/§V(H))2 — 2V (H)O(N)Ln (V' (H))ds,

and this directly implies that it has continuous trajectories in time, so hypothesis
(1) of Theorem 3.2 is satisfied. Now, thanks to the following two lemmas, we can
prove hypothesis (3) of the theorem.

Lemma 3.3. For any 6 € R and any H € Sp we have

EqQ(M,(H)?] == lim E, [M{(H)?] = t]|H]|[3,

N—o0

where ||H||g was introduced in (2.11).

Proof. After some computations it is possible to show that (3.14) is equal to

oy =[O ()~ HE) - 0 @)~ ¥ ) ds

(3.15) t Ty

[ S T () G HG P (o (1 - 2000 @) ds.
TEAN

Now, we use Fubini’s theorem in order to pass the expectation in the statement of
the lemma inside the integral. In this way, the expectation of the first term at the
right hand-side of (3.15) is given by

/@ > (H(F) — HE)) ply = 2)E, [0 (2) = Y (1) ]ds

— x2S () - B - )

r<yEAN

Now, performing a Taylor expansion on the test function H around y/N, we can
rewrite the previous expression as

228 S B )2 - )l )

YyEAN =1
N-—-2
O(N
SPGB U E S S E
yEAN z=—N+2

We have now two different cases to distinguish.
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When 6 < 2 — v, ©(N) = N'* the order of the previous expression is

N—-2

NV+9 5 N+o
2x(p)t N2 N Z (%) Z p(2) S N2
yEAN =—N+2

where the inequality follows from the fact that ||H’'||o is bounded and that the
sum in z is convergent. So, in this case the term in the last display vanishes, as IV
goes to infinity, since § < 2 — ~
When 6 > 2 — v, ©(N) = N? and so we can repeat the same computation
above, but at the end, when we pass to the limit, we get that this term converges
to 2x(p)ta?||H'||3. as stated in the lemma.
Now we are going to analyze the second term in (3.15). We have to divide the
proof in several cases according to the value of 6.
If § < 2—~, using Fubini’s theorem and the fact that £, [nY (z)+p—2nY (z)p] =
2x(p), the expectation of the second term in (3.15) is given by
N7
(o)t S Oy () k(G DHA ).
rEAN
Thanks to Lemma A.2, the limit, as N goes to infinity, of the previous expression
converges to

1
2X(p)lit/0 (r~ (u) + r*(u))H (u)*du.

This ends the proof in the case § <2 — 7.
In the case # € (2 —, 1), since ©(N) = N2, the expectation of the second term
in (3.15) is given by

(PRt soger 30 O (B)+ 1 (B)HA(E) S N70F2 37 g2 g 2,
zEAN rEAN

where the first estimate follows from a Taylor expansion around 0 of the test func-
tion H € S up to the order d > 1 and the second follows from a choice of d such
that the sum diverges and so it is bounded by a term of order N24=7+1  Then,
since # > 2 — y, we can conclude that the term in the previous display goes to 0,
as N goes to infinity.

Let us now treat the case § = 1. The expectation of the second term in (3.15) is
given by

2x(p)rt Y (ry (%) + TR (F)H? (%)
TEAN
= 2x(p)t[HA(0) Y ry () + HA(D) Y rh(5)]
TEAN TEAN
plus lower order terms with respect to N. Then, since the sums on the right hand-

side of the previous expression converge to m, as N goes to infinity, we can rewrite
it, in the limit N — oo, as

0,4
(o)t H2(0) + H2(1)] = DT (102 4 /(1)

where the equality follows from the properties of the functions in Sgep (see (2.10)).
This concludes the proof in the case 8 = 1.
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We still have to treat the case § > 1. The expectation of the second term in
(3.15) is equal to

RN ST (i ($) 4k (D H(E) S ()N 3 (g (3)+r8(£)).

zEAN zEAN

Then, since the sum is convergent and 6 > 1, the whole term goes to 0, as N goes
to infinity. It ends the proof. ]

The next step is to prove that the quadratic variation converges in L? to its
mean.

Lemma 3.4. For any 0 € R and any test function H € Sy, the following conver-
gence holds

(3.16) i 5, [ (@) - £, (00 0),)) | <0,

N — 00
where (MY (H)); was defined in (3.15).

Proof. First, using (3.15) and Fubini’s theorem, it is easy to evaluate

e, (Y ()] =2 [ # >

z,yEAN
e

Now, using (z+y)? < 22 +y? and (3.15), we can bound from above the expectation
in (3.16) by a constant times the sum of

) — H(£))’ply — 2)x(p)ds

Zs

> (re () + () HE) X (p)ds.

TEAN

(3.17)

Do 2 2 2
E., (/o %MGZAN (H(%)—H(%)) ply—z) () (z)—n (y)) —2X(p))ds) ]
and
(3.18)

E,, (/ N1+9 A (rN+r$)(%)ﬂ(%)2(n§v(x)+p—2niv(w)p—2x(p))d8> 1

Let us first analyze (3.17). Using Cauchy-Schwarz inequality, (3.17) is bounded
from above by
(3.19)

2 N 4 9
CY [ ) - H) bl - 0 (02— )~ 2000 s
T, yEAN
where the expectation above is finite. So, let us observe that

6%\9 > (H(%)—H(%))4p(y—w)2§®%\g) Yo ey

z,y€AN z,y€AN

plus lower order terms with respect to IN. Then, since the sum in the previous
display is convergent, it is trivial to see that (3.19) goes to 0, as N goes to infinity.
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In a similar way we can estimate (3.18). Indeed, using Cauchy-Schwarz inequal-
ity, we get the following upper-bound for (3.18).

t 2
[ S S (75 4 GH G, [0 + 0~ 20 2000 ]t

and since the expectation is finite, the last display is equal to a constant times

(3.20) % >y + i) H(E)

TEAN

=

Now, in the case 6 > 2 — ~, since H is uniformly bounded and 73 (z/N) is of order
27 for any x € Ay, then the order of the previous display is

N4 50, _ N?
- ey <
N2+20 GZA z ~ N20’

TEAN

which goes to 0, as N goes to infinity. In the case § < 2 —  the test function H is
in S. So, we can bound (3.20) performing a Taylor expansion of H around 0 up to
an order d > 1, such that —2vy+4d > —1, so that the sum diverges. Then, we have

N1 Coyiad < 1
N2 N4 ~ N’
T€EAN
which vanishes, as N goes to infinity. ([l

4. TIGHTNESS

In this section we still consider Sy = S also in the case 2 — v < 0 < 1, as we
explained in the beginning of Section 3. Note that all the spaces Sp are Fréchet
spaces (see Remark 2.8) and so, in order to prove tightness, we can use Mitoma’s
criterium. We recall it below.

Theorem 4.1 (Mitoma’s criterium, [25]). A sequence of processes {z¥;t € [0,T]} n>1
in D([0,T],Sp) is tight with respect to the Skorohod topology if, and only if, the se-
quence {xN(H) ; t € [0,T|}n>1 of real-valued processes is tight with respect to the
Skorohod topology of D([0,T],R), for any H € Sp.

This criterium permits to reduce the proof of tightness of the fluctuation field
in the Skorohod space D([0,T],S)) to the proof of tightness of the fluctuation field
applied to any test function in Sy in D([0,T], R). From (3.1) we only have to prove
tightness of {M}N (H)}n>1, {V&(H)}n>1 and {fot O(N)LnxYN (H)ds}n=1 for any
test function H € Sp. To prove tightness of each of the terms above, we will use
Aldous’ criterium that we recall below.

Theorem 4.2 (Aldous’ criterium, Proposition 1.6 of [20]). A sequence of real valued
processes {xl ; t € [0,T)Ynen is tight with respect to the Skorohod topology of
D([0,T], R) +f
(i) lima o0 limsupy_, o P, (SuPte[O,T] |Iiv| > A) =0;
(i) for any e > 0, lims_o imsupy_, ., supy 5 sup, ez, Py, (|2, — 2| > €) =
0;
where Tt is the space of stopping times bounded by T
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4.1. Tightness at the initial time. The tightness of {J}V} y follows from Propo-
sition 3.1.

4.2. Tightness of the martingale. We already showed in Theorem 3.2 (see Sec-
tion 3.3) that the sequence of martingales { MV (H)} y~1 is convergent and so, in
particular, it is tight.

4.3. Tightness of the integral term. In order to prove the hypothesis of Aldous’
criterium for the integral term, we will use Chebychev’s inequality in the following
way:

P, ( sup |/ O(N LNJJ ds‘ >A)

te[o T)

§ sup/@ LNJ/())]

te[o T)

Then, using Young and Cauchy-Schwarz inequalities, we can bound the expectation
on the right hand-side of the previous display as follows

= /0 'k, (O Ly Y ()] ds

(4.1) S%/OT{ { (D ZENH )7 ())}

mEAN

P, [ 2 H (%) O () + b (5) 7Y @) }ds,

T€EAN

So, if we prove that these expectations are uniformly bounded in N, item (i) of
Theorem 4.2 is satisfied. The proof of item (ii) is similar, the only difference is that
in the integral, 0 and ¢, will be replaced, respectively, by 7 and 7 + A, so that the
terms are bounded uniformly in N, the proof is analogous.

In order to read easily the proof, we divide it according to the different values
of 6.

4.3.1. Case 0 < 2—-. We start proving item (i) of Theorem 4.2. In this case, since
O(N) = N"*? the bound in (4.1) is given by

L ey en e

xGAN

(4.2)

s, [ Y H (%) by (§) 7 () TG >>2}}ds.

T€EAN

In Section 3.1.1 we already proved that the first expectation in the previous expres-
sion is bounded (using Cauchy-Schwarz inequality) by a term that goes to 0, as N
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goes to infinity. To treat the remaining term in (4.2), we observe that:
KN x - (x T — 2
E,[(B5 2 H(F) y (5) +7% ($) 7Y (@)ds)”|
TEAN

< KN%Y x2d

~N_-1 N2a®
TEAN

/S N2’y—2d—l Z x2d—2’y — 0(1)

TEAN

where we used Cauchy-Schwarz inequality and a Taylor expansion of H around
0 in the first inequality, up to the order d > 1, chosen in such a way that the
sum diverges, so that we can bound it from above by N2¢=27v+1 This proves that
hypothesis (i) of Theorem 4.2 is satisfied.

The proof of hypothesis (ii) is similar, the only difference is that we will have
A/€? in front of the bound (4.1) instead of T//A2. So, since the terms are uniformly
bounded in N, we can conclude that (ii) holds.

4.3.2. Case § = 2 —~. Since O(N) = N? we treat the last expectation in (4.1) in
the same way as we did in the case § < 2 — . Moreover, as we pointed out in
Section 3.1.2, using Lemma A.1, it is possible to prove that
N? x o?

lim ——— S £ H(—)—gv 2) = ZyN(AH

Nﬁoo./—N_%eZA:N N )7 @) = F Y (Al)
plus terms that vanish in L?(v,), as N goes to infinity. Hence, since AH is bounded
it is easy to see that the L?(v,) norm of the term on the right hand-side of the
previous display is of order 1. So, we can conclude that the conditions (i) and (ii)
of Theorem 4.2 are satisfied.

4.3.3. Case § € (2—+,1). Since we are taking functions in S and thanks to Lemma
6.1, it is easy to see that the last expectation in (4.1) can be treated in an analogous
way to what we did for the characterization of the limit points (see Section 3.1.3).
In this way we show that the term goes to 0, as N goes to infinity and so, in
particular, it is uniformly bounded in V.

Also the analysis of the first term in (4.1) can be done in an analogous way to
what we did in Section 3.1.3. So, we get that the term inside the expectation is
bounded by a term that goes to 0, as N goes to infinity, plus the L?(v,) norm of

%Qyév (AH) which is bounded uniformly in N (see Section 4.3.2). This concludes
the proof of items (i) and (ii) of Theorem 4.2.

4.3.4. Case 6 = 1. In this case the test function are in Sgop. Then we can proceed
in an analogous way to what we did in Section 3.1.4 to analyze the term inside the
expectation in the first bound found in (4.1). In this way, it is possible to show that
it is equal to a term which converges to %zyév (AH) in L?(v,) plus terms vanishing
in L*(v,), as N goes to infinity, plus the following term

VN{ S (0) + H'(1)] + mlH(0) - H(]},

which is equal to 0 since H € Sgrop. This permits us to conclude that, also in this
case, both the hypothesis of Theorem 4.2 are satisfied.
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4.3.5. Case 6 > 1. The analysis of the first expectation in (4.1) is done in a similar
way to what we did in Section 3.1.5, reasoning as in the previous case and using
the properties of the test functions Syey.

In order to prove the fact that also the other two expectations in (4.2) are
bounded, we have to use Lemma 6.1 and then, reasoning exactly as we did in
Section 3.1.5, we can show that, not only these terms are bounded uniformly in NV,
but that actually they go to 0, as N goes to infinity.

Concluding, we have shown that for all the regimes of 6, the conditions of Aldous’
criterium (Theorem 4.2) are satisfied. This, together with Mitoma’s criterium,
permits to conclude that the sequence

{/Ot e(N)LNyéVdS}N>1

is tight with respect to the uniform topology of D([0,T],Sy).

5. PROOF OF THEOREM 2.13

We have just proved that the sequence of fluctuation fields is tight in the Skoro-
hod topology of D([0,T],S;). Now we have to show the uniqueness of the solution
of the stochastic partial differential equation associated to the martingale problem.
The case 6 > 1 is treated in the same way to what is done in [11] and for this reason
it is omitted.

We have to prove the uniqueness in all the regimes 6 < 1.

5.1. Case 6 € (2 —,1). Recall that in this regime Sy = S and that we proved
tightness of the fluctuation field in D(]0,7T],S’) and we showed that the limit points

satisfy the martingale problem OU (S, ‘772A, V2x(p)al| - ||1), ie. for any H € S,

My (H) = V() — Yo(H) — & /0 YVo(AH)ds,

Ni(H) = M{(H) - 2x(p)o* | H|[T t
are martingales with continuous trajectories. This follows directly from Lemma
3.3, Lemma 3.4 and the computations of Section 3.1.3. While we are able to prove
uniqueness 4 of the martingale problem OU (SDZ-T, %A, V2x(p)oll - ||1), we do not
know ° how to prove uniqueness of the solution of this martingale problem for
oUu (S, U—;A, V2x(p)all - ||1) Intuitively, this is because test functions in the set S
do not give enough information about the boundary behavior of ).

So, the idea is the following: take any limit point {Y, € S’ ; ¢ € [0, T}; show that
for any time ¢ € [0, T there exists Y, € S, extending {V, € S’ ; ¢ € [0,T]}; prove
that the extension belongs to C([0,T];Sp;.). Since we know that there exists a
unique (in law) solution of the martingale problem OU(SDZ-T, U—;A, V2x(p)oll- Hl),

this would imply the uniqueness of the limit point {); € &’ ; t € [0,7]}. In order
to do that, we claim that it is sufficient to prove that the two following conditions,
stated precisely in Theorem 2.13, hold:

(i) Regularity condition: E[(V:(H))?| < ||H||3: for any H € S;

4This follows from Proposition 2.5 because the assumption (2.6) is proved in [11].
5And probably it does not hold.
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(ii) Boundary condition: for any 6 € (2 —,1) the following limits hold

t 2
lim E | sup (/ yS(LS)ds> =limE | sup (/ Vs (e ) = 0.
=0 |tefo. 1) \Jo =0 liefo,7]

The proof of condition (i) is trivial and comes directly from the definition of ),
the fact that H is in L? and also the fact that upper bounds on second moments
are preserved by weak convergence.

The proof of condition (ii) is not trivial. Since the functions 2 and ¢! are not in
the set S, we have first to define the quantities involved in condition (ii). To this
aim let $ be the Hilbert space of real valued progressively measurable processes

1/2
{x4;t € [0,T]} in L? equipped with the norm ||z s = ([E[foT |xt|2dt]) .

Lemma 5.1. Assume (i). For any H € L? we can define in a unique way a
stochastic process on $) denoted, with some abuse of notation, by {V(H);t € [0,T]}
which coincides with {Y,(H);t € [0,T]|} for H € S. Moreover, the condition (i)
holds also if H € L2.

Proof. Let H € L? and let {H_}.~o be a sequence of function in S converging in
L? to H, as ¢ — 0. By Cauchy-Schwarz inequality and condition (i), the sequence
of real valued processes {V;(H.) ; ¢t € [0,T]} is a Cauchy sequence in $) and thus
converges to a process (in £)) that we denote by {V:(H) ; ¢t € [0,T]}. It is easy to
show that the limiting process depends only on H and not on the approximating
sequence {H.}¢>0, justifying the notation. The condition (i) trivially holds for the
process defined. O

Now the condition (ii) has a precise meaning and we can prove it.
Lemma 5.2. The condition (i) holds.

Proof. Since the proof is the same for (2 and ¢!, let us prove it only for 0. Fix
€ >0, let {H*};>0 be a sequence of functions in S converging in L? to (2, as k goes
to infinity. By condition (i) and Cauchy-Schwarz inequality we have that

[E sup / V(e ds) } < 2T2HHk_L0HL2+2[EQ sup / Y, Hk)ds) }
t<T
For any H € S the application
ZeD(0,T]; 8 — sup / Z( € [0, 4+00)
t<T

is continuous when D([0,T];S’) is equipped with the uniform topology. In particu-
lar it is lower semi-continuous and bounded from bellow. Therefore, since {JV } n=1
converges in distribution to )., we have that

[EQ sup /ys Hk ds <11m1nf[E sup /J}N H’C ds) ]
t<T N—o0 t<T

By Cauchy-Schwarz inequality and stationarity we have

t<T

E,, sup /yN Hk)ds) } <2T2|\Hk—LOHLz+2[EUp / YN (0 ds
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It follows that
2
[[Q sup / NAD ds) } <4T2HH’“—LO||L2+211m1nf[E sup / N2 ds
t<T t<T

Sending k to 1nﬁn1ty we get

[EQ sup /ys ds <211m1nf[E sup /JJN ds
t<T t<T

and it is thus enough to show that

lim lim [, sup /yN ds :O.

e—0 N—o0 t<T

To see this, we can write:

EE? /y 1)ds }:[EVP[%( ote\/%iﬁiv(@dsy}
~E [fgg 0 e\/— ;N nd (z) —ni (1 ))ds) }
+E,, [sup (/o \/ﬁﬁf(l)ds) ]

t<T

Observe that summing up to eN has to be read as summing up to |eN ], but in
order to have a lighter notation, we write above and hereinafter just eN. Hence,
by applying Lemma 6.2 and Lemma 6.3, the last expression, for § € (2 — v, 1), is
of order € and so it goes to 0, as ¢ — 0, which is exactly condition (ii).

O

Now, let us define the space of function
S :={H e H*([0,1]) : H(0) = H(1) = H'(0) = H'(1) = 0} € H*([0, 1]).

Observe that if H € H2([0,1]) then H € C*([0,1]) so that the previous definition
makes sense. This space is a closed vector subspace of #%([0,1]) and contains S.
We denote the extension of Ay to H2([0,1]) and the extension of the norm || - ||
(which, in this regime, coincides with 2x(p)o?|| - ||1) to H2([0,1]) with the same
notation.

Let B be the Banach space of real valued processes {x; ; t € [0,T]} with con-
tinuous trajectories equipped with the norm ||z||3, = Eq [supte[O’T] |z¢|?]. Observe

that B C § and that ||z||s < VT ||z||s so that, if a sequence of processes {z}c~0
converges in B to x € B, as € — 0, then the convergence also holds in ).

Lemma 5.3. If the condition (i) is satisfied then, for any H € S, we have that

(5.1) M,(H) = V(H /ys (AgH)d

is a martingale with continuous trajectories and with quadratic variation given by
t = t|H||2. Moreover, the process {Vy(H) ; t € [0,T]} has continuous trajectories.

Remark 5.4. Since for H € S the terms H and AgH may not be in S, the terms
on the right-hand side of (5.1) are understood in the sense of Lemma 5.1.
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Proof. Let H € S. By Lemma A.4, we can approximate H by a sequence {H}eso
in S such that lime_,0 H® = H® in L2 for k = 0,1,2, so that, in particular,
|He — Hllg — 0, as € — 0. We have that for any ¢ € [0, T

(52) Mt(HE) - yt(He) - yO(HE) - /Ot ys(AGHe)dS

is a martingale with continuous trajectories and quadratic variation given by ¢t —
t|He||2. We claim first that the sequence of real valued martingales {M (H.)}eso
converges in B to a martingale denoted by M(H), and in particular M (H) has
continuous trajectories, whose quadratic variation is given by ¢ — t|[H||2. Indeed
for any €, ¢ > 0 observe that by Doob’s inequality, we have the bound

|M(H) = M(Ho)| < sup Eq|(M(Ho) — Mi(H)’)
te[0,T]
= sup Eo|(Mi(H. — H))’| = T||H. - Hol}

te[0,T]
and the last term converges to 0, as €, ¢’ — 0. Hence { M (H,)}. is a Cauchy sequence
in B and thus converges to a process in B denoted by M(H). We can check
easily that the limit depends only on H and not on the approximating sequence
{Hc}es0, so that the notation is justified. Moreover, we have that Eq [M;(H)?| =
lime_o Eq [My(He)?| = tlimeo |Hc||3 = t|H||} so that the quadratic variation of
M (H) is given by t — t||H||2.

The process Y(H.) (resp. Y(ApH)) converges in ) to Y(H) (resp. Y(ApH))
by Lemma 5.1.

By Cauchy-Schwarz’s inequality and condition (i), the sequence of real valued
processes {fot Vs(AgH.);t € [0,T]}e>0 is a Cauchy sequence in B because || AgH, —
AgH||2 — 0, as € — 0. Thus it is converging to a process {Z:(4pH) ; t € [0,T]}
belonging to B (here again the limiting process is independent of the approximating
sequence). Of course the convergence holds also in $.

Hence we get from (5.2) that in $), and consequently a.e. in time, and @ a.s.,
the equality

M (H) = Vi(H) — Yo(H) — Z,(AgH)
holds. Since M.(H) and Z.(AgH) have continuous trajectories this implies that
the same holds for the process Y.(H). It is easy to show that @ a.s. we have the
equality

t
Z(ApH) = / Vs(ApH)ds.
0
This concludes the proof. ([

Now, we are going to construct a particular function which is not in Sp;;- neither
in S for which we can define properly the martingale problem (see Lemma 5.5).
This intermediate step will allow us to properly define the martingale problem for
any test function H € Sp;, (see Corollary 5.6).

Let us consider the function a : R — R defined as
-1

1 |
VueR, a(u)=ce “0-9 11 (u), where c= </ e u(l-u) da:)
0
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and introduce the functions gb,d; : R — R defined as

(5.3) VueR, o¢u):= / a(t)dt, ¢(u) =1 —/ a(t)dt.
0 0
We also define the smooth functions 14 g

(5.4) u € [0,1] = o p(u) == up(a(u — B))

for some arbitrary chosen 3 € (0,1) and « > (1 — 3)~1. We have that ¢, 5(u) = u
for u € [0, 8] and ¥q,5(u) =0 for u € [+ 1,1], see Figure 3.

Let Yo = Vap 0 i, where i is defined for u € [0,1] as i(u) = 1 — u.
Lemma 5.5. Assume (i) and (ii). Fiz 3 € (0,1) and o > (1 — B)~!. For H €

{U@,ﬁﬂ[@ﬁ} we have that

My(H) = Y(H) — Yo(H) — /Ot Vs(AgH )ds

is @ martingale with continuous trajectories and with quadratic variation given by
t — t|H||2. Moreover the process {Jy(H);t € [0,T]} has continuous trajectories.

Proof. To simplify notation we omit the indexes «, 3. Since the proof for 7,/; is
similar to the proof for ¥ we prove it only for .
For € > 0, define the Tanaka function

he(u) = 5o E for u € [0, €,
u—5, foruelel]

The Tanaka function belongs to H2([0,1]). Define now ¢, 5(u) := ¢(a(u — B))). It
is not difficult to show that, for any € > 0 sufficiently small, ¢, := he¢o g € S by
computing explicitly its derivatives. Moreover, {t}e=o converges in H1([0,1]) to
1, as € — 0. Indeed, a simple computation shows that

e—0

i ([ () — () + / (W)~ )P ) 0.

We know that, for any ¢ > 0 sufficiently small, and for any ¢ € [0,T],

M) = V() — Voltbe) — /O Vo(Agth.)ds

is a real valued martingale with continuous trajectories and quadratic variation
given by ¢ — t||¢||2. Moreover, the process V.(t) has continuous trajectories.

Since lime_,0||%Pe — 9¥|lo = 0 (which is true because in this regime || - ||¢ =
2x(p)a?|| - ]1), the sequence of martingales { M (t))}eso converges in B to a mar-
tingale denoted by M (1) with continuous trajectories and quadratic variation given
by t — t||1]|2. We have also the convergence in §) of V.(1¢) to V.(¢) € 9, as € — 0.
This can be done as in the proof of Lemma 5.3.

It remains to prove the convergence of the process {z§ := fot Vs(Agpe)ds ;5 t €

[0,T]}e>0 € B to the process {z; := fg Vs(Agtp)ds ; t € [0,T]} in B. Observe that

V! = Gapht + 260, ghe + hedly 5.



