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Non-adiabatic molecular dynamics of neutral chrysene and tetracene molecules is investigated using Tully’s fewest
switches surface hopping algorithm coupled to the time-dependent density functional based tight binding method (TD-
DFTB) for electronic structure calculations. We first assess the performance of two DFTB parameters sets based on
the computed TD-DFTB absorption spectra. Main focus is given to the analysis of the electronic relaxation from the
brightest excited state following absorption of a UV photon. We determine the dynamical relaxation times and discuss
the underlying mechanisms. Our results show that the electronic population of the brightest excited singlet state in
armchair-edge chrysene decays an order-of-magnitude faster than the one in zigzag-edge tetracene. This is correlated
with a qualitatively similar difference of energy gaps between the brightest state and the state lying just below in energy,
which is also consistent with our previous study on polyacenes.

I. INTRODUCTION

Polycyclic Aromatic Hydrocarbon molecules (PAHs) are
known to play a role in various domain of chemistry and
physics such as combustion1–5, atmospheric and environ-
mental chemistry6–9 and interstellar physical chemistry10–18.
PAHs are supposed to contribute to a large amount of the car-
bonaceous matter in the interstellar medium and have been
proposed as the carriers of unidentified IR bands12,13 and the
precursors of the Diffuse Interstellar Bands19–21. The specific
assignment of these bands to specific molecules or compounds
is still not clear, mostly due to the fact that despite they all
present an aromatic character, their organization is multi-fold
in term of size (from a pair of cycles to a few hundreds) and
moreover, for a given size, they can organize in various archi-
tectures such as cata-condensed (1D) or peri-condensed (2D)
structures based on the hexagonal motif. Their characteriza-
tion obviously relies on spectroscopic properties, either in the
infra-red or in the electronic domain (absorption/emission).

The ground state properties of PAH molecules have been
the object of numerous studies both with experimental and
theoretical approaches, with focus on structural, thermody-
namical and vibrational properties. However both in at-
mospheric conditions or in the interstellar medium, PAH
molecules are exposed to radiation and excited electronic
states certainly play an important role in influencing their dy-
namical properties, manifesting via various processes such
as photo-formation, relaxation, photo-fragmentation, photo-
reactivity. A number of studies were concerned with the
determination of their visible/UV electronic spectrum.22–30

Theoretical approaches to compute excited states are either
wavefunction-type methods based on variational configura-
tion interaction possibly completed by perturbative schemes31

or Time-Dependent Density Functional Theory (TD-DFT)

a)Electronic mail: posenitskiy@irsamc.ups-tlse.fr

schemes32–34. Beyond the determination of vertical spectra,
experimental setups have been designed, to explore the post-
excitation dynamics of systems as large as PAHs with femto-
second resolution.35–37 From the theoretical side, a number of
studies have been focused on the static calculations of excited
states in cationic PAHs and their possible non-radiative relax-
ation towards the ground state.38–40 More recently, multi-state
non-adiabatic molecular dynamics (NAMD) of small cationic
polyacenes have been investigated, coupling the electronic
and nuclei motion.41–44 The coupling of TD-DFT dynamics
with non-adiabatic nuclei dynamics is a promising approach
to investigate dynamics in excited states.45 However it is still
too computationally demanding in order to be able to handle
reasonably large PAH systems with the goal to reach statis-
tical convergence of the dynamical properties and evolution.
A further complexity is provided by the fact that the larger
the molecule, the higher the density of electronic states and,
accordingly, the larger number of states to be included in the
NAMD simulation (at least all those lying below the absorb-
ing one considered). An alternative approach is offered by
the Time-Dependent Density Functional Based Tight-Binding
(TD-DFTB) method, pioneered by Niehaus et al.46 and later
combined with the Tully’s fewest-switches trajectory surface
hopping (FSSH) scheme47,48 by several groups.49–52

Recently, we reported a study of non-adiabatic electron-
nuclei relaxation processes in polyacenes using an imple-
mentation of FSSH/TD-DFTB molecular dynamics developed
within the framework of the deMon-Nano package.53 The
work was essentially concerned with the investigation of size
dependence of the relaxation in polyacenes. In our former
work, only the zigzag-edge cata-condensed morphology char-
acterizing polyacenes was investigated.52 Yet, the armchair-
edge cata-condensed morphology characterizing phenacenes
is also of interest and chrysene is the first in the series with
four aromatic cycles. Furthermore in the case of the tetracene
and chrysene isomers, it is worth noticing that their respec-
tive experimental absorption spectra are quite similar, both
showing a strong absorption around 270 nm.24,54–56 Given this
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similarity, the investigation and comparison of their respec-
tive relaxation dynamics should prove invaluable in unravel-
ing shape- and/or symmetry-dependent effects. The present
paper is devoted to a FSSH/TD-DFTB investigation of the
post-excitation dynamics following excitation of tetracene and
chrysene in their excited electronic state with the largest ab-
sorbing intensity from the ground state ("brightest state").
Section II is devoted to a brief reminder of the NAMD method
and some computational details. The static and dynamical re-
sults are reported and discussed in Section III. Finally conclu-
sions and implications are outlined.

II. METHODS AND COMPUTATIONAL DETAILS

In this section, we present a brief outline of the TD-DFTB
formalism and the Tully’s fewest-switches trajectory surface
hopping scheme, which is implemented in the open-source
deMon-Nano53 code.

The self-consistent charge DFTB (SCC-DFTB) was devel-
oped by Elstner et al.57 as an extension of the original DFTB
framework.58,59 It is based on the 2-nd order expansion of the
Kohn-Sham DFT total energy functional around a reference
electronic density n0, so the final expression for the DFTB
total energy reads

ESCC =
Nocc

∑
i=1

ni ∑
µν

aµiH
0
µν aν i +

1
2

Nat

∑
A=1

Nat

∑
B=1

∆qAγAB∆qB +Erep,

(1)
where ni is the occupation number of molecular orbital (MO)
i, µ and ν are the Kohn-Sham atomic orbital indices, ∆qA
is the Mulliken charge of atom A, Erep is the atomic pair
repulsive contribution, aµi are Kohn-Sham MO coefficients
and γAB describes the Coulomb interaction between spheri-
cally symmetric charge distributions centered on the atoms A
and B with a short range exchange-correlation contribution.
The total energy ESCC is further minimized following the self-
consistent procedure as proposed by Elstner et al.57

Linear response TD-DFTB was developed by Niehaus et
al.46 as a DFTB analogue of the conventional linear response
TD-DFT.33 Excitation energies are given as eigenvalues ΩI of
the following matrix equation:(

A B
B A

)(
X
Y

)
= ΩI

(
1 0
0 −1

)(
X
Y

)
, (2)

where 1 is the identity matrix, A and B are matrices with the
elements given by

Aia, jb = (εa− εi)δi jδab +2Kia, jb; (3)
Bia, jb = 2Kia, jb; (4)

and indices i, j and a,b denoting the occupied and virtual MOs
with energies εi and εa, respectively. The coupling matrix el-
ements Kia, jb are calculated within the DFTB approach using
the generalized Mulliken approximation.46

Standard molecular dynamics usually relies on the Born-
Oppenheimer approximation, which retains a single adiabatic

electronic state in the expansion of the wavefunction of the
system. However, nuclear and electronic degrees of freedom
evolve with similar timescales in the regions where two or
more electronic potential energy surfaces (PES) are getting
close (e.g. in the vicinity of conical intersection). This is a
well-known breakdown of the Born-Oppenheimer (adiabatic)
approximation. Several approaches have been developed in
recent years to include the non-adiabatic effects in the dynam-
ics both at the ab-initio60 and mixed quantum-classical61 lev-
els of theory. In this article, we use Tully’s FSSH scheme.48

It is a quantum-classical approach to quantum dynamics, with
the nuclear wavepacket motion simulated by an ensemble of
independent classical trajectories, each one evolving on a sin-
gle electronic state at a given time.

The determinations of the switching probabilities between
adiabatic states is controlled by the electron dynamics. Sub-
stituting the electronic wavefunction expanded in a basis of
adiabatic electronic states into the time-dependent electronic
Schrödinger equation, one derives the following equation for
the propagation of the complex expansion coefficients CJ(t):

ih̄
dCJ(t)

dt
=CJ(t)EJ(t)− ih̄ ∑

K 6=J
CK(t)DJK(t), (5)

where EJ is the adiabatic energy of state J, DJK is the non-
adiabatic coupling between states J and K, which is calculated
using a finite difference method.48 In our implementation, the
non-adiabatic coupling is calculated using a finite difference
method:48

DJK(t +∆t/2)≈ 〈ψJ(t)|ψK(t +∆t)〉−〈ψJ(t +∆t)|ψK(t)〉
2∆t

.

(6)
In the equation above, wavefunction overlaps
〈ψJ(t)|ψK(t + ∆t)〉 can be computed based on TD-DFTB
eigenvectors and singly excited Slater determinants following
Ref. 49.

It is important to apply the decoherence correction on CJ
since the propagation of Eq. (5) in FSSH is overcoherent,
which means that electronic coherences CIC

∗
J do not vanish

after passing through the region of strong coupling between
states I and J. Decoherence corrections have been shown to be
crucial in a number of applications.62,63 We use the simplified
decay of mixing method to correct the CJ coefficients.62,64

The probability to switch from the active state I to another
state K during the electronic time step ∆τ is estimated from
the following equation:50

PI→K(τ) = max
[

0;−2∆τ
Re(C∗I (τ)CK(τ))

|CI |2
DIK(τ)

]
, (7)

where |CI |2 is the electronic population of a given excited
state I. More details regarding an implementation of the
Tully’s FSSH scheme coupled to the TD-DFTB approach can
be found in Refs. 49–52, which follows the original idea of
Mitrić et al. from Ref. 65.

To conserve the total energy after hopping, the nuclear ve-
locities are rescaled uniformly by a factor β following the en-
ergy conservation law:

EI +Ekin = EJ +β
2Ekin. (8)
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The first part of the discussion in the next section is de-
voted to the comparison of TD-DFTB and TD-DFT absorp-
tion spectra. The TD-DFT absorption spectra were computed
with Gaussian 09 package66 using BLYP functional and 6-
31G(d,p) basis set while the TD-DFTB data were calculated
with the deMon-Nano53 code using both matsci-0-367 and
mio-1-157 sets of parameters.

Eq. (5) is integrated using a 4-th order Runge-Kutta al-
gorithm with an electronic time step ∆τ = 0.048 as. Each
classical trajectory is propagated using a time step ∆t = 0.25
fs during 300 fs using matsci-0-367 DFTB parameters set for
the electronic structure calculations. The choice of the latter
basis set is justified in the next section. The most straightfor-
ward way to avoid singularities of non-adiabatic coupling at
the point of conical intersection is to swap states once the en-
ergy gap between them drops below a given threshold. In our
simulations, we use a threshold of 1 meV for conical intersec-
tion between excited states and 0.1 eV to detect the crossing
between the lowest excited and ground states. The latter value
was taken larger due to the inappropriate topology of S1/S0
PES in TD-DFT.68

Initial conditions were sampled from the thermal distribu-
tion of the ground state. Single trajectory was equilibrated at
T = 300 K during 50 ps using a chain of 5 Nosé-Hoover ther-
mostats and 0.5 fs time step. Snapshots were taken every 50
fs to be further used as initial conditions for the excited states
dynamics. We applied an additional constraint by setting the
overall angular momentum of the system to zero at each step.
This is crucial for FSSH since the velocity rescaling scheme
used in this work does not conserve the total angular momen-
tum (unless it is equal to zero). This is not an issue if an
energy gradient between two states that contribute to the hop-
ping event is used to rescale the nuclear velocities.69

In this work, we apply a fitting procedure different from
the one used in our previous work. Instead of using a simple
exponent (e.g. exp(−t/τ)) to extract the decay time τ , we
implement the following equation to fit the population of the
initially excited state (IS):

f (t) = A+Bexp(−t/τ), (9)

where A = min[PIS(t)]/(1 + min[PIS(t)]) and B = 1/(1 +
min[PIS(t)]). This new fitting procedure, adapted from the
work of Marciniak et al.37, allows one to fit the initial pop-
ulation more accurately thanks to the shift A, which takes into
account the non-vanishing population at the end of the simu-
lation (e.g. non-Kasha behaviour).

III. RESULTS AND DISCUSSION

A. Absorption spectra of chrysene and tetracene

A qualitative assignment of the absorption spectra of chry-
sene and tetracene has been presented quite a long time
ago.70,71 We first assess the accuracy of TD-DFTB absorption
spectra computed for chrysene and tetracene with matsci-0-3
(MAT) and mio-1-1 (MIO) sets of parameters. Both systems

are considered at their respective DFTB equilibrium geome-
tries, namely with D2h symmetry for tetracene and C2h for
chrysene.

As far as we know, the TD-DFTB absorption spectrum of
chrysene has not been published before. This is why we de-
cided to study it in more details and to compare two com-
monly used DFTB sets of parameters. As for tetracene, the
TD-DFTB spectrum has already been published with both
MIO46 and MAT52 parameters. Therefore, it is not been
shown here, even though we have repeated these calculations
in order to check that the MAT set is better suited for our study.

In the case of chrysene, the results obtained with MIO and
MAT parameters are relatively similar (see Figure 1). How-
ever, the bands computed with MAT are blue-shifted as com-
pared to the TD-DFT ones. Thus, the MIO set predicts better
the positions of the TD-DFT absorbing bands, but the bright-
est band computed at 4.61 eV (269 nm) with the MAT set is
closer to the experimental one at 270 nm.54 Both parameters
sets show that the brightest excited state (S8) is dominated
(with a weight of 0.59 and 0.62 for MIO and MAT sets, re-
spectively) by the HOMO–1→LUMO+1 transition (see Fig-
ures 3a and 3c) with an oscillator strengths equal to 0.49 and
0.56 for MIO and MAT sets, respectively. We have performed
additional TD-DFT calculations for chrysene with B3LYP and
CAM-B3LYP (see Tables S4 and S5, respectively, in the Sup-
plementary Material) functionals. Indeed, TD-DFTB shows
a poor agreement with these functionals. In particular, both
B3LYP and CAM-B3LYP spectra are strongly blue-shifted
compared to TD-DFTB and TD-DFT with BLYP functional.
Notably, CAM-B3LYP fails to detect two bright states with
relatively close oscillator strengths that are present in TD-
DFTB, TD-DFT/BLYP and experimental54–56 data. It shows
a single very bright state with 1.66 oscillator strength at 5.24
eV.

There is a significant difference in the absorption spec-
tra of tetracene. The brightest excited states computed with
MAT and MIO basis sets are S7 and S10, respectively, even
though the dominant (with a weight of 0.55) transition is
HOMO→LUMO+2 (see Figures 3b and 3d) in both cases.
This is clearly an indication that the splitting of degenerate
states induced by TD-DFTB coupling matrix in tetracene is
stronger for the MIO set. This results in a shift of some higher-
lying excited states below the brightest one. TD-DFT predicts
the brightest absorbing band to be S7 with the same dominant
HOMO→LUMO+2 transition as in TD-DFTB. Thus, we con-
clude that the MAT basis is more reliable for the simulation of
the non-adiabatic dynamics in tetracene, which is likely to be
affected by a wrong topology of excited PES. This set of pa-
rameters has been used in this work to study relaxation mech-
anisms in both chrysene and tetracene.

B. Electronic relaxation from the brightest excited state

All trajectories considered below were launched in the
brightest, namely that with the largest oscillator strength, ex-
cited singlet state of the corresponding molecule (S8 for chry-
sene and S7 for tetracene), at their respective ground state
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equilibrium geometries. It is worth mentioning that the bright-
est absorbing band is located close to 4.6 eV in both chrysene
and tetracene (see Figure 2). Thus, we will present the results
of FSSH launched in these particular states to compare the
relaxation mechanisms as well as computed decay times.

FSSH results obtained with 63 trajectories launched in the
brightest excited state of tetracene have been reported in Ref.
52. We have repeated these calculations with 100 trajectories
to assess the convergence as well as the accuracy of our re-
sults. Population curves averaged over 100 trajectories (see
Figure 4) are qualitatively similar to the ones reported in Ref.
52 for 63 trajectories and the computed decay time of 64 fs is
in a very good agreement with 65 fs calculated using a new
fitting procedure for the populations presented in our previous
work.

FSSH of chrysene has been simulated in this work for
the first time. Relaxation from the brightest excited state of
chrysene (see Figure 5) differs drastically from the one in
tetracene. First of all, the computed decay time is 7 fs, which
is an order-of-magnitude smaller than in tetracene. This is
consistent with the rapid transfer of the initial population to
the bunch of low-lying excited states, which ends up about
2% at the end of propagation compared to 8% in tetracene.
In order to demonstrate that an observed ultrafast relaxation
in chrysene is not a direct consequence of the selected energy
gap threshold, we have performed additional calculations un-
der the same conditions, yet changing the threshold to 0.1 or
10 meV (see Figure S2 in the Supplementary Material). The
population curves are not drastically affected by these changes
and the computed decay time of the S8 state in both cases is
approximately 7 fs, which is in a very good agreement with
the value computed for 1 meV threshold. We have also per-
formed calculations for chrysene with the MIO set of DFTB
parameters, using an ensemble of 89 trajectories launched in
the brightest excited S8 state and propagated during 300 fs (see
Figure S1 in the Supplementary Material). The computed de-
cay time is approximately 8 fs, which is in a good agreement
with 7 fs calculated with the MAT basis.

We would like to emphasize that the fractional occupation
(percentage of trajectories residing in a given state at a given
time) of the state below the brightest one is 7% in tetracene
and 3% in chrysene after 300 fs of propagation. This can be
due to a partial trapping of the population in some higher-
lying excited states of tetracene, which is also consistent with
the delayed decay of the initial state.

It is worth mentioning that an ensemble of 100 trajectories
allows us to resolve only processes that occur with a proba-
bility greater than 10%.61 However, we have noticed in our
previous study52 that going from 63 to 127 trajectories does
not change significantly the population curves and the com-
puted decay times of naphthalene and anthracene. This is also
true for tetracene when going from 63 to 100 trajectories as
indicated in Table I. Indeed, 100 trajectories is not enough to
draw solid conclusions about some processes like photoiso-
merisation or intersystem crossings. Nevertheless, we believe
that our results can be used to qualitatively describe the rapid
internal conversion between excited singlet states and to un-
derstand the decay mechanisms of the brightest states.

C. Discussion

The results of our calculations are summarized in Table I.
In order to explain the difference in decay times and under-

lying relaxation mechanisms, we computed the energy gaps
along each trajectory between the initial state and the neigh-
bouring one with lower energy for both tetracene and chry-
sene (see Figure 6). It is clear from Figure 6 that at the start
of dynamics all trajectories in chrysene either go to the re-
gion of small gaps (<0.1 eV) or through the conical intersec-
tion. Thus, there is a funnel, which drives the rapid population
transfer from the initial state. On the contrary, in tetracene,
very few trajectories reach the region of small gaps and the
average gap remains twice larger than the one in chrysene. A
similar analysis was used to explain changes in decay times
with respect to the size of polyacenes.52 It also correlates well
with the energy gap computed at the equilibrium geometry
(see Table I). This initial gap turns out to be roughly con-
served during the short time phase of the trajectory and can be
used as a first order approximation for estimating the decay
times. Consistently, the number of surface hops is larger in
chrysene than in tetracene. In addition to the notably-differing
relative gaps between excited states, the symmetry of the ini-
tial chrysene geometry (C2h) is lower than that for tetracene
(D2h), and therefore yields more non-zero non-adiabatic cou-
pling elements, which may also enhance the electronic relax-
ation and thus contribute to the much faster decay.

There is clearly a violation of the Kasha’s rule72 for the
rapid decay to the S1 state in both tetracene and chrysene
within the considered timescale. Indeed, 300 fs is a relatively
short timescale for a complete relaxation. Nevertheless, a par-
tial trapping of the population has been observed for some
excited states that might lead to an incomplete relaxation to-
wards the lowest excited state. Deviations from Kasha’s rule
have been reported in several studies.50,73 A detailed discus-
sion of this issue is given elsewhere.50,52

The results of this paper can also be used for a qualita-
tive analysis of the emission of photoexcited chrysene and
tetracene. In particular, we have noticed that the major frac-
tion (53%) of trajectories ends up in excited state S5 with 24%
shared equally between states S2 and S3 after 300 fs of prop-
agation. This partial trapping in S5 state is pronounced and
can lead to significant delay in the non-adiabatic relaxation.
However, in chrysene the situation is changing drastically and
we observe 36% of trajectories in S1, 24% shared equally be-
tween S2 and S3 and 27% in S4 at the end of simulation. Occu-
pation of all excited singlet states at the end of the simulation
is summarized in Figure 7.

Last, we would like to understand which role does the nu-
clear motion play in the relaxation of excited chrysene and
tetracene. To address this question, we compiled in Figure
8 the geometrical configurations of each isomer, extracted at
the end of each of the 100 FSSH-trajectory simulations. It
is clear that both chrysene and tetracene experience strong
out-of-plane motion, which is the major deactivation channel
during the relaxation. This motion breaks the correspond-
ing symmetry of the molecule, thereby increasing the cou-
pling between excited states. Nuclear displacements along
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TABLE I. Summary of the FSSH simulations for chrysene and tetracene. Energies and positions of excited states are taken from the TD-DFTB
spectra computed with MAT set of parameters at the ground state equilibrium geometry. IS (B) stands for the initial (brightest) excited state.

Molecule IS ΩIS (eV) Number of trajectories Decay time of IS (fs) Energy gap B//B–1 (eV)
Chrysene S8 4.61 100 7 0.05
Tetracene S7 4.56 100 64 0.22
Tetracenea S7 4.56 63 65 0.22

a Adapted from Ref. 52

the x, y and z axes have been computed for each geometry
with respect to the DFTB ground state equilibrium configura-
tion. The mean (maximum) displacements along x and y (in
the molecular plane) are respectively 0.04 (0.31) Å and 0.05
(0.31) Å in chrysene and 0.04 (0.33) Å and 0.04 (0.30) Å in
tetracene. Notably, the mean (maximum) displacements along
the perpendicular axis z are 0.14 (1.07) Å and 0.14 (0.99) Å
in chrysene and tetracene, respectively. These values are sig-
nificantly larger than the ones computed along x and y, which
is consistent with the strong out-of-plane perturbations visi-
ble in Figure 8. Considering polyacenes and phenacenes as
rather rigid molecules (at least concerning their carbonaceous
skeleton), we expect the out-of-plane motion to remain the
leading deactivation channel during the relaxation of larger
cata-condensed PAHs.

IV. CONCLUSION

In this article, a detailed theoretical study of the non-
adiabatic molecular dynamics launched in the brightest sin-
glet excited state has been presented for neutral chrysene and
tetracene molecules. The results have been obtained using
Tully’s FSSH scheme coupled to the TD-DFTB formalism for
electronic structure calculations.

We have first assessed the performance of two DFTB pa-
rameters sets by calculating the absorption spectra of chrysene
and tetracene and upon comparison with TD-DFT and avail-
able experimental data. Our conclusion is that the MAT set
of DFTB parameters67 is more reliable, especially when the
brightest excited singlet state has to be computed.

Relaxation from the brightest singlet excited states via the
cascade of radiationless transitions is reported for armchair-
shaped chrysene and zigzag-shaped tetracene. The detailed
analysis reveals an order-of-magnitude difference in decay
times of the initial electronic populations (brightest excited
states) between the two molecules. This difference is corre-
lated with the energy gap between the initially excited state
and the neighbouring one with lower energy, which is con-
sistent with our previous study on neutral polyacenes.52 The
much faster decay rate for armchair-edge chrysene may also
be enhanced by the lesser symmetry induced with respect to
zigzag-edge tetracene. One should nevertheless precise the
limits of the present conclusions. TD-DFTB neither involves
doubly excited states, nor Rydberg states. Also, interband
transitions via spin-orbit coupling have not been considered
here. They are not supposed to be dominant since spin-orbit
coupling is expected to be small for light elements, never-

theless they have been mentioned to be active in some spe-
cific cases.74–76 We however expect the main conclusions to
hold for short relaxation times. This shape dependence of the
relaxation process should obviously also influence the long
term populations of chrysene versus tetracene in the interstel-
lar medium.

This research contributes to the understanding of the pho-
tophysics of PAHs and, more particularly, sheds light on the
effect, which different shapes may introduce in the excited
states dynamics. It also provides promising insights on the
photostability of the considered molecules following the ab-
sorption of a UV photon, which is of interest for astronomers
(e.g. for understanding the evolution of PAHs in the photodis-
sociation regions), atmospheric chemistry and laboratory ex-
periments concerned with atto- or femto-second laser spec-
troscopy of these compounds. Referring more particularly to
species in the interstellar medium, electronic absorption band
widths can be related to the relaxation timescales42 and both
the shape-dependent relaxation mechanisms predicted in the
present work and the different final state populations at the end
of the dynamical processes might contribute to the assignment
of emission spectra. Finally, it would certainly be interesting
to investigate whether such differentiation is an isolated case
property or if it extends to larger cata-condensed phenacenes
versus polyacenes.

SUPPLEMENTARY MATERIAL

See supplementary material for the electronic populations
of excited singlet states of neutral chrysene computed with
MIO set of DFTB parameters (Figure S1) and with 0.1 or 10
meV energy gap thresholds (Figure S2); TD-DFTB absorp-
tion spectra of neutral chrysene computed with MIO (Table
S1) and MAT (Table S2) sets of DFTB parameters; TD-DFT
absorption spectra of neutral chrysene computed with BLYP
(Table S3), B3LYP (Table S4) and CAM-B3LYP (Table S5)
functionals.
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Figures from the paper
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FIG. 1. Absorption spectra (oscillator strengths) of chrysene computed with TD-DFT BLYP functional using 6-31G(d,p) basis set (orange
sticks) and TD-DFTB (blue sticks) using mio-1-1 (left panel) and matsci-0-3 parameters set (right panel) at the equilibrium geometry. Red
vertical dashed line at 270 nm indicates the brightest broad band in chrysene (from the experiment in hexane solution54). Note, that this value
is in a good agreement with other experimental measurements: 272 nm in boric acid matrix55 and 269 nm in tetrahydrofuran solution56.
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FIG. 2. Oscillator strengths (left panel) and molar absorption coefficients ε (right panel, convoluted using Gaussian functions with 0.1 eV
width) from the UV absorption spectra of chrysene and tetracene computed with TD-DFTB (MAT parameters set) at the equilibrium geomet-
rical configuration. Vertical dashed lines indicate positions of the brightest bands for the corresponding molecule from the experiments.22,54
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FIG. 3. Isosurfaces of (a) HOMO and (c) LUMO+2 of tetracene (left column); (b) HOMO–1 and (d) LUMO+1 of chrysene (right column).
Black and cyan spheres are carbon and hydrogen atoms, respectively. This figure has been produced with VMD.77
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FIG. 4. Population averaged over 100 trajectories in tetracene following excitation to the brightest excited S7 state.
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FIG. 5. Population averaged over 100 trajectories in chrysene following excitation to the brightest excited S8 state.
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FIG. 6. Energy gaps between the B and B–1 states plotted along 100 trajectories (red lines) and averaged over the entire ensemble (black
dashed line) for tetracene and chrysene.
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FIG. 7. Occupation of each excited singlet state in tetracene and chrysene after 300 fs of FSSH propagation.

FIG. 8. 100 configurations of chrysene (left panel) and tetracene (right panel) at the end of the FSSH simulations. The maximum and mean
displacements (∆) along the z axis are indicated with respect to the DFTB ground state equilibrium geometry. Black and red colors denote
carbon and hydrogen atoms, respectively.
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