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# Asymptotic properties of a branching random walk with a random environment in time 

Yuejiao Wang ${ }^{\dagger}$ Zaiming Liu ${ }^{\dagger}$ Quansheng Liu ${ }^{\ddagger}$ Yingqiu Li ${ }^{\S}$


#### Abstract

We consider a branching random walk in an independent and identically distributed random environment $\xi=\left(\xi_{n}\right)$ indexed by the time. Let $W$ be the limit of the martingale $W_{n}=\int e^{-t x} Z_{n}(d x) / \mathbb{E}_{\xi} \int e^{-t x} Z_{n}(d x)$, with $Z_{n}$ denoting the counting measure of particles of generation $n$, and $\mathbb{E}_{\xi}$ the conditional expectation given the environment $\xi$. We find necessary and sufficient conditions for the existence of quenched moments and weighted moments of $W$, when $W$ is non-degenerate.
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## 1 Introduction and main results

The model of branching random walk has been studied by many authors, see e.g. [7, 8, 19, 31, 28,13 ] and the references therein. A branching random walk with a random environment in time is an important extension in which the offspring distribution of a particle of generation $n$, and the distribution of the displacements of their children, depend on the environment $\xi=(\xi)_{n}$ indexed by the time $n$, cf. e.g. $[9,27,28,29]$.

The model of branching random walk with a random environment in time can be described as follows. As usual, let $\mathbb{N}=\{0,1,2, \cdots\}, \mathbb{N}^{+}=\{1,2, \cdots\}, \mathbb{R}=\{-\infty, \infty\}$ and

$$
U=\bigcup_{n=0}^{\infty}\left(\mathbb{N}^{+}\right)^{n}
$$

be the set of all finite sequences, where $(\mathbb{N})^{+0}=\{\emptyset\}$ contains the null sequence $\emptyset$. Let $\xi=\left(\xi_{n}\right)_{n \geq 0}$ be a sequence of independent and identically distribution random variables taking values in some space $\Theta$; each realization of $\xi_{n}$ corresponds probability distribution $\eta_{n}=\eta\left(\xi_{n}\right)$ on $\mathbb{N} \times \mathbb{R} \times \mathbb{R} \times \cdots$. Here $\xi_{n}$ represents the random environment at time $n$. When the environment sequence $\xi$ is given, the branching random walk starts from an initial particle $\emptyset$ of generation 0 located at the origin $S_{\emptyset}=0 \in \mathbb{R}$. It gives birth to $N_{\emptyset}=N$ children of the first generation whose number and displacements (relative to their parent $\emptyset$ ) $L_{\emptyset i}=L_{i}$ constitute a point process $\left(N ; L_{1}, L_{2}, \cdots\right)$ with distribution $\eta_{0}=\eta\left(\xi_{0}\right)$ on $\mathbb{N} \times \mathbb{R} \times \mathbb{R} \times \cdots$.

[^0]In general, when the environment $\xi$ is given, each particle $u=u_{1} \cdots u_{n}$ of $n$-th generation with position $S_{u}$ gives birth to $N_{u}$ children with displacements $L_{u, i}$, so that the position of the $i$-th child is

$$
S_{u i}=S_{u}+L_{u i}
$$

where $\left(N_{u} ; L_{u 1}, L_{u 2}, \cdots\right)$ has distribution $\eta_{n}=\eta\left(\xi_{n}\right)$ on $\mathbb{N} \times \mathbb{R} \times \mathbb{R} \times \cdots$. Conditioned on the environment $\xi$, all particles behave independently, which means that the family of the random vectors $\left(N_{u} ; L_{u 1}, L_{u 2}, \cdots\right)$, indexed by all finite sequences $u$, are conditionally independent.

Let $\mathbb{T}$ be the Galton-Watson tree with defining elements $\left\{N_{u}: u \in U\right\}:(i) \emptyset \in \mathbb{T}$; (ii) if $u \in \mathbb{T}$, then $u i \in \mathbb{T}$ if only if $1 \leq i \leq N_{u}$; (iii) if $u i \in \mathbb{T}$, then $u \in \mathbb{T}$.

The family $\left\{S_{u}, u \in \mathbb{T}\right\}$ is called a branching random walk with a random environment in time. In the following it will be termed simply as a branching random walk in a random environment.

Let

$$
Z_{n}=\sum_{|u|=n} \delta_{S_{u}}
$$

be the counting measure of particles of generation $n$, so that for a subset $A$ of $\mathbb{R}, Z_{n}(A)$ is the number of particles of generation $n$ located in $A$ :

$$
Z_{n}(A)=\sum_{|u|=n} \delta_{S_{u}}(A)=\sum_{|u|=n} I_{A}\left(S_{u}\right)
$$

where $\delta_{S_{u}}$ denotes the Dirac measure at $S_{u}$ and $I_{A}$ the indicator function of $A$; by convention the summation is over all particles $u$ of generation $n$.

The total probability space on which all the random variables $\xi_{n}$ and $L_{u i},|u|=n \geq 0$ are defined will be denoted by $(\Omega, \mathcal{F}, \mathbb{P})$; the conditional probability given the environment $\xi$ will be denoted by $\mathbb{P}_{\xi}$. Therefore, by definition, for each realization of the environment sequence $\xi$, the random variables $L_{u i}(|u|=n \geq 0, i \geq 1)$ are independent of each other under $\mathbb{P}_{\xi}$. The probability $\mathbb{P}$ is usually called annealed law, while $\mathbb{P}_{\xi}$ is called quenched law. The expectation with respect to $\mathbb{P}$ and $\mathbb{P}_{\xi}$ will be denoted respectively by $\mathbb{E}$ and $\mathbb{E}_{\xi}$.

Fix $t \in \mathbb{R}$. Write

$$
m_{n}(t)=\mathbb{E}_{\xi} \sum_{i=1}^{N_{u}} e^{-t L_{u i}} \text { for }|u|=n
$$

and assume that $m_{n}(t)<\infty$. We are interested in the Laplace transform of the counting measure $Z_{n}$ and the associated martingale:

$$
\begin{aligned}
& \hat{Z}_{n}(t)=\int e^{-t x} Z_{n}(d x)=\sum_{|u|=n} e^{-t S_{u}}, \quad n \geq 0 \\
& W_{0}(t)=1, \quad W_{n}(t)=\frac{\hat{Z}_{n}(t)}{\mathbb{E}_{\xi} \hat{Z}_{n}(t)}=\frac{1}{\prod_{i=1}^{n-1} m_{i}(t)} \sum_{|u|=n} e^{-t S_{u}} \text { for } n \geq 1
\end{aligned}
$$

It is well known that $\left(W_{n}(t)\right)_{n \geq 0}$ is a nonnegative martingale under $\mathbb{P}_{\xi}$ with respect to the filtration

$$
\mathcal{F}_{0}=\sigma(\xi), \mathcal{F}_{n}=\sigma\left(\xi, N_{u}, L_{u 1}, L_{u 2}, \cdots,|u|<n\right) \text { for } n \geq 1
$$

so that the limit $W(t)=\lim _{n \rightarrow \infty} W_{n}(t)$ exists almost surely (a.s.) with $\mathbb{E}_{\xi} W(t) \leq 1$ by Fatou's Lemma. For simplicity, write

$$
W_{n}=W_{n}(t) \text { for } n \geq 0 \text { and } W=W(t)
$$

The necessary and sufficient conditions for the non-degeneration of $W$ have been known: see Proposition 2.1 below applied to $A_{u i}=e^{-t L_{u i}}$. The existence of annealed moments and weighted moments of $Y$ have been studied in [22], see Theorems 2.1 and 2.2 cited below. Here we are interested in the quenched moments and weighted moments of $W$, when $W$ is non-degenerate.

We first consider the existence of the quenched moments of $W$.
Theorem 1.1 Let $\alpha>1$, and assume that $\mathbb{P}(W=0)<1$.
(i) If $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} W_{1}^{\alpha}<\infty$ and $\mathbb{E} \log \frac{m_{0}(\alpha t)}{m_{0}^{\alpha}(t)} \in(-\infty, 0)$, then $\mathbb{E}_{\xi} W^{\alpha}<\infty$ a.s..
(ii) If $\mathbb{E} \log \frac{m_{0}(\alpha t)}{m_{0}^{\alpha}(t)} \in(-\infty, 0)$ and $\mathbb{E}_{\xi} W^{\alpha}<\infty$ a.s., then $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} W_{1}^{\alpha}<\infty$.
(iii) If $\mathbb{E}\left(\log ^{-} \mathbb{E}_{\xi} W_{1}\right)^{2+\varepsilon}<\infty$ for some $\varepsilon>0, \mathbb{E} \log ^{+} \mathbb{E}_{\xi} W_{1}^{\alpha}<\infty, \mathbb{E}\left(\log \frac{m_{0}(\alpha t)}{m_{0}^{\alpha}(t)}\right)^{2}<\infty$ and $\mathbb{E}_{\xi} W^{\alpha}<\infty$ a.s., then $\mathbb{E} \log \frac{m_{0}(\alpha t)}{m_{0}^{\alpha}(t)}<0$.

Part (i) gives sufficient conditions for the existence of quenched moments $\mathbb{E}_{\xi} W^{\alpha}$, while parts (ii) and (iii) show that these conditions are also necessary under some additional assumptions.

Recall that a positive and measurable function $l$ is defined on $[0, \infty)$ is called slowly varying at $\infty$ if $\lim _{x \rightarrow \infty} \frac{l(\lambda x)}{l(x)}=1$ for all $\lambda>0$. (Throughout this paper, the term "positive" is used in the wide sense.) By the representation theorem (see [12],Theorem 1.3.1), any function $l$ slowly varying at $\infty$ is of the form

$$
\begin{equation*}
l(x)=c(x) \exp \left(\int_{a_{0}}^{x} \frac{\varepsilon(t)}{t} d t\right), \quad x>a_{0} \tag{1.1}
\end{equation*}
$$

where $a_{0}>0, c(\cdot)$ and $\varepsilon(\cdot)$ are measurable with $c(x) \rightarrow c$ for some constant $c \in(0, \infty)$ and $\varepsilon(x) \rightarrow 0$ as $x \rightarrow \infty$. Moreover, it is known that any slowly varying function $l$ posses a smoothed version $l_{1}$ in the sense that $l(x) \sim l_{1}(x)$ as $x \rightarrow \infty$, with $l_{1}$ of the form

$$
\begin{equation*}
l_{1}(x)=c \exp \left(\int_{a_{0}}^{x} \frac{\varepsilon_{1}(t)}{t} d t\right), \quad x>a_{0} \tag{1.2}
\end{equation*}
$$

with $\varepsilon_{1}$ infinitely differentiable on $\left(a_{0}, \infty\right)$ and $\lim _{x \rightarrow \infty} \varepsilon_{1}(x)=0$ (see [12], Theorem 1.3.3). The value of $a_{0}$ and those of $l(x)$ on $\left[0, a_{0}\right]$ will not be important. For convenience, we often take $a_{0}=1$. Notice also that the function $c(\cdot)$ in the representation of $l(\cdot)$ has no influence on the finiteness of moments of $W$ of the form $\mathbb{E}_{\xi} W^{\alpha} l(W)$, so that we can suppose without loss of generality that $c(x)=1$. Moreover, by choosing a smoothed version if necessary, we can suppose that the function $\varepsilon$ in the representation form (1.1) is infinitely differentiable.

We next give a description of the quenched weighted moments of $W$. Write $W^{*}=$ $\sup _{n \geq 1} W_{n}$.

Theorem 1.2 Assume that $\mathbb{P}(W=0)<1$ and $\mathbb{E} \log \frac{m_{0}(\alpha t)}{m_{0}^{\alpha}(t)} \in(-\infty, 0)$. Let $l(x)$ be a function slowly varying at $\infty$ and $\phi(x)=x^{\alpha} l(x)$ with $\alpha>1$. Then the following assertions are equivalent:
(i) $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(W_{1}\right)<\infty$; (ii) $\mathbb{E}_{\xi} \phi(W)<\infty$ a.s.; (iii) $\mathbb{E}_{\xi} \phi\left(W^{*}\right)<\infty$ a.s..

The rest of the paper is organized as follows. In Section 2 we describe the model of Mandelbrot's martingale in a random environment, and state for this martingale a variante of Theorems 1.1 and 1.2: see Theorems 2.3 and 2.4 , which imply Theorems 1.1 and 1.2 . In Section 3, we introduce some lemmas in order to prove our main results. In Sections 4 and 5 , we give respectively the proof of Theorems 2.3 and 2.4.

## 2 Mandelbrot's martingale in a random environment

The theorems stated in Section 1 will be proved for a slightly different but essentially equivalent model, i.e., for Mandelbrot's martingale in a random environment. This model is described as follows. Let $\xi=\left(\xi_{n}\right)_{n \geq 0}$ be a sequence of independent and identically distribution random variables taking values in some space $\Theta$. Suppose that when the environment $\xi$ is given, $\left\{\left(N_{u}, A_{u 1}, A_{u 2}, \cdots\right): u \in U\right\}$ is a sequence of independent random variables with values in $\mathbb{N} \times \mathbb{R}_{+}^{\mathbb{N}^{+}}$, where $\mathbb{R}_{+}=[0, \infty)$, defined on some probability space $\left(\Gamma, \mathbb{P}_{\xi}\right)$; each $\left(N_{u}, A_{u 1}, A_{u 2}, \cdots\right)$ has distribution $\eta\left(\xi_{n}\right)$ for $|u|=n$. For simplicity, we write $\left(N, A_{1}, A_{2}, \cdots\right)$ for $\left(N_{\emptyset}, A_{\emptyset 1}, A_{\emptyset 2}, \cdots\right)$.

Set

$$
\begin{aligned}
& m_{n}=\mathbb{E}_{\xi} \sum_{i=1}^{N_{u}} A_{u i}, \text { where }|u|=n, n \geq 0 . \\
& X_{\emptyset}=1, X_{u}=\frac{A_{u_{1}} A_{u_{1} u_{2}} \cdots A_{u_{1} \cdots u_{n}}}{\prod_{i=0}^{n-1} m_{i}}, \text { if } u=u_{1} \cdots u_{n} \in U, \text { for } n \geq 1 . \\
& Y_{0}=1 \text { and } Y_{n}=\sum_{|u|=n} X_{u}, \text { for } n \geq 1 .
\end{aligned}
$$

Then, under $\mathbb{P}_{\xi}$, the sequence $\left(Y_{n}\right)_{n \geq 0}$ forms a nonnegative martingale with respect to the filtration

$$
\mathcal{G}_{0}=\sigma(\xi) \text { and } \mathcal{G}_{n}=\sigma\left(\xi, N_{u}, A_{u 1}, A_{u 2}, \cdots,|u|<n\right) \text { for } n \geq 1
$$

It follows that $\left(Y_{n}, \mathcal{G}_{n}\right)$ is also a martingale under $\mathbb{P}$. The martingale $\left(Y_{n}\right)$ is called Mandelbrot's martingale in a random environment. Notice that the martingale ( $W_{n}$ ) for the branching random walk ( $S_{u}, u \in \mathbb{T}$ ) introduced in Section 1 is just Mandelbrot's martingale $\left(Y_{n}\right)$ with $A_{u i}=e^{-t L_{u i}}$ for $|u|=n \geq 0$.

Let

$$
Y=\lim _{n \rightarrow \infty} Y_{n} \text { and } Y^{*}=\sup _{n \geq 0} Y_{n}
$$

where the limit exists a.s. by the martingale convergence theorem, and $\mathbb{E}_{\xi} Y \leq 1$ by Fatou's lemma.

We can image that each node of the tree $\mathbb{T}$ is marked with the vector ( $N_{u}, A_{u 1}, A_{u 2}, \cdots$ ), $A_{u i}$ being associated with the edge $(u, u i)$ linking $u$ and $u i$ for $u \in \mathbb{T}$ and $1 \leq i \leq N_{u}$;
the values of $A_{u i}$ for $i>N_{u}$ are of no influence for our results and will be taken as 0 for convenience. So the model is also called weighted branching process in a random environment. See for example [20].

Remark 2.1 If $A_{u} \equiv 1$ for all $u$, then $\left(Y_{n}\right)$ becomes the natural martingale of the branching process in a random environment, studied by many authors: see for example [1, 2, 3].

We are interested in the asymptotic properties of Mandelbrot's martingale in a random environment. For the existence of moments of $Y$ in the Mandelbrot's martingale, Liu [26] proved that $\mathbb{E} Y^{\alpha}<\infty$ if and only if $\mathbb{E} Y_{1}^{\alpha}<\infty$ and $\mathbb{E} \sum_{i=1}^{N} A_{i}^{\alpha}<1$. In this paper, we extend this result to the Mandelbrot's martingale in a random environment for the quenched law, for which we will show that the existence condition is quite different to the annealed case.

Another interest is the existence of the weighted moments of $Y$ of the form $\mathbb{E}_{\xi} Y^{\alpha} l(Y)$, where $\alpha>1$ and $l$ is a positive function slowly varying at $\infty$. For a Galton-Watson process, Bingham and Doney [10] showed that when $\alpha>1$ is not an integer, $\mathbb{E} Y^{\alpha} l(Y)<\infty$ if and only if $\mathbb{E} Y_{1}^{\alpha} l\left(Y_{1}\right)<\infty$. Alsmeyer and Rösler [4] proved that the same result remains true for all non-dyadic integer $\alpha>1$ (not of the form $2^{k}$ for some integer $k \geq 0$ ). Liang and Liu [23] proved that the result holds true for all $\alpha>1$. For the Mandelbrot's martingale, Alsmeyer and Kuhlbusch [5] showed that when $\alpha \in\left\{2^{n}: n \geq 1\right\}, \mathbb{E} Y^{\alpha} l(Y)<\infty$ if and only if $\mathbb{E} Y_{1}^{\alpha} l\left(Y_{1}\right)<\infty$. Liang and Liu [25] proved that the same result remains true for all $\alpha>1$ and $l$ is a positive function slowly varying at $\infty$. In [22], this result was further extended to the Mandelbrot's martingale in a random environment for the annealed weighted moments of $Y$ of the form $\mathbb{E} Y^{\alpha} l(Y)$. In this paper, we consider the quenched weighted moments of $Y$ for the Mandelbrot's martingale with a random environment; we will see that the existence condition is quite different to the annealed case.

For any $x \geq 0$, write

$$
\begin{aligned}
\rho_{\xi_{n}}(x) & =\mathbb{E}_{\xi} \sum_{i=1}^{N_{u}} \frac{A_{u i}^{x}}{m_{n}^{x}} \text { for }|u|=n, n \geq 0 . \\
\rho(x) & =\mathbb{E} \rho_{\xi_{0}}(x)=\mathbb{E} \sum_{i=1}^{N} \frac{A_{i}^{x}}{m_{0}^{x}} \quad \text { and } \\
\rho^{\prime}(x) & =\mathbb{E} \sum_{i=1}^{N} \frac{A_{i}^{x}}{m_{0}^{x}} \log \frac{A_{i}}{m_{0}}
\end{aligned}
$$

if the expression is well defined (with value in $[-\infty, \infty]$ ). We mention that here $\rho^{\prime}(x)$ is a notation, which coincides with the derivative of $\rho(\cdot)$ at $x$ under natural regularity conditions.

For the non-degeneration of $Y$, a necessary and sufficient condition was shown by Biggins and Kyprianou(2004,Theorem 7.1) and Kuhlbusch (2004,Theorem 2.5).

Proposition 2.1 (Non-degeneration [9],[20]) Assume that $\rho^{\prime}(1)$ is well-defined with value in $[-\infty, \infty)$. Then the following assertions are equivalent:
(i) $\rho^{\prime}(1)<0$ and $\mathbb{E} Y_{1} \log ^{+} Y_{1}<\infty$.
(ii) $\mathbb{E} Y=1$.
(iii) $\mathbb{P}(Y=0)<1$.

Necessary and sufficient conditions for the existence of annealed moments and weighted moments of $Y$ have been known. Let us recall them in the following two theorems.

Theorem 2.1 ([22]) Assume $\mathbb{P}(Y=0)<1$. For $\alpha>1$, the following assertion are equivalent:
(i) $\mathbb{E} Y_{1}^{\alpha}<\infty$ and $\rho(\alpha)<1$;
(ii) $\mathbb{E} Y^{*}<\infty$;
(iii) $0<\mathbb{E} Y^{\alpha}<\infty$.

Theorem 2.2 ([22]) Assume that $\mathbb{P}(Y=0)<1$ and $\rho(\alpha)<1$ for $\alpha>1$. Let $l:[0, \infty) \rightarrow$ $[0, \infty)$ be a function slowly varying at $\infty$. Then the following assertions are equivalent:
(i) $\mathbb{E} Y_{1}^{\alpha} l\left(Y_{1}\right)<\infty$;
(ii) $\mathbb{E} Y^{* \alpha} l\left(Y^{*}\right)<\infty$;
(iii) $0<\mathbb{E} Y^{\alpha} l(Y)<\infty$,

Here we are interested in the quenched moments and weighted moments of $Y$, when $Y$ is non-degenerate. We first consider the quenched moments.

Theorem 2.3 Let $\alpha>1$, and assume that $\mathbb{P}(Y=0)<1$.
(i) If $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$ and $\mathbb{E} \log \rho_{\xi_{0}}(\alpha) \in(-\infty, 0)$, then $\mathbb{E}_{\xi} Y^{\alpha}<\infty$ a.s..
(ii) If $\mathbb{E} \log \rho_{\xi_{0}}(\alpha) \in(-\infty, 0)$ and $\mathbb{E}_{\xi} Y^{\alpha}<\infty$ a.s., then $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$.
(iii) If $\mathbb{E}\left(\log ^{-} \mathbb{E}_{\xi} Y_{1}\right)^{2+\varepsilon}<\infty$ for some $\varepsilon>0, \mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$, $\mathbb{E} \log ^{2} \rho_{\xi_{0}}(\alpha)<\infty$ and $\mathbb{E}_{\xi} Y^{\alpha}<\infty$ a.s., then $\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$.

Part (i) gives sufficient conditions for the existence of quenched moments $\mathbb{E}_{\xi} Y^{\alpha}$, while parts (ii) and (iii) show that these conditions are also necessary under some additional assumptions.

Notice that since $\left(Y_{n}\right)$ is a nonnegative martingale under $\mathbb{P}_{\xi}$, the existence of quenched moments $\mathbb{E}_{\xi} Y^{\alpha}$ is equivalent to the convergence in $L^{\alpha}$ under $\mathbb{P}_{\xi}$.

We next consider the existence of the quenched weighted moments of $Y$.
Theorem 2.4 Assume that $\mathbb{P}(Y=0)<1$ and $\mathbb{E} \log \rho_{\xi_{0}}(\alpha) \in(-\infty, 0)$. Let $l(\cdot)$ be a function slowly varying at $\infty$ and $\phi(x)=x^{\alpha} l(x)$ with $\alpha>1$. Then the following assertions are equivalent:
(i) $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(Y_{1}\right)<\infty ;$ (ii) $\mathbb{E}_{\xi} \phi(Y)<\infty$ a.s.; (iii) $\mathbb{E}_{\xi} \phi\left(Y^{*}\right)<\infty$ a.s..

Clearly, Theorems 1.1 and 1.2 come from Theorems 2.3 and 2.4 with $A_{u i}=e^{-t L_{u i}}$.

## 3 Preliminary lemmas

For the proof of our main results Theorems 1.1 and 1.2 , we will use the following Lemmas.
Lemma 3.1 Let $\left(\alpha_{n}, \beta_{n}\right)_{n \geq 0}$ be a stationary and ergodic sequence of non-negative random variables.
(1) If $\mathbb{E} \log \alpha_{0}<0$ and $\mathbb{E} \log ^{+} \beta_{0}<\infty$, then

$$
\begin{equation*}
\sum_{n=0}^{\infty} \alpha_{0} \cdots \alpha_{n-1} \beta_{n}<\infty \quad \text { a.s.. } \tag{3.1}
\end{equation*}
$$

(2) Conversely, we have:
(a) if $\mathbb{E} \log \alpha_{0} \in(-\infty, 0)$ and $\left(\alpha_{n}, \beta_{n}\right)_{n \geq 0}$ is i.i.d., then (3.1) implies that $\mathbb{E} \log ^{+} \beta_{0}<\infty$;
(b) if $\mathbb{E}\left|\log \beta_{0}\right|<\infty$, then (3.1) implies that $\mathbb{E} \log \alpha_{0} \leq 0$;
(c) if $\mathbb{E}\left|\log \beta_{0}\right|<\infty$ and $\mathbb{E}\left(\log ^{-} \beta_{0}\right)^{2+\varepsilon}<\infty$ for some $\varepsilon>0$, then (3.1) implies that $\mathbb{E} \log \alpha_{0}<0$, provided that $\mathbb{E}\left(\log \alpha_{0}\right)^{2}<\infty$ and that $\left(\alpha_{n}\right)_{n}$ is i.i.d.

For Part (1) and the first two conclusions of Part (2), see ([18], Lemma 3.1). See also [15] and [21] for a discussion about the convergence of the series (3.1). Below we give a proof of the last conclusion of Part (2).

Proof of Lemma 3.1. As mentioned above, we only need to prove (c) of Part (2). By (b) of Part (2), we know that $\mathbb{E} \log \alpha_{0} \leq 0$. Assume that $\mathbb{E} \log \alpha_{0}=0$. Since $\mathbb{E}\left(\log ^{-} \beta_{0}\right)^{2+\varepsilon}<\infty$, we have for any constant $c>0$,

$$
\begin{align*}
& \sum_{n=3}^{\infty} \mathbb{P}\left(\beta_{n}<\exp (-c \sqrt{n \log \log n})\right) \\
= & \sum_{n=3}^{\infty} \mathbb{P}\left(\log ^{-} \beta_{n}>c \sqrt{n \log \log n}\right) \\
\leq & \sum_{n=3}^{\infty} \frac{\mathbb{E}\left(\log ^{-} \beta_{0}\right)^{2+\varepsilon}}{(c \sqrt{n \log \log n})^{2+\varepsilon}}<\infty . \tag{3.2}
\end{align*}
$$

So by Borel-Cantelli's lemma, we have a.s.

$$
\begin{equation*}
\beta_{n} \geq \exp (-c \sqrt{n \log \log n}) \text { for all } n \text { large enough. } \tag{3.3}
\end{equation*}
$$

On the other hand, since $\sigma^{2}:=\mathbb{E}\left(\log \alpha_{0}\right)^{2}<\infty$, by the law of iterated logarithm, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\sum_{i=0}^{n-1} \log \alpha_{i}}{\sqrt{\sigma^{2} n \log \log n}}=1 \quad \text { a.s.. } \tag{3.4}
\end{equation*}
$$

Therefore, choosing $0<c<\frac{\sigma}{2}$, we see that a.s., for infinitely many $n$,

$$
\begin{equation*}
\alpha_{0} \alpha_{1} \cdots \alpha_{n-1} \beta_{n} \geq \exp \left(\left(\frac{\sigma}{2}-c\right) \sqrt{n \log \log n}\right) \rightarrow \infty \tag{3.5}
\end{equation*}
$$

which is a contradiction with (3.1). This shows that $\mathbb{E} \log \alpha_{0}<0$.
For the proof of our main results, we will use the Burkholder-Davis-Gundy(BDG) inequalities that we are going to state in the following lemma. For a martingale sequence $\left\{\left(f_{n}, \mathcal{G}_{n}\right): n \geq 1\right\}$ defined on some probability space $(\Omega, \mathcal{G}, \mathbb{P})$, set $f_{0}=0, \mathcal{G}_{0}=\{\emptyset, \Omega\}$, $d_{n}=f_{n}-f_{n-1}$ for $n \geq 1$,

$$
f^{*}=\sup _{n \geq 1}\left|f_{n}\right| \quad \text { and } \quad d^{*}=\sup _{n \geq 1}\left|d_{n}\right| .
$$

Lemma 3.2 ([14], Theorem 2) Let $\Phi:[0, \infty) \rightarrow[0, \infty)$ be an increasing and continuous function with $\Phi(0)=0$ and $\Phi(2 \lambda) \leq c \Phi(\lambda)$ for some $c \in(0, \infty)$ and all $\lambda>0$.
(i) For every $\beta \in(1,2]$, there exists a constant $B=B_{c, \beta} \in(0, \infty)$ depending only on $c$ and $\beta$ such that for any martingale $\left\{\left(f_{n}, \mathcal{G}_{n}\right): n \geq 1\right\}$, we have

$$
\begin{equation*}
\mathbb{E} \Phi\left(f^{*}\right) \leq B \mathbb{E} \Phi(s(\beta))+B \mathbb{E} \Phi\left(d^{*}\right) \text { with } \quad s(\beta)=\left(\sum_{n=1}^{\infty} \mathbb{E}\left(\left|d_{n}\right|^{\beta} \mid \mathcal{G}_{n-1}\right)\right)^{1 / \beta} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \Phi\left(f^{*}\right) \leq B \mathbb{E} \Phi(s(\beta))+B \sum_{n=1}^{\infty} \mathbb{E} \Phi\left(\left|d_{n}\right|\right) \tag{3.7}
\end{equation*}
$$

(ii) If $\Phi$ is convex on $[0, \infty)$, then there exist constants $A=A_{c} \in(0, \infty)$ and $B=B_{c} \in$ $(0, \infty)$, depending only on $c$, such that for any martingale $\left\{\left(f_{n}, \mathcal{G}_{n}\right): n \geq 1\right\}$, we have

$$
A \mathbb{E} \Phi(S) \leq \mathbb{E} \Phi\left(f^{*}\right) \leq B \mathbb{E} \Phi(S), \quad \text { where } S=\left(\sum_{n=1}^{\infty} d_{n}^{2}\right)^{1 / 2}
$$

moreover, for any $\beta \in(0,2]$,

$$
\mathbb{E} \Phi\left(f^{*}\right) \leq B \mathbb{E} \Phi(S(\beta)), \quad \text { where } S(\beta)=\left(\sum_{n=1}^{\infty}\left|d_{n}\right|^{\beta}\right)^{1 / \beta}
$$

If, additionally, for some $\beta \in(0,2]$ the function $\Phi_{1 / \beta}(x)=\Phi\left(x^{1 / \beta}\right)$ is subadditive on $[0, \infty)$, then

$$
\mathbb{E} \Phi\left(f^{*}\right) \leq B \sum_{n=1}^{\infty} \mathbb{E} \Phi\left(\left|d_{n}\right|\right)
$$

## 4 Proof of Theorem 2.3

Without loss of generality, we assume that $m_{n}=1$ a.s.. Otherwise we can consider $\tilde{A}_{u i}:=$ $A_{u i} / m_{n}$ instead of $A_{u i}$, for $|u|=n, n \geq 0$.

For $x>0$ and $n \geq 0$, write

$$
Y_{n}(x):=\sum_{|u|=n} X_{u}^{x} \text { and } P_{n}(x):=\mathbb{E}_{\xi} \sum_{|u|=n} X_{u}^{x}=\rho_{\xi_{0}}(x) \cdots \rho_{\xi_{n-1}}(x)
$$

Obviously, $Y_{n}=Y_{n}(1)$ and $\mathbb{E}_{\xi} Y_{1}(x)=\mathbb{E}_{\xi} \sum_{i=1}^{N} A_{i}^{x}=\rho_{\xi_{0}}(x)$. Let

$$
Y_{n+1}-Y_{n}=\sum_{|u|=n} X_{u}\left(Y_{1}(u)-1\right)
$$

where $Y_{1}(u)=\sum_{|v|=1} A_{u v}, \mathbb{P}_{\xi}\left(Y_{1}(u) \in \cdot\right)=\mathbb{P}_{T^{n} \xi}\left(Y_{1} \in \cdot\right)$ for $|u|=n$. Let

$$
D_{n}=\sup _{k \geq 1} A_{u k},|u|=n \text { and } D_{n}^{*}=\sup _{|u|=n} X_{u} \leq D_{0} \cdots D_{n-1} .
$$

Proof of Theorem 2.3 Notice that since $\left(Y_{n}\right)$ is a martingale under $\mathbb{P}_{\xi}, \mathbb{E}_{\xi} Y^{\alpha}<\infty$ a.s. is equivalent to $\sup _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha}<\infty$ a.s.. Obviously, the condition $\sup _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha}<\infty$ a.s. is equivalent to $\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha}<\infty$ a.s..

We first prove part (i). Suppose that $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$. For $\alpha \in(1,2]$, the result has been proved by [17]. So we assume $\alpha>2$. Using BDG-inequality, we have

$$
\begin{equation*}
\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha} \leq C \mathbb{E}_{\xi}\left|\sum_{n=0}^{\infty}\left(Y_{n+1}-Y_{n}\right)^{2}\right|^{\frac{\alpha}{2}} \tag{4.1}
\end{equation*}
$$

Since $\left(\mathbb{E}_{\xi}\left|\sum_{n=0}^{\infty}\left(Y_{n+1}-Y_{n}\right)^{2}\right|^{\frac{\alpha}{2}}\right)^{\frac{2}{\alpha}} \leq \sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha}\right)^{\frac{2}{\alpha}}$, we have $\mathbb{E}_{\xi} \mid \sum_{n=0}^{\infty}\left(Y_{n+1}-\right.$ $\left.Y_{n}\right)\left.^{2}\right|^{\frac{\alpha}{2}} \leq\left(\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right)^{\frac{\alpha}{2}}$. Therefore, together with (4.1), we have

$$
\begin{equation*}
\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha} \leq\left(\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right)^{\frac{\alpha}{2}} \tag{4.2}
\end{equation*}
$$

So in order to prove $\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|<\infty$ a.s., we only need to prove that $\sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} \mid Y_{n+1}-\right.$ $\left.\left.Y_{n}\right|^{\alpha}\right)^{2 / \alpha}<\infty$ a.s.. By BDG-inequality and the convexity of $x^{\frac{\alpha}{2}}$, we get

$$
\begin{align*}
\mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha} & \leq C \mathbb{E}_{\xi}\left(\sum_{|u|=n} X_{u}^{2}\left(Y_{1}(u)-1\right)^{2}\right)^{\frac{\alpha}{2}}=C \mathbb{E}_{\xi}\left(\sum_{|u|=n} \frac{X_{u}^{2}}{Y_{n}(2)} Y_{n}(2)\left(Y_{1}(u)-1\right)^{2}\right)^{\frac{\alpha}{2}} \\
& \leq C \mathbb{E}_{\xi} \sum_{|u|=n} \frac{X_{u}^{2}}{Y_{n}(2)}\left(Y_{n}(2)\left(Y_{1}(u)-1\right)^{2}\right)^{\frac{\alpha}{2}}=C \mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha} \tag{4.3}
\end{align*}
$$

Since $Y_{n}(2)=\sum_{|u|=n} X_{u}^{2} \leq D_{n}^{*} Y_{n}(1)$, we have

$$
\begin{equation*}
\mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \leq \mathbb{E}_{\xi} D_{n}^{* \frac{\alpha}{2}} Y_{n}^{\frac{\alpha}{2}} \leq\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}}\left(\mathbb{E}_{\xi} D_{n}^{* \alpha}\right)^{\frac{1}{2}} \leq\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}}\left(\mathbb{E}_{\xi} D_{0}^{\alpha} \cdots \mathbb{E}_{\xi} D_{n-1}^{\alpha}\right)^{\frac{1}{2}} \tag{4.4}
\end{equation*}
$$

By (4.2), (4.3) and (4.4), we have

$$
\begin{aligned}
\sup _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha} & \leq \sup _{n} \mathbb{E}_{\xi}\left(\left|Y_{n}-1\right|+1\right)^{\alpha} \leq \sup _{n} 2^{\alpha}\left(\mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha}+1\right) \\
& \leq 2^{\alpha}\left(\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \mathbb{E}_{T^{n}}\left|Y_{1}-1\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right)^{\frac{\alpha}{2}}+2^{\alpha} \\
& \leq 2^{\alpha} \sup _{n}\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}}\left[\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi} D_{0}^{\alpha} \cdots \mathbb{E}_{\xi} D_{n-1}^{\alpha}\right)^{\frac{1}{\alpha}}\left(\mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right]^{\frac{\alpha}{2}}+2^{\alpha} .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\sup _{n}\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}} \leq 2^{\alpha}\left[\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi} D_{0}^{\alpha} \cdots \mathbb{E}_{\xi} D_{n-1}^{\alpha}\right)^{\frac{1}{\alpha}}\left(\mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right]^{\frac{\alpha}{2}}+2^{\alpha} / \inf _{n}\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}} \tag{4.5}
\end{equation*}
$$

Since $\frac{1}{\alpha} \mathbb{E} \log \mathbb{E}_{\xi} D_{0}^{\alpha} \leq \frac{1}{\alpha} \mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$ and $\frac{2}{\alpha} \mathbb{E} \log \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$, by Lemma 3.1, we see that

$$
\begin{equation*}
\left[\sum_{n=0}^{\infty}\left(\mathbb{E}_{\xi} D_{0}^{\alpha} \cdots \mathbb{E}_{\xi} D_{n-1}^{\alpha}\right)^{\frac{1}{\alpha}}\left(\mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha}\right)^{\frac{2}{\alpha}}\right]^{\frac{\alpha}{2}}<\infty \text { a.s.. } \tag{4.6}
\end{equation*}
$$

Notice that when $Y>0$, then $Y_{n}>0$ for all $n \geq n_{0}=n_{0}(\omega)$ large enough. Since $Z_{k}(\mathbb{R})=0$ implies $Z_{n}(\mathbb{R})=0$ for all $n>k$, it follows that $\inf _{n} Y_{n}>0$ a.s. on $\{Y>0\}$, so that $\inf _{n>0} Y_{n}^{\alpha}>0$ a.s. on $\{Y>0\}$. Since $\mathbb{P}(Y>0)>0$ implies that $\mathbb{P}_{\xi}(Y>0)>0$ a.s. ( $\mathbb{P}_{\xi}(Y>0)$ satisfies the 0-1 law), it follows that

$$
\begin{equation*}
\inf _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha}>0 \tag{4.7}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{2^{\alpha}}{\inf _{n}\left(\mathbb{E}_{\xi} Y_{n}^{\alpha}\right)^{\frac{1}{2}}}<\infty \quad \text { a.s.. } \tag{4.8}
\end{equation*}
$$

From (4.5), (4.6) and (4.8), we obtain

$$
\sup _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha}<\infty \text { a.s. }
$$

so that $\mathbb{E}_{\xi} Y^{\alpha}<\infty$ a.s..
We next prove part (ii). Assume that $\mathbb{E}_{\xi} Y^{\alpha}<\infty$. We only need to prove that $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \mid Y_{1}-$ $\left.1\right|^{\alpha}<\infty$. We divide the proof into two cases, according to $\alpha \geq 2$ and $1<\alpha<2$.

We first consider the case where $\alpha \geq 2$. By BDG-inequality and the convexity of $x^{\frac{\alpha}{2}}$, we obtain

$$
\begin{aligned}
\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha} & \geq C \mathbb{E}_{\xi}\left(\sum_{n=0}^{\infty}\left(Y_{n+1}-Y_{n}\right)^{2}\right)^{\frac{\alpha}{2}} \geq C \sum_{n=0}^{\infty} \mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha} \\
& \geq C \sum_{n=0}^{\infty} \mathbb{E}_{\xi}\left|\sum_{|u|=n} X_{u}^{2}\left(Y_{1}(u)-1\right)^{2}\right|^{\frac{\alpha}{2}} \geq C \sum_{n=0}^{\infty} \mathbb{E}_{\xi} \sum_{|u|=n} X_{u}^{\alpha}\left|Y_{1}(u)-1\right|^{\alpha} \\
& =C \sum_{n=0}^{\infty} P_{n}(\alpha) \mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha}
\end{aligned}
$$

Therefore, since $\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha}<\infty$ a.s. and $\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$, by Lemma 3.1, we have $\mathbb{E} \log ^{+} \mathbb{E}_{\xi}\left|Y_{1}-1\right|^{\alpha}<\infty$, which implies $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$.

We next consider the case where $1<\alpha<2$. Let $\eta=\sum_{n} P_{n}(\alpha)$. By BDG-inequality and the concavity of $x^{\frac{\alpha}{2}}$, we obtain

$$
\begin{align*}
\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha} & \geq C \mathbb{E}_{\xi}\left(\sum_{n=0}^{\infty}\left(Y_{n+1}-Y_{n}\right)^{2}\right)^{\frac{\alpha}{2}}=C \mathbb{E}_{\xi}\left(\sum_{n=0}^{\infty} \frac{P_{n}(\alpha)}{\eta} \frac{\eta}{P_{n}(\alpha)}\left(Y_{n+1}-Y_{n}\right)^{2}\right)^{\frac{\alpha}{2}} \\
& \geq C \mathbb{E}_{\xi} \sum_{n=0}^{\infty} \frac{P_{n}(\alpha)}{\eta} \frac{\eta^{\frac{\alpha}{2}}}{P_{n}^{\frac{\alpha}{2}}(\alpha)}\left|Y_{n+1}-Y_{n}\right|^{\alpha} \\
& =C \eta^{\frac{\alpha}{2}-1} \sum_{n=0}^{\infty} P_{n}^{1-\frac{\alpha}{2}}(\alpha) \mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha} \tag{4.9}
\end{align*}
$$

For the same reason, we have

$$
\begin{align*}
\mathbb{E}_{\xi}\left|Y_{n+1}-Y_{n}\right|^{\alpha} & \geq C \mathbb{E}_{\xi}\left(\sum_{|u|=n} X_{u}^{2}\left|Y_{1}(u)-1\right|^{2}\right)^{\frac{\alpha}{2}}=C \mathbb{E}_{\xi}\left(\sum_{|u|=n} \frac{X_{u}^{2}}{Y_{n}(2)} Y_{n}(2)\left|Y_{1}(u)-1\right|^{2}\right)^{\frac{\alpha}{2}} \\
& \geq C \mathbb{E}_{\xi} \sum_{|u|=n} \frac{X_{u}^{2}}{Y_{n}(2)}\left(Y_{n}(2)\left|Y_{1}(u)-1\right|^{2}\right)^{\frac{\alpha}{2}}=C \mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha} \\
& \geq C \inf _{n} \mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha} . \tag{4.10}
\end{align*}
$$

By (4.9) and (4.10), we have

$$
\begin{equation*}
\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha} \geq C \eta^{\frac{\alpha}{2}-1} \inf _{n} \mathbb{E}_{\xi} Y_{n}^{\frac{\alpha}{2}}(2) \sum_{n=0}^{\infty} P_{n}^{1-\frac{\alpha}{2}}(\alpha) \mathbb{E}_{T^{n} \xi}\left|Y_{1}-1\right|^{\alpha} . \tag{4.11}
\end{equation*}
$$

By (4.7), we have $\inf _{n} \mathbb{E}_{\xi} Y_{n}^{\alpha / 2}(2)>0$ a.s.. Since $\sup _{n} \mathbb{E}_{\xi}\left|Y_{n}-1\right|^{\alpha}<\infty$ and $\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$, by Lemma 3.1, we obtain $\mathbb{E} \log ^{+} \mathbb{E}_{\xi}\left|Y_{1}-1\right|^{\alpha}<\infty$, which implies $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha}<\infty$.

Finally, part (iii) follows directly from Lemma 3.1, part (2)(c).

## 5 Proof of Theorem 2.4

For $n \geq 0$, write $M_{n}=\sup _{|u|=n} X_{u}^{\beta-1}, \quad M=\sum_{n=1}^{\infty} M_{n}$.
Lemma 5.1 Let $\phi:[0, \infty) \rightarrow[0, \infty)$ be a convex and increasing function with $\phi(0)=0$ and $\phi(2 x) \leq c \phi(x)$ for some constant $c \in(0, \infty)$ and all $x>0$. Let $\beta \in(1,2]$. If the function $x \mapsto \phi\left(x^{1 / \beta}\right)$ is convex, then

$$
\begin{align*}
\mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right) \leq C \sum_{n=1}^{\infty} & {\left[\mathbb{E}_{\xi}\left(\frac{M_{n-1}}{M} \phi\left(M^{1 / \beta} Y_{n-1}^{1 / \beta}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}\right|^{\beta}\right)^{1 / \beta}\right)\right)\right.} \\
& \left.+\mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{\beta}}{Y_{n-1}(\beta)} \phi\left(Y_{n-1}^{1 / \beta}(\beta)\left|Y_{1}(u)-1\right|\right)\right] \tag{5.1}
\end{align*}
$$

where $C>0$ is a constant depending only on $c$ and $\beta$.
Proof By (3.6), we have

$$
\begin{equation*}
\mathbb{E}_{\xi} \phi\left(Y^{*}-1\right) \leq C\left(\mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty} \mathbb{E}_{\xi}\left(\left|Y_{n}-Y_{n-1}\right|^{\beta} \mid \mathcal{F}_{n-1}\right)\right)^{\frac{1}{\beta}}\right)+\sum_{n=1}^{\infty} \mathbb{E}_{\xi} \phi\left(\left|Y_{n}-Y_{n-1}\right|\right)\right) \tag{5.2}
\end{equation*}
$$

where $C>0$ is a constant only depending on $c$ and $\beta$. By BDG-inequality, the concavity of $x^{\frac{\beta}{2}}$ and the definition of $M_{n}$, we obtain

$$
\begin{align*}
& \mathbb{E}_{\xi}\left(\left|Y_{n}-Y_{n-1}\right|^{\beta} \mid \mathcal{F}_{n-1}\right) \leq C \mathbb{E}_{\xi}\left(\left.\left(\sum_{|u|=n-1} X_{u}^{2}\left(Y_{1}(u)-1\right)^{2}\right)^{\frac{\beta}{2}} \right\rvert\, \mathcal{F}_{n-1}\right) \\
\leq & C \mathbb{E}_{\xi}\left(\sum_{|u|=n-1} X_{u}^{\beta}\left|Y_{1}(u)-1\right|^{\beta} \mid \mathcal{F}_{n-1}\right)=C \sum_{|u|=n-1} X_{u}^{\beta} \mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta} \\
\leq & C M_{n-1} Y_{n-1} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\beta} . \tag{5.3}
\end{align*}
$$

where $Y_{1}(u)=\sum_{|v|=1} A_{u v}, \mathbb{P}_{\xi}\left(Y_{1}(u) \in \cdot\right)=\mathbb{P}_{T^{n-1} \xi}\left(Y_{1} \in \cdot\right)$ for $|u|=n-1$. By (5.3), using the fact that $\sum_{n=1}^{\infty} M_{n} M^{-1}=1$ and the convexity of $\phi\left(x^{\frac{1}{\beta}}\right)$, we have

$$
\begin{align*}
& \mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty} \mathbb{E}_{\xi}\left(\left|Y_{n}-Y_{n-1}\right|^{\beta} \mid \mathcal{F}_{n-1}\right)\right)^{\frac{1}{\beta}}\right) \\
\leq & \mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty} C M_{n-1} Y_{n-1} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
= & \mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty} C \frac{M_{n-1}}{M} M Y_{n-1} \mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
\leq & C \mathbb{E}_{\xi} \sum_{n=1}^{\infty} \frac{M_{n-1}}{M} \phi\left(M^{\frac{1}{\beta}} Y_{n-1}^{\frac{1}{\beta}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) . \tag{5.4}
\end{align*}
$$

By BDG-inequality and the convexity of $\phi\left(x^{\frac{1}{\beta}}\right)$, we obtain

$$
\begin{align*}
& \mathbb{E}_{\xi} \phi\left(\left|Y_{n}-Y_{n-1}\right|\right) \leq C \mathbb{E}_{\xi} \phi\left(\left(\sum_{|u|=n-1} X_{u}^{\beta}\left|Y_{1}(u)-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
= & C \mathbb{E}_{\xi} \phi\left(\left(\sum_{|u|=n-1} \frac{X_{u}^{\beta}}{Y_{n-1}(\beta)} Y_{n-1}(\beta)\left|Y_{1}(u)-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
\leq & C \mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{\beta}}{Y_{n-1}(\beta)} \phi\left(Y_{n-1}^{\frac{1}{\beta}}(\beta)\left|Y_{1}(u)-1\right|\right) . \tag{5.5}
\end{align*}
$$

By (5.2), (5.4) and (5.5), we obtain (5.1).
For the proof of Theorem 1.2, we will use the following lemma.
Lemma 5.2 Let $X$ be a non negative random variable, $l$ be a function slowly varying at $\infty$ and $\phi(x)=x^{\alpha} l(x)$ with $\alpha>1$. The following assertions are equivalent:
(i) $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi(X)<\infty$;
(ii) $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi(|X-c|)<\infty$, where $c>0$ is a constant.

Proof of Theorem 2.4 Let $\beta \in(1,2]$ and $\beta<\alpha$. Write $\phi(x)=x^{\alpha} l(x)$, we can assume that the functions $\phi$ and $x \mapsto \phi\left(x^{1 / \beta}\right)$ are convex on $[0, \infty)$, and $l(x)>0$ for all $x \geq 0$ (see [24]). Moreover, by choosing a smoothed version if necessary, we can suppose that $l$ is differentiable.

The equivalence between (ii) and (iii) is obvious following Theorem 2.1 in [32]. The rest of the proof is composed of the following two steps.

Step 1: prove that (i) implies (iii). Suppose that $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(Y_{1}\right)<\infty$. By Lemma 5.1, we have

$$
\begin{equation*}
\mathbb{E}_{\xi} \phi\left(Y^{*}-1\right) \leq C \sum_{n=1}^{\infty}\left(I_{1}(n)+I_{2}(n)\right) \tag{5.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& I_{1}(n)=\mathbb{E}_{\xi} \frac{M_{n-1}}{M} \phi\left(M^{\frac{1}{\beta}} Y_{n-1}^{\frac{1}{\beta}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
& I_{2}(n)=\mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{\beta}}{Y_{n-1}(\beta)} \phi\left(Y_{n-1}^{\frac{1}{\beta}}(\beta)\left|Y_{1}(u)-1\right|\right)
\end{aligned}
$$

Hence, in order to prove $\mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right)<\infty$ a.s., we only need to prove that $\sum_{n=1}^{\infty} I_{1}(n)<\infty$ a.s. and $\sum_{n=1}^{\infty} I_{2}(n)<\infty$ a.s..

We first prove that $\sum_{n=1}^{\infty} I_{1}(n)<\infty$ a.s.. Since $l$ is bounded away from 0 and $\infty$ on any compact subset of $[0, \infty$ ), by Potter's theorem (see [12]), for $\varepsilon>0$, there exists $C=C(l, \varepsilon)>$ 1 such that $l(x) \leq C \max \left(x^{\varepsilon}, x^{-\varepsilon}\right)$ for all $x>0$. Therefore

$$
\begin{align*}
\sum_{n=1}^{\infty} I_{1}(n) & =\sum_{n=1}^{\infty} \mathbb{E}_{\xi} M_{n-1} M^{\frac{\alpha}{\beta}-1} Y_{n-1}^{\frac{\alpha}{\beta}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha}{\beta}} l\left(M^{\frac{1}{\beta}} Y_{n-1}^{\frac{1}{\beta}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{1}{\beta}}\right) \\
& \leq C \sum_{n=1}^{\infty}\left(I_{1}^{+}(n)+I_{1}^{-}(n)\right) \tag{5.7}
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}^{+}(n)=\mathbb{E}_{\xi} M_{n-1} M^{\frac{\alpha+\varepsilon}{\beta}-1} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta}}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha+\varepsilon}{\beta}} \\
& I_{1}^{-}(n)=\mathbb{E}_{\xi} M_{n-1} M^{\frac{\alpha-\varepsilon}{\beta}-1} Y_{n-1}^{\frac{\alpha-\varepsilon}{\beta}}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha-\varepsilon}{\beta}}
\end{aligned}
$$

Choose $\varepsilon_{1}>0$ and $\varepsilon_{2}>0$ small enough such that $\alpha-\varepsilon_{1}>\beta$ and $\frac{\left(\alpha+\varepsilon_{2}\right)\left(\alpha-\varepsilon_{2}\right)}{\alpha-\frac{(\beta+1) \varepsilon_{2}}{\beta-1}} \in(1, \alpha+\gamma)$, where $\gamma$ is defined below (see (5.9)). Let $\varepsilon=\min \left(\varepsilon_{1}, \varepsilon_{2}\right)$. Then $\alpha-\varepsilon>\beta$ and $\frac{(\alpha+\varepsilon)(\alpha-\varepsilon)}{\alpha-\frac{(\beta+1) \varepsilon}{\beta-1}} \in$ $(1, \alpha+\gamma)$. Using Hölder's inequality twice and Jensen's inequality, we obtain

$$
\begin{align*}
& I_{1}^{+}(n) \leq\left(\mathbb{E}_{\xi}\left(M_{n-1} M^{\frac{\alpha+\varepsilon}{\beta}-1}\right)^{p_{1}}\right)^{\frac{1}{p_{1}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p_{2}}\right)^{\frac{1}{p_{2}}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha+\varepsilon}{\beta}} \\
\leq & \left.\left(\mathbb{E}_{\xi} M_{n-1}^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}}\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha+\varepsilon}{\beta}-1\right.}\right)_{p_{1} q_{2}}\right)^{\frac{1}{p_{1} q_{2}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p_{2}}\right)^{\frac{1}{p_{2}}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha+\varepsilon}{\beta}} \\
\leq & \left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p_{2}}\right)^{\frac{1}{p_{2}}}\left(\mathbb{E}_{\xi} M_{n-1}^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}}\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha+\varepsilon}{\beta}-1\right)_{p_{1} q_{2}}}\right)^{\frac{1}{p_{1} q_{2}}}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon}\right)^{\frac{\alpha+\varepsilon}{\alpha-\varepsilon}}, \tag{5.8}
\end{align*}
$$

where $p_{2}=\frac{\beta(\alpha-\varepsilon)}{\alpha+\varepsilon}, q_{1}=\frac{\alpha+\varepsilon}{\beta}$ and $\frac{1}{p_{1}}+\frac{1}{p_{2}}=\frac{1}{q_{1}}+\frac{1}{q_{2}}=1$. As $\mathbb{E} \log \rho_{\xi_{0}}(x)$ is convex for $\mathbb{E} \log \rho_{\xi_{0}}(1)=0$ and $\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$, there exists some $\gamma \in(0,1)$ such that

$$
\begin{equation*}
\mathbb{E} \log \rho_{\xi_{0}}(x)<0 \text { for } x \in(1, \alpha+\gamma] ; \tag{5.9}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\mathbb{E} \log \rho_{\xi_{0}}(\alpha-\varepsilon)<0 \text { for } 0<\varepsilon<\alpha-1 \tag{5.10}
\end{equation*}
$$

By Potter's theorem, for $\varepsilon>0$, there exists $C=C(l, \varepsilon)>0$ such that $l(x) \geq C x^{-\varepsilon}$ for all $x \geq 1$. Therefore $\mathbb{E}_{\xi}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \leq 1+\frac{1}{C} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)$ implies that

$$
\begin{align*}
& \mathbb{E} \log ^{+} \mathbb{E}_{\xi}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \leq \mathbb{E} \log ^{+} \mathbb{E}_{\xi}\left(1+\frac{1}{C} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)\right) \\
\leq & 1+\log ^{+} \frac{1}{C}+\mathbb{E} \log ^{+} \mathbb{E}_{\xi}\left|Y_{1}-1\right|^{\alpha} l\left(Y_{1}-1\right)<\infty \tag{5.11}
\end{align*}
$$

By Theorem 2.3 together with (5.10) and (5.11), we know that

$$
\begin{equation*}
\sup _{n \geq 1} \mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}<\infty \quad \text { a.s.. } \tag{5.12}
\end{equation*}
$$

Since $p_{1} q_{1}(\beta-1)=\frac{(\alpha+\varepsilon)(\alpha-\varepsilon)}{\alpha-\frac{(\beta+1) \varepsilon}{\beta-1}} \in(1, \alpha+\gamma)$. we have $\mathbb{E} \log \rho_{\xi_{0}}\left(p_{1} q_{1}(\beta-1)\right)<0$. So by the triangular inequality for the norm $\left\|\|_{p_{1} q_{1}}\right.$ in $L^{p_{1} q_{1}}$, we have

$$
\begin{align*}
\left(\mathbb{E}_{\xi} M_{n}^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}} & \leq\left(\mathbb{E}_{\xi}\left(\sum_{|u|=n} X_{u}^{\beta-1}\right)^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}} \leq\left(\mathbb{E}_{\xi} \sum_{|u|=n} X_{u}^{(\beta-1) p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}} \\
& =\left(P_{n-1}\left((\beta-1) p_{1} q_{1}\right)\right)^{\frac{1}{p_{1} q_{1}}} \tag{5.13}
\end{align*}
$$

and

$$
\begin{align*}
& \left.\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha+\varepsilon}{\beta}-1\right.}\right) p_{p_{1} q_{2}}\right)^{\frac{1}{p_{1} q_{2}}}=\left(\mathbb{E}_{\xi} M^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{2}}} \leq\left(\sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} M_{n-1}^{\left.p_{1}\right)^{\frac{1}{p_{1}}}}\right)^{\frac{1}{p_{1} q_{1}}}\right)^{\frac{\alpha+\varepsilon}{\beta}-1} \\
\leq & \left(\sum_{n=1}^{\infty}\left(P_{n-1}\left((\beta-1) p_{1} q_{1}\right)\right)^{\frac{1}{p_{1} q_{1}}}\right)^{\frac{\alpha+\varepsilon}{\beta}-1}<\infty \quad \text { a.s.. } \tag{5.14}
\end{align*}
$$

By (5.8) and (5.13), we have

$$
\begin{aligned}
& \sum_{n=1}^{\infty} I_{1}^{+}(n) \leq \sup _{n \geq 1} \mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha+\varepsilon}{\beta}-1\right) p_{1} q_{2}}\right)^{\frac{1}{p_{1} q_{2}}} \sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} M_{n-1}^{p_{1} q_{1}}\right)^{\frac{1}{p_{1} q_{1}}}\left(\mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\alpha-\varepsilon}\right)^{\frac{\alpha+\varepsilon}{\alpha-\varepsilon}} \\
\leq & \sup _{n \geq 1} \mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha+\varepsilon}{\beta}-1\right) p_{1} q_{2}}\right)^{\frac{1}{p_{1} q_{2}}} \sum_{n=1}^{\infty}\left(P_{n-1}\left((\beta-1) p_{1} q_{1}\right)\right)^{\frac{1}{p_{1} q_{1}}}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon}\right)^{\frac{\alpha+\varepsilon}{\alpha-\varepsilon}} .
\end{aligned}
$$

Therefore, since $\mathbb{E} \log \rho_{\xi_{0}}\left(p_{1} q_{1}(\beta-1)\right)<0$ and $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha-\varepsilon}<\infty$, by Lemmas 3.1 and 5.2, together with (5.12) and (5.14), we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{1}^{+}(n)<\infty \quad \text { a.s.. } \tag{5.15}
\end{equation*}
$$

By an argument similar to that used above for the case of $I_{1}^{+}(n)$, choosing $\varepsilon>0$ small enough such that $\alpha-\varepsilon>\beta$, we have

$$
\begin{aligned}
& I_{1}^{-}(n) \leq\left(\mathbb{E}_{\xi} M_{n-1}^{p_{3}} M^{p_{3}\left(\frac{\alpha-\varepsilon}{\beta}-1\right)}\right)^{\frac{1}{p_{3}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{p_{4} \frac{\alpha-\varepsilon}{\beta}}\right)^{\frac{1}{p_{4}}}\left(\mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\beta}\right)^{\frac{\alpha-\varepsilon}{\beta}} \\
& \leq\left(\mathbb{E}_{\xi} M_{n-1}^{p_{3} q_{3}}\right)^{\frac{1}{p_{3} q_{3}}}\left(\mathbb{E}_{\xi} M^{\left(\frac{\alpha-\varepsilon}{\beta}-1\right) p_{3} q_{4}}\right)^{\frac{1}{p_{3} q_{4}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \\
&=\left(\mathbb{E}_{\xi} M_{n-1}^{p_{3} q_{3}}\right)^{\frac{1}{p_{3} q_{3}}}\left(\mathbb{E}_{\xi} M^{p_{3} q_{3}}\right)^{\frac{1}{p_{3} q_{3}}\left(\frac{\alpha-\varepsilon}{\beta}-1\right)}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \\
& \leq C\left(P_{n-1}\left((\beta-1) p_{3} q_{3}\right)\right)^{\frac{1}{p_{3} q_{3}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \\
&= C\left(P_{n-1}(\alpha-\varepsilon) \frac{1}{p_{3} q_{3}}\right. \\
&\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \mathbb{E}_{T^{n-1} \xi}\left|Y_{1}-1\right|^{\alpha-\varepsilon},
\end{aligned}
$$

where $q_{3}=(\alpha-\varepsilon) / \beta>1, p_{3}=\frac{\beta}{\beta-1}>1, \frac{1}{p_{3}}+\frac{1}{p_{4}}=\frac{1}{q_{3}}+\frac{1}{q_{4}}=1$. Therefore

$$
\begin{align*}
\sum_{n=1}^{\infty} I_{1}^{-}(n) & \leq C \sum_{n=1}^{\infty}\left(P_{n-1}(\alpha-\varepsilon)\right)^{\frac{1}{p_{3} q_{3}}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \\
& \leq C \sup _{n}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p_{4}}} \sum_{n=1}^{\infty}\left(P_{n-1}(\alpha-\varepsilon)\right)^{\frac{1}{p_{3} q_{3}}} \mathbb{E}_{T^{n-1}}\left|Y_{1}-1\right|^{\alpha-\varepsilon} \tag{5.16}
\end{align*}
$$

Hence, since $\mathbb{E} \log \rho_{\xi_{0}}(\alpha-\varepsilon)<0$ and $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} Y_{1}^{\alpha-\varepsilon}<\infty$, by Lemmas 3.1 and 5.2 together with (5.12), we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{1}^{-}(n)<\infty \text { a.s.. } \tag{5.17}
\end{equation*}
$$

By (5.7), (5.15) and (5.17), we obtain

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{1}(n)<\infty \quad \text { a.s.. } \tag{5.18}
\end{equation*}
$$

We next prove $\sum_{n=1}^{\infty} I_{2}(n)<\infty$ a.s.. By Potter's theorem, for $\varepsilon>0$, there exists $C=C(l, \varepsilon)>0$ such that $l(x y) \leq C l(x) \max \left\{y^{\varepsilon}, y^{-\varepsilon}\right\}$. Hence, we obtain

$$
\begin{align*}
I_{2}(n) & =C \mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{\beta}}{Y_{n-1}(\beta)} Y_{n-1}^{\frac{\alpha}{\beta}}(\beta)\left|Y_{1}(u)-1\right|^{\alpha} l\left(Y_{n-1}^{\frac{1}{\beta}}(\beta)\left|Y_{1}(u)-1\right|\right) \\
& \leq C\left(I_{2}^{+}(n)+I_{2}^{-}(n)\right) . \tag{5.19}
\end{align*}
$$

where

$$
\begin{aligned}
& I_{2}^{+}(n)=\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta}}(\beta) \mathbb{E}_{T^{n-1}} \phi\left(\left|Y_{1}-1\right|\right), \\
& I_{2}^{-}(n)=\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha-\varepsilon}{\beta}}(\beta) \mathbb{E}_{T^{n-1}} \phi\left(\left|Y_{1}-1\right|\right) .
\end{aligned}
$$

In order to prove $\sum_{n=1}^{\infty} I_{2}(n)<\infty$ a.s., we only need to prove that $\sum_{n=1}^{\infty} I_{2}^{+}(n)<\infty$ a.s. and $\sum_{n=1}^{\infty} I_{2}^{-}(n)<\infty$ a.s.. We now consider $\sum_{n=1}^{\infty} I_{2}^{+}(n)$. By $M_{n}=\sup _{|u|=n} X_{u}^{\beta-1}$ and Höler's inequality, we have
$I_{2}^{+}(n) \leq \mathbb{E}_{\xi}\left(M_{n-1} Y_{n-1}\right)^{\frac{\alpha+\varepsilon}{\beta}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \leq\left(\mathbb{E}_{\xi} M_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p}\right)^{\frac{1}{p}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p^{*}}\right)^{\frac{1}{p^{*}}} \mathbb{E}_{T^{n-1}} \phi\left(\left|Y_{1}-1\right|\right)$,
where $p^{*}=\frac{\beta(\alpha-\varepsilon)}{\alpha+\varepsilon}>1, \quad \frac{1}{p}+\frac{1}{p^{*}}=1$. Therefore, we have

$$
\begin{aligned}
& \sum_{n=1}^{\infty} I_{2}^{+}(n) \leq C \sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} M_{n-1}^{\frac{\alpha+\varepsilon}{\beta}} p\right)^{\frac{1}{p}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta} p^{*}}\right)^{\frac{1}{p^{*}}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
& \leq C \sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} \sum_{|u|=n-1} X_{u}^{(\beta-1)^{\frac{\alpha+\varepsilon}{\beta}} p}\right)^{\frac{1}{p}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{\beta}} p^{*}\right. \\
&)^{\frac{1}{p^{*}}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
& \leq C \sup _{n \geq 1}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{p^{*}}} \sum_{n=1}^{\infty}\left(P_{n-1}(\tilde{p})\right)^{\frac{1}{p}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) .
\end{aligned}
$$

where $\varepsilon>0$ is small enough such that $\tilde{p}:=\frac{\alpha+\varepsilon}{\beta}(\beta-1) p \in(1, \alpha+\gamma)$, then $\mathbb{E} \log m_{0}(\tilde{p})<0$. Since $\mathbb{E} \log \rho_{\xi_{0}}(\tilde{p})<0$ and $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty$, by Lemma 3.1 and the above display, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{2}^{+}(n)<\infty \quad \text { a.s.. } \tag{5.20}
\end{equation*}
$$

We now consider $\sum_{n=1}^{\infty} I_{2}^{-}(n)$. Similar to the case of $I_{2}^{+}(n)$, we have

$$
\begin{aligned}
I_{2}^{-}(n) & =\mathbb{E}_{\xi}\left(Y_{n-1}(\beta)\right)^{\frac{\alpha-\varepsilon}{\beta}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \leq \mathbb{E}_{\xi}\left(M_{n-1} Y_{n-1}\right)^{\frac{\alpha-\varepsilon}{\beta}} \mathbb{E}_{T^{n-1}} \phi\left(\left|Y_{1}-1\right|\right) \\
& \leq\left(\mathbb{E}_{\xi} M_{n-1}^{\frac{\alpha-\varepsilon}{\beta} q}\right)^{\frac{1}{q}}\left(\mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha-\varepsilon}{\beta} q^{*}}\right)^{\frac{1}{q^{*}}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right),
\end{aligned}
$$

where $q^{*}=\beta, q=\frac{\beta}{\beta-1}$ and $\varepsilon \in(0, \alpha-1)$. Therefore, we have

$$
\begin{aligned}
\sum_{n=1}^{\infty} I_{2}^{-}(n) & \leq \sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} M_{n-1}^{\frac{\alpha-\varepsilon}{\beta} q}\right)^{\frac{1}{q}}\left(\mathbb{E}_{\xi} Y_{n-1}^{q^{*} \frac{\alpha-\varepsilon}{\beta}}\right)^{\frac{1}{q^{*}}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
& \leq \sup _{n \geq 1}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{q^{*}}} \sum_{n=1}^{\infty}\left(\mathbb{E}_{\xi} M_{n-1}^{\frac{\alpha-\varepsilon}{\beta}}\right)^{\frac{1}{q}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
& \leq \sup _{n \geq 1}\left(\mathbb{E}_{\xi} Y_{n-1}^{\alpha-\varepsilon}\right)^{\frac{1}{q^{*}}} \sum_{n=1}^{\infty}\left(P_{n-1}(\alpha-\varepsilon)\right)^{\frac{1}{q}} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) .
\end{aligned}
$$

Therefore, since $\mathbb{E} \log \rho_{\xi_{0}}(\alpha-\varepsilon)<0$ and $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty$, by Lemma 3.1, we have

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{2}^{-}(n)<\infty \text { a.s.. } \tag{5.21}
\end{equation*}
$$

By (5.19), (5.20) and (5.21), we get

$$
\begin{equation*}
\sum_{n=1}^{\infty} I_{2}(n)<\infty \quad \text { a.s.. } \tag{5.22}
\end{equation*}
$$

Combining (5.6), (5.18) and (5.22), we obtain $\mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right)<\infty$ a.s. which is equivalent to $\mathbb{E}_{\xi} \phi\left(Y^{*}\right)<\infty$ a.s..

Step 2: prove that (iii) implies (i). Assume that $\mathbb{E}_{\xi} \phi\left(Y^{*}\right)<\infty$ a.s.. We only need to prove that $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty$ by Lemma 5.2. We divide the proof into two cases, according to $\alpha>2$ and $1<\alpha \leq 2$.
(a) We first consider the case $\alpha>2$. By Lemma 3.2(ii) and the convexity of $\phi_{1 / 2}(x)=$ $\phi\left(x^{1 / 2}\right)$, we obtain

$$
\begin{aligned}
& \mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right) \geq A \mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty}\left(Y_{n}-Y_{n-1}\right)^{2}\right)^{\frac{1}{2}}\right) \\
& \geq A \sum_{n=1}^{\infty} \mathbb{E}_{\xi} \phi\left(\left(\left(Y_{n}-Y_{n-1}\right)^{2}\right)^{\frac{1}{2}}\right)=A \sum_{n=1}^{\infty} \mathbb{E}_{\xi} \phi\left(\left|Y_{n}-Y_{n-1}\right|\right) .
\end{aligned}
$$

For the same reason, we have

$$
\mathbb{E}_{\xi} \phi\left(\left|Y_{n}-Y_{n-1}\right|\right) \geq A \mathbb{E}_{\xi} \phi\left(\left(\left|\sum_{|u|=n-1} X_{u}^{2}\left(Y_{1}(u)-1\right)^{2}\right|\right)^{\frac{1}{2}}\right) \geq A \mathbb{E}_{\xi}\left(\sum_{|u|=n-1} \phi\left(X_{u}\left|Y_{1}(u)-1\right|\right)\right)
$$

Choose $\varepsilon>0$ small enough such that $\alpha-\varepsilon>1$. By Potter's theorem, there exists $C=C(l, \varepsilon)$ such that $l(x y) \geq C l(x) \min \left\{y^{\varepsilon}, y^{-\varepsilon}\right\}$, for all $x>0$ and $y>0$. Hence, we have

$$
\begin{aligned}
& \mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right) \geq A \sum_{n=1}^{\infty} \mathbb{E}_{\xi}\left(\sum_{|u|=n-1} \phi\left(X_{u}\left|Y_{1}(u)-1\right|\right)\right) \\
\geq & A C \sum_{n=1}^{\infty} \mathbb{E}_{\xi}\left(\sum_{|u|=n-1} X_{u}^{\alpha}\left|Y_{1}(u)-1\right|^{\alpha} \min \left(X_{u}^{\varepsilon}, X_{u}^{-\varepsilon}\right) l\left(\left|Y_{1}(u)-1\right|\right)\right) \\
= & A C \sum_{n=1}^{\infty} \mathbb{E}_{\xi} \sum_{|u|=n-1} X_{u}^{\alpha} \min \left(X_{u}^{-\varepsilon}, X_{u}^{\varepsilon}\right) \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
= & A C \sum_{n=1}^{\infty} \min \left(P_{n-1}(\alpha-\varepsilon), P_{n-1}(\alpha+\varepsilon)\right) \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) .
\end{aligned}
$$

Since $-\infty<\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$ for $\alpha>1$, by the law of large numbers, we have for $\delta>0$ and $n>n(\xi)$ large enough,

$$
P_{n-1}(\alpha-\varepsilon)>e^{\left(\mathbb{E} \log \rho_{\xi_{0}}(\alpha-\varepsilon)-\delta\right)(n-1)}, P_{n-1}(\alpha+\varepsilon)>e^{\left(\mathbb{E} \log \rho_{\xi_{0}}(\alpha+\varepsilon)-\delta\right)(n-1)},
$$

then there is $a(\alpha, \varepsilon) \in(-\infty, 0)$ such that a.s. $P_{n-1}(\alpha-\varepsilon) \geq e^{a(\alpha, \varepsilon)(n-1)}$ and $P_{n-1}(\alpha+\varepsilon) \geq$ $e^{a(\alpha, \varepsilon)(n-1)}$ for $n>n(\xi)$ large enough. Therefore the preceding lower bound of $\mathbb{E} \phi\left(Y^{*}-1\right)$ implies that

$$
\sum_{n=1}^{\infty} e^{a(\alpha, \varepsilon)(n-1)} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty \quad \text { a.s.. }
$$

Hence, by Lemma 3.1 we obtain $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty$ which, by Lemma 5.2, implies $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(Y_{1}\right)<\infty$.
(b) We next consider the case where $1<\alpha \leq 2$. Let $F=\sum_{n=1}^{\infty} P_{n-1}(\alpha)$. By BDGinequality and the concavity of $\phi_{1 / 2}(x)=\phi\left(x^{1 / 2}\right)$, we have

$$
\begin{aligned}
\mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right) & \geq C \mathbb{E}_{\xi} \phi\left(\left(\sum_{n=1}^{\infty}\left(Y_{n}-Y_{n-1}\right)^{2}\right)^{\frac{1}{2}}\right)=C \mathbb{E}_{\xi} \phi_{\frac{1}{2}}\left(\sum_{n=1}^{\infty}\left(Y_{n}-Y_{n-1}\right)^{2}\right) \\
& =C \mathbb{E}_{\xi} \phi_{\frac{1}{2}}\left(\left(\sum_{n=1}^{\infty} \frac{P_{n-1}(\alpha)}{F} \frac{F}{P_{n-1}(\alpha)}\left(Y_{n}-Y_{n-1}\right)^{2}\right)\right) \\
& \geq C \mathbb{E}_{\xi} \sum_{n=1}^{\infty} \frac{P_{n-1}(\alpha)}{F} \phi_{\frac{1}{2}}\left(\frac{F}{P_{n-1}(\alpha)}\left(Y_{n}-Y_{n-1}\right)^{2}\right) \\
& =C \sum_{n=1}^{\infty} \frac{P_{n-1}(\alpha)}{F} \mathbb{E}_{\xi} \phi\left(F^{\frac{1}{2}} P_{n-1}^{-\frac{1}{2}}(\alpha)\left|Y_{n}-Y_{n-1}\right|\right) .
\end{aligned}
$$

By BDG-inequality and the concavity of $\phi_{1 / 2}(x)$, we get

$$
\begin{aligned}
& \mathbb{E}_{\xi} \phi\left(F^{\frac{1}{\alpha}} P_{n-1}^{-\frac{1}{2}}(2)\left|Y_{n}-Y_{n-1}\right|\right) \geq C \mathbb{E}_{\xi} \phi\left(\left(\sum_{|u|=n-1} F \frac{1}{P_{n-1}(\alpha)} X_{u}^{2}\left|Y_{1}(u)-1\right|^{2}\right)^{\frac{1}{2}}\right) \\
= & C \mathbb{E}_{\xi} \phi_{\frac{1}{2}}\left(\sum_{|u|=n-1} F \frac{1}{P_{n-1}(\alpha)} \frac{X_{u}^{2}}{Y_{n-1}(2)} Y_{n-1}(2)\left|Y_{1}(u)-1\right|^{2}\right) \\
\geq & C \mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{2}}{Y_{n-1}(2)} \phi\left(\frac{F^{\frac{1}{2}}}{P_{n-1}^{\frac{1}{2}}(\alpha)} Y_{n-1}^{\frac{1}{2}}(2)\left|Y_{1}(u)-1\right|\right) .
\end{aligned}
$$

By Potter's theorem, for $\varepsilon>0$, there exists $A=A(l, \varepsilon)>0$ such that $l(x y) \geq A l(y) \min \left\{x^{\varepsilon}, x^{-\varepsilon}\right\}$. Therefore

$$
\begin{aligned}
& \mathbb{E}_{\xi} \phi\left(\left|Y^{*}-1\right|\right) \\
\geq & \frac{A C}{F} \sum_{n=1}^{\infty} P_{n-1}(\alpha) \mathbb{E}_{\xi} \sum_{|u|=n-1} \frac{X_{u}^{2}}{Y_{n-1}(2)} \min \left(F^{\frac{\alpha+\varepsilon}{2}} Y_{n-1}^{\frac{\alpha+\varepsilon}{2}}(2) P_{n-1}^{\frac{\alpha+\varepsilon}{2}}(\alpha), F^{\frac{\alpha-\varepsilon}{2}} Y_{n-1}^{\frac{\alpha-\varepsilon}{2}}(2) P_{n-1}^{\frac{\alpha-\varepsilon}{2}}(\alpha)\right) \phi\left(\left|Y_{1}(u)-1\right|\right) \\
= & \frac{A C}{F} \sum_{n=1}^{\infty} P_{n-1}(\alpha) \min \left(F^{\frac{\alpha+\varepsilon}{2}} \mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha+\varepsilon}{2}}(2), F^{\frac{\alpha-\varepsilon}{2}} \mathbb{E}_{\xi} Y_{n-1}^{\frac{\alpha-\varepsilon}{2}}(2)\right) \min \left(P_{n-1}^{\frac{\alpha+\varepsilon}{2}}(\alpha), P_{n-1}^{\frac{\alpha-\varepsilon}{2}}(\alpha)\right) \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right) \\
\geq & \frac{A C}{F} \mathbb{E}_{\xi} U \sum_{n=1}^{\infty} \min \left(P_{n-1}^{1+\frac{\alpha+\varepsilon}{2}}(\alpha), P_{n-1}^{1+\frac{\alpha-\varepsilon}{2}}(\alpha)\right) \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right),
\end{aligned}
$$

where $U=\min \left(F^{\frac{\alpha+\varepsilon}{2}} \inf _{n} Y_{n-1}^{\frac{\alpha+\varepsilon}{2}}(2), F^{\frac{\alpha-\varepsilon}{2}} \inf _{n} Y_{n-1}^{\frac{\alpha-\varepsilon}{2}}(2)\right)$. By (4.9), we have $\inf _{n>0} Y_{n}(2)>0$ a.s.. Hence $U>0$ a.s. on $\{Y>0\}$. Since $\mathbb{P}_{\xi}(Y>0)>0$, this implies that $\mathbb{E}_{\xi} U>0$. Since $\infty<\mathbb{E} \log \rho_{\xi_{0}}(\alpha)<0$, by the law of large numbers, there is $a \in(\infty, 0)$ such that a.s. $P_{n-1}(\alpha) \geq e^{(n-1) a}$ for $n \geq n(\xi)$ large enough. Therefore the preceding lower bound of $\mathbb{E}_{\xi} \phi\left(Y^{*}-1\right)$ implies that

$$
\sum_{n=1}^{\infty} e^{(n-1) a\left(1+\frac{\alpha+\varepsilon}{2}\right)} \mathbb{E}_{T^{n-1} \xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty \quad \text { a.s.. }
$$

Hence, by Lemma 3.1, we get $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(\left|Y_{1}-1\right|\right)<\infty$ which, by Lemma 5.2 , implies that $\mathbb{E} \log ^{+} \mathbb{E}_{\xi} \phi\left(Y_{1}\right)<\infty$. Thus we have proved that (iii) implies (i).
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