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The management of end-of-life systems becomes more and more important due to the awareness of their 

environmental impact. In this context, the disassembly process requires more attention with the ultimate goal to 

make profit. In this paper, we propose a new approach to determine optimal disassembly plan of an end-of-life 

system by using bayesian network. To take advantage of some existing approaches that use Petri Net to model 

such process, a Petri Net model is first established and then translated to Bayesian Network in order to take into 

account inevitable uncertainties associated to such process. 
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1 INTRODUCTION 

The end-of-life phase of systems life-cycle has become more and more important since several years. This is firstly due to 

the reinforcement of the government legislation with regard to environmental protection that forces the system manufacturers 

to take care of the disposal in an environmental conscious way. Different activities are required to achieve this goal. They 

allow bringing back the components of the end-of-life system to conditions that enable their reintroduction in the life-cycle of 

other systems. The principal activities are material recycling, remanufacturing or reusing. In this paper, we classify these 

activities in two generic classes:  

– material recycling which consists in material recovery of the system elements;

– functional recycling which consists in functional recovery of the system elements.

These activities can generate profits for the actors of the end-of-life phase who manage the disassembly of the system. 

Today, the awareness of economic profit perspectives becomes one of the principal motivations for system manufacturers to 

set up and develop disassembly process.  

The objective of the disassembly process is to generate parts and subassemblies that respect the specifications and 

conditions of the recovery activities (recycling, reuse, …) to which they are assigned to. The disassembly process includes 

sequences of separation actions that go from the whole end-of-life system to the valuable recycling products that the decision-

maker has selected. Different separation actions are possible to obtain each product (destructive, non-destructive, shredding, 

sorting, …) and different recycling options can be in conflict in one disassembly strategy.  

The definition of a disassembly strategy begins with an analysis phase. We decompose this phase in three main tasks: 

– identification of the component and subassembly of the end-of-life system: the purpose here is to represent the

product topology and mating relationships;

– identification of the recycling actors who can evaluate different components with recycling viewpoints;

– analysis of the separation actions and resources in order to determine the precedence constraints between

separation actions.

In the next step, decision-maker has to determine the optimal solution according to some criteria. The solution must 

establish for each component the best recycling option, the disassembly level (i.e. for each subassembly, what is the best option 

between recover and disassembly?) and for each subassembly the best type of separation actions. For a system with an 

important size, these tasks appear to be complex since the number of solutions might be important. 



Furthermore, decision-maker has to manage the uncertainty of the disassembly process. Indeed, this is an important 

characteristic of this process but there are only few works that deals with it in the disassembly literature. The main 

uncertainties in the disassembly process are related to the states of the systems and components as well as the demand for the 

recovery products. There are two approaches to cope with this problem: predictive or reactive. The first one consists in 

selecting one solution that integrates the uncertain parameters. They can be taken into account in the decision model by 

introducing probabilities on success of disassembly operations [16] or by specifying parameter values by intervals [7]. The 

second approach to take into account uncertainties consists in keeping alternative sequences in the disassembly process model 

in order to change the principal sequence if an operation fails [6] [10] [3]. 

The research issues we address in this work concern the modelling of the decision problem in disassembly planning with 

uncertainty. The remainder of the paper is organized as following: in the second section we present the necessary steps to 

modeling disassembly planning problem; in the third section we present our approach for solving such problem by using 

Bayesian network and in the last section we illustrate this approach on an example.  

2 DISASSEMBLY PLANNING PROBLEM 

2.1 Problem modelling framework 

In this section, we present the different steps in modelling the disassembly planning problem that lead to an optimal 

disassembly sequences. In a determinist context, there are many works that address these problems in the literature (see for 

instance [2][7]). We present a way of linking these different approaches.   

Generally, the modelling of the disassembly planning problem requires three main steps (see Figure 1). The first step 

concerns the structure modelling of the end-of-life system.  The goal of these models is to represent the valuable parts and 

subassemblies and the connections between them. The input data can be generated from CAD (Computer Aided Design) 

systems as well as MRP (Material Requirement Planning) systems which facilitate the activity of identifying the components 

that can be reused. Several models are proposed in the literature ([1][9][12]).  

The second step (denoted by Process models in Figure 1) of the disassembly planning problem concerns the modeling of 

the disassembly process. The obtained model represents the different operations that can be made on the system to obtain the 

valuable part and subassembly. After each disassembly operation, the state (or structure) of the end-of-life system is modified. 

If necessary, the process model integrates these intermediate structures. This is interesting when decision-maker wants to take 

into account the uncertainty of operation success. Indeed, if one operation fails, one has to manage the intermediate component 

generated previously. The problem is to generate all the sequences of disassembly operations that respect the precedence 

constraints identified in the structure model. The main difference between several sequences is due to the changes of tools and 

disassembly axis as well as varying accessibility of parts. The consequence is the variation of operation time and costs (see 

[7][15] for instance). 

The third step (Decision models in Figure 1) concerns the search of the optimal sequence among those identified in the 

process model. The purpose is to jointly determine the disassembly level and sequence. The model must take into account the 

preferences of the different stakeholders involved in the end-of-life phase of the system.  Classic approaches model the 

decision problem as a linear program and solve it by existing algorithms ([7][8]). 

2.2 Variables of the disassembly process 

As we can see, solving disassembly planning problem involves different models and algorithms. Most of the works on this 

subject we encounter in the literature propose their own method and modelling language. In most cases, the considered 

Figure 1. Modelling approach 



approaches do not facilitate the integration of uncertainties. Our goal is not to propose one more approach to solve this problem 

but to integrate the uncertainties of the disassembly process on the basis of existing models in order to determine an optimal 

and robust solution. To achieve this objective, we will use concepts and entities utilized by different approaches and then add 

uncertainties using a modelling language that cope with uncertainties.  

The main entities involved in the resolution of the disassembly planning problem are the following: 

(i) components: they represent the composition of the end-of-life system and can correspond to parts, subassembly

and/or intermediate disassembly states;

(ii) connections: in relation with the component, they complete the structural point of view by representing the joints

and/or contact connections as well as  relationships between components and subassemblies;

(iii) end-of-life variables: linked with each component, they describe the different recovery actions which can be

recycling actions or disassembly operations;

(iv) contextual variables: attached to component and end-of-life variables, they model the recycling actors and other

constraints on the recovery actions;

(v) decision variables: related to component and end-of-life variables, they represent the different actions of the

decision-maker and give a framework to the decision process;

(vi) performance parameters: attached to end-of-life variables, they describe the consequences of the decision-maker

actions.

On the basis of these entities, we propose in Figure 2 the generic framework of the modeling of disassembly planning 

problem (UML class diagram).  

Figure 2. Structure of disassembly variables 

At this stage, we have underlined the steps in solving disassembly planning problem and the different variables that 

decision-makers have to manage. We will introduce now Bayesian network to cope with uncertainties on some of these 

variables.   

3 BAYESIAN NETWORKS FOR DISASSEMBLY PLANNING 

3.1 Bayesian networks and influence diagram 

We propose to use Bayesian networks as the modelling mathematical tool to solve the following decision problem: for a 

given end-of-life system, determine the disassembly levels and sequences on the basis of the process model while taking into 

account the uncertainties of the disassembly process.  

We use the Bayesian network and their extension to influence diagrams because problems we want to solve have the 

following features [4]:  

(i) they can be represented graphically,

(ii) there is necessity to integrate and manage uncertainties,

(iii) there is necessity to solve an optimal uncertain problem.



The first reason (i) is important in a multi-actors context as in the case of the problem considered here. Indeed, the 

Bayesian networks and the influence diagrams facilitate the understanding of the problem by all the actors by means of a 

simple and natural graphical representation. Furthermore, they enable the interaction between these actors and the sharing of 

knowledge in a unique representation. Indeed, a Bayesian network is a graph model in which knowledge is modeled as 

variables and each variable correspond to a node in the graph. The directed arcs represent dependence relationship between the 

variables. The first step in developing a Bayesian network model consists in the elicitation of the interesting variables.  

The second point (ii) corresponds to the purpose of our problem approach. The Bayesian networks enable inference that 

consists in the determination of probabilities for hidden variables of the problem given evidence. When decision-makers think 

there are uncertainties on some variables, they can evaluate them by probability formulation. Given the knowledge of the 

stakeholders, these probabilities can be conditional (they depend on some others variables) or marginal.  

Once the uncertainties of the disassembly process have been evaluated, decision-makers have to determine the optimal 

solution according to several criteria. Decision and utility nodes are then added into the Bayesian network that becomes an 

influence diagram. It models the selection problem of end-of-life options for each component including the utility of these 

options. In [11] [5], the authors propose inference algorithms that determine the optimal solution.  

3.2 Modelling disassembly decision problem using influence diagram 

In this work, we propose to use influence diagrams (ID) as a decision tool to model disassembly problem and we suppose 

that a process model is given. The ID could be used directly to model the process ([4]) but we want to focus in this paper on 

the decision modelling. We use Disassembly Petri Nets (DPN) to model the disassembly process. The advantages of using 

Petri Nets in this context are highlighted in [16].  Briefly, the DPN clearly describe the precedence constraints between 

operations in the disassembly process. The places represent system, components and subassemblies and the transitions 

represent joints and disassembly actions. The purpose is to represent all the possible sequences of operations. The decision 

problem is to determine the best sequence according to one or more criteria.  

Firstly, our approach will consist in translating the DPN model into a disassembly influence diagram. We illustrate the 

procedure on Figure 3. The following rules have to be applied:  

1) Each place or transition in the DPN is a chance node in the ID (displayed as circles) (Figure 3(a));

2) The variables are linked in the same way in both models;

3) Decision variables are created in the ID whenever a firing conflict is identified in the DPN (Figure 3(b));

4) Utility nodes are created for each transition and end-of-life node.

5) End-of-life nodes are created for each product which represent the end-of-life option (they are noted Ox_P1with

x=1,2,…  in Figure 3(c));

The previous example represents a simple disassembly decision problem that is finally modelled as in Figure 3(c). We have 

to select the best option between recycling P1 and disassembling P1 (firing t1). The second option implies the recycling of P2 

and P3. There is only one end-of-life option for each product. The proposed model looks more complex than the DPN because 

it takes into account more information into order to solve the decision problem.  

Once the graph model has been generated, the variable domains and conditional probability tables (CPT) must be specified. 

We propose the following states for the place and transition variables: 

– non-activate (na): the disassembly option corresponding to the variable is not selected;

– success (s): the disassembly option is selected and successes (i.e. the output products are obtained);

– failure (f): the disassembly option is selected but fails (i.e. the output products are not obtained or the product is

stored waiting for a demand).

Consequences of the state ‘f’ are presented in the next part. For the decision nodes, the states correspond to all the 

disassembly options of the level at which the decision nodes is placed.  

At this stage, contextual variables can be integrated to the model to represent the cause of uncertainties. It could be the state 

of a joint that causes the failure of an operation or the demand for a product that causes the failure of recovery action.  



The CPT must translate the firing rules of the DPN and integrate uncertainties. For a given place/transition variable, if the 

uncertainty is directly integrate in the variable (i.e. no contextual variable is used), the CPT is presented on Tableau 1. CPT 

modelling where p corresponds to the success rate of the recovery action or disassembly operation. The table should be 

adapted according to the context and graph model. 

Tableau 1. CPT modelling 

P 

T na s f 

na 1 0 0 

s 0 p 1-p 

f 1 0 0 

This CPT can be associated with the place variable P2 in Figure 3 if P corresponds to variable P2 and T corresponds to 

variable t1. The translation of the DPN firing mechanisms into the CPT is presented here:  

1) for transition variables ti in the ID which correspond to the transition nodes ti in the DPN:

a) state na (in ID) means that the transition (in DPN) cannot be fired or can be fired but we don’t decide to (conflict

resolution);

b) state s means that ti can be fired and is fired (token are moved from input place to output place);

c) state f means that ti can be fired but fails (not fired);

2) for place variables Pi in the ID which correspond to the transition nodes Pi in the DPN:

a) state na means that there is no token in the place;

b) states s and F means there is a token in the place and the output transition are not fired.

Once we have translated the DPN behaviour mechanisms into the CPT of ID variables (i.e. process model into decision 

model), we have to determine the states (retrieved components, subassemblies, joint states …) of the disassembly process 

according to different decision’s configurations.  

3.3 Evaluation of disassembly solutions 

P1 

t1 

P2 P3 

P1 

t1 

P2 P3 

t2 

P1 P1 

t1 t2 

D_P1 

t1

P1 

…

P1 

t1

O1_P1 O2_P1 

P2 

t1 
O1_P1 

P1 

t1 

P2 P3 

P1 

P3 

O1_P2 

D_P1 

(a) Translation of DPN into influence (b) Integration of decision nodes

(c) Integration of End-of-life options (d) Final model

Figure 3. Disassembly process model using influence diagram 



Disassembly solutions are evaluated by means of utility nodes in the ID. They model the economical performance of the 

different recovery actions and disassembly operations. ID models enable the integration of utility in table forms as presented in 

Tableau 2. There are three types of nodes:   

– disassembly cost nodes: linked to disassembly operation node, their value is function of disassembly operation

realization,

– recycling cost nodes: they evaluate each recycling action realization mode of recycling node to which they are

linked,

– recycling revenue nodes: they model economical flow that is generated when a recycling option is validated.

Tableau 2. Performance parameters 

Pi 
ri:  profit of the recovery action 

associated with Pi 
cfi: cost of the failure of recovery or 

disassembly actions 

cj: cost of the disassembly action 

na s f 

Utility 0 ri cfi 

tj 

na s f 

Utility 0 cj cfj 

An example of an evaluation of an operation is given on Figure 4. A cost parameter is associated with each realisation 

mode of the operation (t1 and t2 correspond to different duration and ar correspond to stoppage). Given the uncertainty on the 

operation realization, this operation is evaluated through expected utility calculation.  

These different utility nodes allow optimization of a criterion for selecting a disassembly plan. This criterion is 

decomposed at each product in order to select the option or operation for each of them. To achieve this goal, decision node of 

each product indicates the evaluation of each option. The decision rule consists in selecting the option that maximise the 

expected utility of the product and it is called end-of-life policy.  

The set of all polities forms the strategy. It gives the products that have to be generated from the end-of-life system, the 

recycling options for these products and the disassembly operations that are needed to generate them.    

The purpose of optimization method is to determine the strategy for a given end-of-life system. There are different methods 

to solve decision graph (see [5] for a presentation). In [11], the authors propose an algorithm to solve multistage decision 

problem represented as influence diagram. We use this algorithm which is implemented in BNT, a bayesian network toolbox 

for MATLAB (see [13] for the presentation of the algorithms used in this toolbox).  

3.4 Predictive or reactive disassembly strategy 

As we mentioned before, the disassembly strategies with uncertainties can be predictive or reactive. The advantage of 

disassembly ID is that it can manage the both cases. This is due to the fact that we can enter observation on the state of 

variables in the network as evidence. In a predictive context, no observation is made on variables and the optimal sequence is 

determined before the beginning of the process. The reactive case is encountered when the process has begun and a 

disassembly operation fails. The user may want to search a new sequence from the operations that have already been made. He 

can enter the following observations on transition variables:  

1) ti = s for the operations that succeed,

2) ti = f for the operations that failed.

The searching for an alternative sequence takes into account these observations. Others observations could be integrated as 

contextual variables such as the state of a joint that might cause the failure of an operation.  

In both predictive and reactive disassembly strategy, the user must determine the success rates of disassembly operations 

and the probability of demand for recovery products. For the case of disassembly operations, the success rate can be evaluated 

Expected utility of operation: 

EU(Operation) = Pr(t1)*c1 + Pr(t2)*c2 + 

Figure 4. Evaluation of a disassembly operation 



by the record of total number of success,!!"
# , divided by the total number of execution,!!" , as presented in [16]. Then!$("%) =

!!"
#/!" . Parameter learning algorithms in Bayesian networks could also be used. Some of them are presented in [14][13] for

instance.  

4 APPLICATION EXAMPLE 

We use a telephone example to illustrate our approach of disassembly planning.  It is extracted from [2] or [16] where the 

authors propose a DPN to model the disassembly process that is presented in Figure 5.  The telephone product consists of four 

parts A, B, C, D. The place P1 represents the first assembly state and P2, P3, P4 represent subassemblies. The parts are 

represented by P5, P6, P7, and P8. The transitions represent operations which consist in this example of removing joints. The 

end-of-life values and operation costs are denoted by ri and ci (see Figure 5 for numerical values). As explained before, the 

DPN displays the precedence constraints between operations.    

 

We apply the transformation rules presented in this paper to obtain the ID model illustrated in Figure 5. The names of the 

variables correspond to the node’s names of the DPN. We can see that there are four decisions nodes and each configuration of 

the decision node values is a disassembly solution. In fact, some configurations are the same due to the fact that when we stop 

the disassembly process at an intermediate stage, the successor decisions node are not necessary. Indeed, we want to determine 

disassembly level and sequence so Pi variables means that the associated component is recovered (selected by means of D_Pi 

variable) and the disassembly process can stop here.  

We apply the solving algorithm for the case with non uncertain data (p=1 in the CPT of disassembly variables) and we 

obtain the following result:  

1) Disassembly sequence: t1 – t3;

2) Disassembly level: {P4, P6, P8};

3) MEU = -2.5.

This result is not the same as in [12] since these authors add a constraint: parts A and D must be reused at the material 

level. We add this constraint in the ID by entering evidence to forbid the activation of the subassemblies containing A and D. 

We enter then P1 = NA, P2 = NA and P4 = NA. We obtain the same result as in [12]:  

1) Disassembly sequence: t1 – t2 – t4;

2) Disassembly level: {P5, P6, P7, P8};

3) MEU = -3.

In the same way, we can manage a reactive disassembly strategy. If operation t3 fails, we determine an alternative sequence 

after entering t3 = na. The solution is then the same as the later.  

Tableau 3. Success rate of operations 

t1 t2 t3 t4 t5 

p 0.9 0.95 0.8 0.9 0.95 

When applying a predictive disassembly strategy, the parameters pk have to be learnt for each disassembly variable (Pk or 

tk). To test our approach, we arbitrary set up parameters for CPT corresponding to transition nodes and we only enter 

uncertainties on disassembly operations. They are displayed on Tableau 1. CPT modelling. For the cost parameters, we 

consider here that the failure of an operation tj implies the stop of the process on the predecessor Pi variable:  cfj = ri + cj. 

Indeed, in this example, all the utility of intermediate sub-assembly are negative.  

Figure 5. Disassembly models of a telephone 



The result of disassembly sequence and level is the same as the first one but with MEU = -3.29. Although the success rate 

of t2 is superior to that of t3, the optimal strategy takes t3. This is due to the important negative utility of P3 (BC) with regard 

to P4 (BD). If we had used the failure risk of the disassembly sequence as criteria, it could have been more interesting to take 

t2 instead of t3. Others criteria can be use to determine the optimal disassembly strategy such as inventory cost or demand for 

recovered products.  

5 CONCLUSION 

In this paper, we present an approach to cope with uncertainty in disassembly planning process.  We propose to use 

Bayesian network and their extension to influence diagram as the underlying tool. The influence diagram model can either be 

constructed directly from the problem specification or be a translation of a Petri Net model. Our method consists in translating 

Disassembly Petri Net (DPN) into influence diagram to determine the disassembly strategy. We have tested this approach on 

an example of the literature. Future researches include the integration of multi-criteria approaches to solve the decision 

problem. Furthermore, we want to automate the translation from DPN to influence diagrams to decrease the modeling effort.     
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