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A seamless solution for 3D real-time interaction:
design and evaluation

Franck Hernoux • Olivier Christmann

Abstract This paper aims to propose and evaluate a

markerless solution for capturing hand movements in real

time to allow 3D interactions in virtual environments

(VEs). Tools such as keyboard and mice are not enough for

interacting in 3D VE; current motion capture systems are

expensive and require wearing equipment. We developed a

solution to allow more natural interactions with objects and

VE for navigation and manipulation tasks. We conducted

an experimental study involving 20 participants. The goal

was to realize object manipulation (moving, orientation,

scaling) and navigation tasks in VE. We compared our

solution (Microsoft Kinect-based) with data gloves and

magnetic sensors (3DGloves) regarding two criteria: per-

formance and acceptability. Results demonstrate similar

performance (precision, execution time) but a better overall

acceptability for our solution. Preferences of participants

are mostly in favor of the 3DCam, mainly for the criteria of

comfort, freedom of movement, and handiness. Our solu-

tion can be considered as a real alternative to conventional

systems for object manipulation in virtual reality.

Keywords Virtual reality � Seamless solution � Hand

tracking � Real time � 3D interaction � 3D camera

The desktop metaphor, which appeared on Apple com-

puters in 1984, was the real beginning of the Window Icon

Menu Pointer paradigm (Beaudouin-Lafon 2004), which

goes together with the use of the mouse. Since then, despite

the fact that much effort has been focused on improving

graphical user interfaces, interactions are still based on the

keyboard–mouse duo. Nowadays, applications, either

games or professional (e.g., modeling …), allow the user to

navigate or to ‘‘manipulate’’ content in a tridimensional

environment. In this case, interactions are done with six

degrees of freedom (DoF) (three for position and three for

orientation). Usually, these DoFs are factored into 2D

subspaces that are mapped on the axis of a mouse (Wang

et al. 2011), where metaphors help to facilitate under-

standing and interaction (e.g., manipulating an imaginary

sphere for rotating an object (Chen et al. 1988). 2D devices

are widespread but their performance or usability is

debatable (Berard et al. 2009). In addition, current devices

are sometimes unsuitable, for example in medicine where

seamless devices are sometimes necessary (Fuchs and

Mathieu 2003). In fact, no interactive device for manipu-

lating 3D objects has been widely adopted by the general

public. If advances regarding tangible user interactions

seem promising (Poor et al. 2013), they impose to look

away from the screen to watch the manipulated object.

Currently, most devices follow Norman’s model (Nor-

man 1988) (Fig. 1) where a user’s stimuli are sent through

any device to the computer that returns visual data to the

user (black arrows). This model was enriched (gray dotted

arrows) by (Nedel et al. 2003) with a feedback loop from

the computer to the user through the device. A behavioral

interface (Fuchs and Moreau 2003), which makes the

interface ‘‘disappear’’ to allow a ‘‘natural’’ interaction for

users, is often presented as the final outcome of direct

manipulation interfaces; it could be the next step to

improve Norman’s model. The feeling of immersion and

presence can be enhanced if the user has no equipment to

wear; the system becomes seamless to the user (Winkler

et al. 2007). Allowing the user to interact directly with his
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or her hands in a virtual environment would be the best

way to make the system seamless when manipulating

content.

The hand provides 70 % of our motor skills (Lempereur

2008) and offers many different types of opposition-based

grasps (Tubiana and Kapandji 1991), which allow us to

manipulate and interact with our environment. It seems

simple to use this natural interaction for implementing 3D

interfaces but in fact the challenge is to transpose the

manual interaction (or bimanual) from the real world to the

virtual one, with complete transparency to the user. A great

deal of research work has been done using stereoscopic

systems [e.g., in computer-aided design (CAD) area (Wang

et al. 2011)], but the emergence of 3D cameras (especially

Microsoft’s Kinect) sheds new light on this question. As

stated by Pedersoli et al. (2014) ‘‘Kinect approach is non-

intrusive; sensing is passive, silent, and permits to over-

come the limitation of robustness, speed, and accuracy of

typical image processing algorithms by combining color

images and depth information.’’ If Microsoft Kinect found

a great echo in the scientific community to propose new

ways of interaction, most of the articles focus on the

‘‘technical’’ side [e.g., (Raheja et al. 2011; Zhou et al.

2013)] or the interaction metaphors [e.g., (Song et al.

2012)]. To the best of our knowledge, few scientific studies

have focused on the real contribution of this emerging

technology through an extensive study (with qualitative

and quantitative assessment) comparing a complete system

to a common hardware.

The objective of this paper was to report the design and

evaluation of a solution to capture hand movements with-

out sensors, making real-time 3D seamless interaction

possible for navigation and manipulation tasks. We mean a

solution as a combination of a technology, computer vision

algorithms and appropriate interaction modalities. Indeed,

the work on modalities of interaction is crucial because

users are manipulating a virtual object and laws of physics

do not apply in this case (Poor et al. 2013). We need to

provide users simple metaphors to allow them to under-

stand the interaction means and predict the result of their

gestures. Contrary to other approaches that aim to associate

classic interfaces with seamless systems (Wang et al.

2011), and according to recent research works [e.g., (Song

et al. 2014; Raheja et al. 2011; Pedersoli et al. 2014;

Rodrı́guez et al. 2013)] and more precisely those that focus

on the capture of the state of the hands (open or close) [e.g.,

(Yeo et al. 2013; Song et al. 2012; Jaehong et al. 2013;

Unseok and Tanaka 2012)], our objective was to propose a

fully natural interaction. Our originality lies in providing a

complete system and to assess its interest with a detailed

experimental study. The intended use concerns desktop

applications and, more specifically, large-scale immersive

environments where the user can stand and benefit from

stereoscopic vision. Application domains are numerous and

include health care, including rehabilitation (Movea 2009;

Zhou and Hu 2008).

After presenting an overview of the current means of

interaction, we will detail the design of our solution and the

proposed interactions modalities. We have focused on three

tasks that are the most common when interacting in virtual

environments (Coquillart et al. 2003): object selection,

object manipulation, and navigation. We will then present

our experiment conducted with 20 participants, comparing

our solution and data gloves paired with magnetic sensors,

relatively to performances, acceptability, and preferences

of participants. We will end this paper with conclusions

and perspectives.

1 Related work

The capture of hand movements can rely on ‘‘software’’ or

‘‘hardware’’ techniques. Software techniques imply that a

physical interface captures a video or a 3D data stream, but

the core work is based on image processing. ‘‘Hardware’’

techniques can be of various kinds: electromagnetic,

mechanical, optical, ultrasonic, etc. Each solution, software

or hardware, seamless or not, can be classified into three

major families (Hayward and Astley 1996): low (2–3 DoF),

high (4–6 DoF), or very high (more than 6 DoF) degree-of-

freedom device. Hardware systems are the most commonly

used, because they are widespread and allow a high

accuracy and a high reliability of data, whatever the tech-

nology used: mechanical exoskeletons, date gloves (pres-

sure sensor, optical fiber, bending sensors), optical systems

(based on passive or active markers), and magnetic sys-

tems. These systems have common drawbacks: they are

expensive, require a calibration phase, and need sensors or

equipment on the hand(s) of the user. For example, wearing

a glove can be uncomfortable during long work sessions

Fig. 1 Model of human–computer interaction (left), from (Norman

1988). Our view of the Norman’s model for human–computer

interaction (right)



(Wang et al. 2011). For the design of our solution, such

devices do not meet the constraint of transparency so we

focused our study on software systems.

1.1 Software systems

Much research work has been focused on the recognition

and tracking by one camera (monoscopic systems) or more

(stereoscopic or multiview systems) by means of image

processing rather than the usage of captors. This area is

called computer vision and processes information in both

2D and 3D. Computer vision usually requires a combina-

tion of low-level algorithms to improve the quality of the

image and high-level ones to ‘‘understand’’ the picture

(recognize patterns and interpret them). Each technique is

presented in Appendix 1.

1.1.1 Techniques and algorithms used in monoscopic

vision

To ensure accurate tracking of hand movements in three

dimensions, monoscopic vision is often associated with

other techniques, which can be based on the use of markers

or not.

Approaches with markers Color markers or patterns

(binary images) are placed on each of the user’s fingers

(Pamplona et al. 2008; Hürst and Wezel 2013). Colored

gloves (Dorner 1994; Geebelen et al. 2010; Tokatli 2005;

Wang 2011) and colored rings solutions (Mistry et al.

2009) are based on the color, which becomes the essential

information required to follow the hand or finger

movements.

Approaches without markers Some systems are based on

the recognition of skin color (Shen et al. 2011); they only

obtain good results if the brightness is constant (Hassan-

pour et al. 2008). The ‘‘template-matching’’ technique is

used in many studies to detect and track hand movements

and is based either on the contours of the hand (Mohr and

Zachmann 2009; Stenger 2006) or on silhouettes of the

hand (Mohr and Zachmann 2010a, b) or color (Stenger

et al. 2006). Contours are more characteristic for articu-

lated objects but they can be difficult to obtain because of

external constraints such as lighting or camera settings. The

recognition of silhouettes uses the silhouette (Prisacariu

and Reid 2011; Tosas 2006; Tosas and Bai 2007) of the

user’s hand to position and best match a 3D model. This

method requires many templates for a single match, which

has a significant impact on the computation time and thus

on the real-time aspect.

Finally, systems based on 3D models re-adjust an

articulated 3D model of the hand by adapting the most

probable posture corresponding to the image seen by the

camera (Ouhaddi and Horain 1998). This is one of the most

widely used techniques to estimate the postures of the hand

from a single video stream but it does not allow the user to

know the position of the model in 3D.

Monoscopic vision techniques are not enough to obtain

accurate 3D information and track the movements of the

hand in three dimensions. These techniques have to be

coupled with other technologies (e.g., sensors positions) or

adapted to stereoscopic systems to allow 3D interaction in

virtual environments.

1.1.2 Main algorithms used in stereoscopic vision

Two or more cameras can provide depth information

through stereoscopy. All systems seen above can there-

fore be reused in stereoscopic systems [e.g., systems

based on skin color (Elmezain et al. 2008) or on colored

gloves (Theobalt et al. 2004)]. Systems based on 3D

models are also suitable but the cloud of points coming

from the depth map replace former 2D images (Dewaele

et al. 2004). There are also multi-view reconstructions

(Hong and Woo 2006) that require multiple cameras

around the hand and that are based on different methods

like ‘‘shape from silhouettes’’ (Ueda 2003). Finally,

(Schlattmann and Klein 2009) suggest a system, based on

the usage of 3 cameras and a technique called ‘‘pose

estimation’’ that allows the user to manipulate the

information in 3D.

To allow interactions with the 3D objects, the system

detects the posture of the hands thanks to a coarse model

obtained from the three cameras. Some systems use only 2

cameras, for example those that are for CAD applications

(Wang et al. 2011) but are limited to some gestures (i.e.,

pinching). This system is inexpensive and allows bimanual

interaction, but the user must keep a particular pose of the

hand for a moment to allow the detection of the action,

which is unsuitable for real-time and direct interaction/

manipulation.

1.1.3 Conclusion

Algorithms used in monoscopic vision do not allow real-

time 3D interaction. Stereoscopic solutions are more

effective (Stefano et al. 2004) but they have to be improved

to allow real-time processing with sufficient resolution. In

addition, methods used to obtain the third dimension

require a long computation time that leaves few resources

available for additional treatments (i.e., capturing and

tracking the movements) and make the final system too

slow to be considered real time. Finally, stereoscopy brings

about other complex difficulties such as parallax and lens

distortion.



1.2 Emerging technologies: 3D cameras

No hardware solution is directly suitable for all possible

virtual reality applications. The choice of a system over

another requires a set of criteria and constraints related to

the tasks to be performed. These constraints are numerous:

real-time capture, nature of the movements to track, the

absence of physical connection, size of the workspace,

accuracy, resolution, environment, or price. Software

solutions can override most of these constraints to propose

seamless low-cost systems but algorithms need to be

strictly optimized to ensure real-time interaction. An

interesting solution would be to release the computer from

depth computation by directly moving them onto the cap-

ture system.

Such systems already exist and are known as 3D cameras

(Lange 2000; Lange and Seitz 2000). An evaluation of the

use of these cameras in the field of computer graphics was

done by (Kolb et al. 2009). Major techniques are triangula-

tion-based cameras (May et al. 2007) and ‘‘time-of-flight

cameras’’ (TOF), also called RGB-D cameras (RGB-Depth)

or Z-cam. Microsoft’s Kinect uses the first technology. The

Kinect gives 3D depth and relies on computer vision algo-

rithms to detect objects or persons. Thanks to the OpenNI

library, it is possible to determine the positions of the user’s

limbs, and relative to the scope of our study, this technology

allows hand tracking without additional sensors, contrary to

data gloves that require electromagnetic sensors, for exam-

ple. Other advantages are its relative insensitivity to ambient

light (the system is based on infrared light and able to work

both day and night) and to magnetic disturbances. Based only

on distances (with the depth map) and not on color, it is

possible to isolate the person facing the screen and to focus

on his hands, removing people and objects in the back-

ground. 3D cameras have the potential to overcome most of

the limitations of other devices (e.g., colors, lighting condi-

tions, metal sensitivity, and use of sensors). Moreover, the

main advantage of a Kinect-like camera is the price/quality

ratio and the OpenNI library, which is freely available

(Microsoft’s Software Development Kit (SDK) was not

released at the moment of our developments). On the other

hand, it is important to mention that the Kinect also has some

drawbacks. First, its framerate (30 fps) could appear low

compared to cameras used in optical tracking systems (up to

1,000 fps), even if this is enough for real-time interactions.

The Kinect sensitivity to infrared light might be a problem if

used with an optical tracking device or when there are some

reflective or transparent objects. When infrared dots (from

the light pattern) hit a reflective object, light is deflected and

the Kinect cannot provide any depth information for these

points. Finally, if an object is close to the camera, a consid-

erable shadow is present, due to the distance between the

infrared projector and the depth camera.

1.3 Our view of Norman’s model

The use of a 3D camera allows us to eliminate the

feedback between the user and the device, and between

the computer and the device, making the system com-

pletely seamless to the user. Figure 1 shows our view of

Norman’s model presented above: the large gray loop

corresponds to what the user perceives and the black loop

corresponds to what is really happening. When the user

moves his hands, his gesture is visually relayed to him

by the computer: the visual feedback associated with the

absence of wearable sensors makes the device totally

seamless, even if the device is still present. Computations

must be performed in real time and with the lowest

latency between the real action and the visual feedback

returned by the computer.

2 Method

We took an experimental approach based on a comparative

study between our solution and a common and functionally

equivalent system. We focused on three common tasks

when interacting in virtual environments (Coquillart et al.

2003): object selection, object manipulation (orientation,

position, rescale), and navigation. The system that we

compare to ours is composed of data gloves and magnetic

sensors. We chose them because they are commonly used

in businesses as well as in research. They are generally

cheaper than optical systems and therefore closer to a low-

cost system, such as the one we propose.

2.1 Design of our solution

2.1.1 Implementation

For our solution, we chose Microsoft’s Kinect 3D camera,

as it offers 30 fps and a resolution of 640 9 480 pixels, far

superior to other cameras (e.g., Mesa SR4000, PMD). The

user sits at a table facing a screen with a Kinect on it. This

way, the Kinect can retrieve the position of the user’s

hands without disturbing the field of view or the workspace

(150 9 150 9 100 cm) of the user (Fig. 2, acquisition

unit). All the objects to manipulate are virtually placed

between the Kinect and the user. The user’s movements in

the real world correspond to the same as in the virtual one;

we work on a 1:1 scale. The distances are relative to the

position of the Kinect (or the antenna for the second

system).

To determine the 3D position of the user’s hands in the

workspace and the status (whether they are opened or

closed) in real time, we used the OpenNI SDK



(Primesense), in order to get the 3D video stream (actually

2, 5D), to apply a skeleton to the user and to recover the

positions of his hands. We were also able to differentiate

the left hand from the right in order to take into account the

lateralization of the user when handling objects. However,

the SDK gives no information about the orientation or state

of the hands. We thus developed our own algorithms in

C?? to determine the status of the user’s hands, using the

OpenCV library. At the time of development, the OpenNI

SDK only allowed the user to know the exact position of

the wrist in 3D, but it was not possible to get the exact

positions of the center of the palms nor to know whether

the hands were currently opened or closed. In order to

interact accurately in 3D with virtual objects, it was then

necessary to have more information and to develop new

algorithms.

The complete processing is described as follows

(Figs. 2, 3). Once the depth image is acquired by the

Kinect (1), it is possible to determine how many users

are present in the scene (2). For each of these users, a

skeleton is retrieved (3) and it is also possible to get the

position of the wrist (4). Steps 1–4 are available directly

through OpenNI functions (gray rectangles in Fig. 3); all

the following steps compose the algorithm we developed

to improve the accuracy of the tracking and to determine

the state of the hands. When the skeleton of the current

user is acquired, the distance and the size of the user are

recorded to get a ratio (5) which will be used latter. The

distance is obtained by simply retrieving the position (x,

y, z) of the belly of the user. As the reference (0, 0, 0)

is in the center of the Kinect, the distance of the person

is obtained directly. To get the size of the person, we

calculate the distance between the highest point of the

head and the ground. Then, for each hands of the user,

using the position of the wrist determined in step 4, we

create a virtual sphere that encloses the hand (6). The

radius of this sphere depends on the ratio calculated

before. This fictitious sphere allows to only keep the

pixels belonging to the hand and that must be taken into

account (7) for the following steps, all the others pixels

are not used. To know whether a pixel belongs to the

sphere, it is necessary to compute for each pixel the

Euclidian distance between this pixel and the wrist. If

the distance is less than the radius of the sphere, the

point belongs to it and it is stored in a structure. This

allows to reduce the number of computations in the

following steps and to improve the global speed of the

algorithm. The following steps are done on 2D images

representing the projection of the 3D point cloud onto

the plane of the camera (8). A binarization is done in

order to have a black and white image (9), white pixels

represent the hand of the user and black pixels are

considered as background. The binarization process was

used in order to reduce the number of computations as in

this case there only is one channel to compute instead of

three (red, blue, green). A first filter—a simple erosion

operation done through a convolution mask—is applied

on the image in order to delete the noise around the

hands (10). Then, morphological ‘‘closing’’ is applied on

the image (11). These steps are necessary because

sometimes some holes can appear in the hand, resulting

from the binarization, the erosion, or from reflective

object like jewelry or rings on the fingers. Once these

steps are done, the image is improved and the hand is

clean from noise or holes, the contours and the length of

the hand are then retrieved (12). It is also possible to

calculate the center of gravity of the shape by calculating

the mean position of all the points of the hand, this

mean position represents the center of the palm (13). The

3D coordinates of this point are then retrieved from the

depth image. The position of the hand is thus accurately

determined (14). To detect whether the hand is opened

or closed, the method of (Homma and Takenaka 1985)

was used. The convex hull of the contour of the hand is

computed, and then the convexity defects are determined

thanks to an OpenCV function (15). If the defect is

Fig. 2 How the solution works

and what it can do



longer than 2 cm, the finger is considered as raised. It is

then possible to count how many fingers are down, if

two or more fingers are raised, the hand is considered as

opened, otherwise it is considered as closed (16). To

have an idea of the orientation of the hand, points all

around the center of the palm are taken. The 3D coor-

dinates of these points give a circle from which the

orientation of the hand can be determined (17).

Fig. 3 Process diagram



These different steps are done for each hand of each user

present in the scene. Once the accurate position and the

state of the hand are computed, interaction with virtual

objects can be done. Steps 5–17 are improvements that

OpenNI does not offer yet (white rectangles in Fig. 3). All

these steps require 23 ms from the acquisition of the depth

image to the determination of the position and state of each

hand.

Our algorithm (see Fig. 3) is thus able to recognize the

open or closed status of each users’ hand in front of the

Kinect (up to 3 simultaneous users reliably). Although

entirely possible, this study is not concerned with this

aspect.

Based on the work of Kim et al. (2014), we measure the

latency of our system: the latency was measured by moving

the hand and then abruptly stopping, while a video of the

hand and the application was recorded using a high-speed

camera (120 fps). Analyzing the video, frame by frame,

gives us a mean latency of 287 ms for ten attempts (SD

22 ms). This value corresponds to the global latency of the

system (from the data acquirement to the visual feedback

on the computer screen). In video games (running at

30 fps), the mean latency is about 132 ms. The latency

induced just by the data acquisition of the Kinect is about

90 ms, and Livingston et al. (2012) measured the latency of

the skeleton tracking, which is about 146 ms (for one

skeleton in front of the Kinect). Our results are consistent

with other works, like for example with the work of Kim

et al. (2014) where Kinect tracking adds between, 200 and

400 ms compared to a robot master. Even not negligible,

the latency is enough low to not disrupt the user

experience.

The virtual environment (VE) has been modeled in 3DS

Max, and interactions have been developed in Virtools 5.0.

Interactions we developed are selection/deselection,

manipulation (moving, rotation, and resizing) of objects,

navigation in the VE, and control of the application. For

this, we have developed new ways of interaction that we

wanted to be intuitive and close to our real actions so that

anyone can use our solution without special knowledge in

computers or virtual reality.

2.1.2 Interaction modalities

Besides simple and intuitive ways of interaction, we added

visual feedbacks to indicate the user’s hands position

(2 small spheres) as well as their status (green for opened/

red for closed) as it is suggested in (Mason and Bernardin

2009). Several actions only require the use of the dominant

hand (initialized for each user): selecting/unselecting an

object, displaying the menu, moving objects, and navigat-

ing in the virtual environment. We considered the lateral-

ization of the user in order to make our solution easier and

to enable better accuracy as the predominant hand is

capable of producing fine-grained gestures (Guiard 1987).

More complex tasks like resizing and rotation require the

use of both hands.

Interaction techniques have aroused great interest in the

scientific community (Beaudouin-Lafon 2004; Klein et al.

2012) but they are mainly dedicated to 2D applications.

Today, manipulation of objects in 3D space becomes

accessible to the general public mainly through video

games devices (e.g., Nintendo Wiimote, Sony PS Move).

Like (Hand 1997; Laurel 1986), we wanted to develop

interaction modalities that are as close as possible to real

actions. Many works deal with 3D interaction techniques

for seamless devices (Song et al. 2014; Lin et al. 2013;

Song et al. 2012) but there is still no universal solution

adopted by everybody. We based our interaction tech-

niques on different works like the ones of Fiorentino et al.

(2013) for the scaling modality for example. Concerning

the rotation, different modalities have been proposed like

the one of (Song et al. 2014) where the rotation is intuitive

but need the use of an eye-tracker to select the center of

rotation. Other works like (Song et al. 2012) or (Soh et al.

2013) deal with the rotation modality but these techniques

are not intuitive, we nevertheless used the idea of (Song

et al. 2012) concerning the possibility of doing the move-

ment in several times, they called this technique the

‘‘pedaling’’ motion.

As (Zhang et al. 2014), we can distinguish two kinds of

gestures: gestures which trigger a control (called offline)

and those which are interpreted and processed in real time,

like object manipulation (called online). Regarding our

system, we could make the distinction between movements

that are used to validate an action (open hand or closed

hand) and those directly related to the manipulation and the

navigation in virtual environment. This is consistent with

(Bowman and Hodges 1997) by considering two steps in

object manipulation: grabbing and manipulation interaction

(orientation and position of the object). Consistent with the

recommendations of (Bowman and Hodges 1997) to sep-

arate grabbing and manipulation to ensure good overall

usability, we implemented these two steps separately. We

compared the most common techniques presented in the

literature to our constraints namely that the objects to

select/manipulate directly in the workspace of the user, that

there is no occlusion between the objects, and finally, that

the navigation is done between two scenes along a path.

These tasks were chosen deliberately simple to validate our

system.

Poupyrev et al. (1998) proposed to categorize selection

techniques among exocentric and egocentric metaphors. In

the latter, they distinguish two metaphors, ‘‘virtual hand’’

(such as arm-extension techniques) and ‘‘virtual pointer’’

(mainly ray-casting techniques). If ray-casting techniques



(Mine 1995) are convenient to reach an object, they make

the manipulation complex due to the use of a global

coordinate system (especially for rotations). Moreover, the

selection of small or distant objects through virtual point-

ing remains to be a difficult task (Argelaguet and Andujar

2013). On the other hand, arm-extension techniques are

convenient to manipulate objects directly in their own

coordinate system. That is why we have privileged direct

manipulation techniques for interacting with objects.

Indeed, until the arrival of Kinect, data gloves were natu-

rally used for ‘‘virtual hand’’-based interaction (Ughini

et al. 2006); our system is proposing to replace the data

gloves; we focused on that kind of metaphors which allow

a better immersion as the user can see a representation of

his hands. For selection, as all items are available in the

workspace of the user, we have not had to implement

methods like go–go (Poupyrev et al. 1996) for example.

The ray-casting is advantageously replaced by the selection

method which is called 3D paint-to-select by (Zhang et al.

2014). The constraints (no occlusion, limited workspace,

and limited precision) of our system allowed us to avoid

the use of interaction metaphors such as world in miniature

(Stoakley et al. 1995). Our approach is therefore closer to

hybrid techniques such HOMER (Bowman and Hodges

1997), as we separate selection and manipulation. But we

used a simpler technique than ray-casting for selection and

we implemented direct manipulation rather than arm-

extension techniques. In this manner, users can grab and

manipulate objects simply using natural motions (Robinett

and Holloway 1992).

Finally, new paradigms tend to adapt multi-touch ges-

tures used in today’s smartphones to manipulate 3D objects

in virtual environments. For example, (Nan et al. 2013)

proposed a system dedicated to image segmentation and

composition in CAVE using fingers interaction. The

bimanual interaction is close to our system, and resizing is

implemented in a similar manner (the size of the object is

linearly indexed to the distance between the hands). For

cons, the implementation of the moving is more complex,

because the reference of the movement is the midpoint

between the two, imposing to maintain a constant distance

between hands during translation, while not allowing a

validation action. The rotation is not necessarily intuitive

for the chosen axis. One improvement proposed by (Zhang

et al. 2014) allows for 3 handling tasks simultaneously, but

requires the use of a wand-type device (a button allows to

switch between interaction mode and pause mode).

Simple tasks For object selection, the user must move

his dominant hand on the object and close his hand on it for

2 s. When the object is selected, its color turns blue. To

unselect, the dominant hand must be held opened on the

object for 2 s, when it is deselected the object goes back to

its original color. To move a selected object, the user has to

put his dominant hand (closed) on the object. The object is

thus attached to the hand and then follows its movements

while it remains closed. When the user opens his hand, the

object is released. Our implementation of the selection

follows the guidelines of (Bowman et al. 1999) as the user

can see the collision between the sphere representing his

hand and the object to select (object indication), close his

hand to select an object (confirmation selection) and see the

changing of the color of the object when selected (visual

feedback).

For the navigation, we chose the metaphor of a joystick.

Navigation has been described as consisting of 2 compo-

nents: travel (the task of moving from one location to

another) and wayfinding (the task of acquiring and using

spatial knowledge) (Bowman et al. 2004). Interaction

techniques for travel [e.g., (Mine 1995; Bowman et al.

1997)] and wayfinding aids [e.g., (Darken and Sibert

1996)] have been proposed in the literature. Among three

general interaction paradigms for 3D virtual environments

proposed by (Ware and Osborne 1990) (eyeball in hand,

scene in hand, and flying vehicle control), we chose an

egocentric technique: flying vehicle because it is more

consistent for our system where the user moves from one

selection to another scene. Here, there was no way to

inspect an item as it can be possible with techniques such

as ViewCube (Khan et al. 2008). To get as close as possible

to free navigation, and given the simplicity of the naviga-

tion task we implemented, we excluded ‘‘point-of-interest’’

(POI) techniques, although they may have interests such as

quick navigation (Haik et al. 2002). Moreover, in the

context of the discovery of an environment, it is not rele-

vant to guide the user. Recent POI techniques as ‘‘Drag’n

go’’ (Moerman et al. 2012) are often more suited to the use

of a device (as the user must ‘‘validate’’ the target he wants

to reach), and ask an heavier cognitive load. Finally, our

environment was not specific and did not require a variable

level of details, which is why we have not adopted any

multiscale techniques like the one proposed by (McCrae

et al. 2009). Concerning the wayfinding, many arrows are

placed in the environment to indicate the direction to fol-

low. Regarding the travel, it appeared that we needed a

starting point for the user and a navigation direction. We

wanted to have a visual reference for the user to know at all

times how he moves in space relative to his starting point.

The solution of a virtual joystick was chosen because the

rest position of the stick of the joystick is used as a ref-

erence and the user can easily see in which direction he

moves. The metaphor of the joystick allows the user to

finely control the speed of movement at every moment,

navigating, as speed of motion is important to effectively

navigate in 3D environments (McCrae et al. 2009). For

people who never used a joystick, it remains intuitive

because they just have to move the hand in the direction



they want to go from a starting position. To navigate, the

user closes his hand on the virtual joystick for 2 s to select

it and moves his hand in the direction he wants to go. When

the joystick is selected, a frame and arrows appear to show

the user the correct direction as well as the final location.

Complex tasks The following tasks are more complex

because they require the coordination of both hands. By

using the analogy of a spring that can be compressed or

stretched to change its size, users have to spread or bring

their hands closer to enlarge and reduce the object. Re-

sizing is homogeneous in all three axes. This solution is

close to solutions proposed recently [e.g., (Fiorentino et al.

2013; Song et al. 2012)].

For the rotation, the user must put his dominant hand

(closed) on the object. The representation of the hand

disappears and is automatically positioned at the center of

the object. By moving the secondary hand (closed) along

the X axis (or Y or Z), the object rotates in the same

direction. Contrary to others approaches like the use of

sheet of paper (Song et al. 2012) with impose to use a

tangible object, the rotation with two hands (Soh et al.

2013) which is not very intuitive, and unlike (Wang et al.

2011), we chose to simplify this interaction, even though

by doing this it becomes less realistic.

2.1.3 Application control: a pie menu

To allow the user to switch from one action to another, we

set up a menu. We excluded gestural language like in (Soh

et al. 2013) which we considered to be too complex and

which could lead to misinterpreted gestures; moreover,

they oblige the user to memorize the gesture for each

action he wants to do. We also excluded voice commands

because we did not want to introduce new variables related

to multimodality. Levesque et al. (2011) also proposed a

3D bimanual gestural interface using data gloves for 3D

interaction; the left hand can select interaction modes while

the right hand is for the interaction itself, like the rotation

of an object. This solution was not chosen because we

wanted the user can use his two hands to perform the

different actions. We chose a pie menu (Fig. 4) as previous

work demonstrated the importance of these menus over

linear menus (Callahan et al. 1988). They allow increased

speed while minimizing errors of selection. In addition, the

distance between the point of activation and all the dif-

ferent items is the same, due to the circular organization.

In order to bring up the menu, the user closes his hand,

opens it, and keeps it open for 2 s. The menu appears at the

exact position where the user closed his hand. To choose an

action, the user must stay on the item selected for 2 s. The

method we have chosen (i.e., a waiting period of 2 s) for

the validation of the selection (Gratzel et al. 2004) causes a

lag in the interaction which is a disadvantage of our

solution. But it was the only solution compatible with our

goals of reliability, stability, and simplicity, unlike other

methods, such as those outlined by (Schlattmann et al.

2009): a physical button (not seamless), head movements

(unnatural), speech recognition (multimodal). Moreover,

selecting the closest object (Wang et al. 2011) is not viable

in complex virtual worlds. The criteria for reliability, sta-

bility, and simplicity correspond to criteria that any system

should meet to be both useful and usable (Loup-Escande

et al. 2011). The reliability indicates here that the proposed

system allows the user to make the proposed tasks (i.e.,

selection, navigation, and rotation). Stability is related to

the use of capture device: visual feedback of hands avatars

should faithfully follow the gestures of the user. Finally,

the simplicity corresponds to the simplicity in the handling

of the system (before the interaction) and then in the

understanding of the different features, more specifically

the interaction metaphors. Even if new devices such as

Leap Motion (LeapMotion 2012) still have some limita-

tions and need to be improved in tracking fingers, it will

certainly allow the user to more accurately know the

position of the fingers and thus recognize more complex

gestures in real time, a feature which is not possible with a

Kinect.

2.2 Tasks, participants, and procedure

2.2.1 Virtual environments tasks: design

Manipulation tasks are divided into three stages of gradual

difficulty. The three objects of the first scene are only

associated with a single interaction, whereas those of the

second scene are associated with two basic types of actions

(e.g., moving and rotating). The last scene contains only

one object to be moved, rotated and resized. To move from

one scene to another, the participant must ‘‘navigate.’’ The

Fig. 4 Pie menu with four choices



set of subtasks is summarized in Table 1. The tasks consist

of matching objects with a transparent model. The game is

displayed in perspective, allowing the user to better eval-

uate the distances between and the orientation of objects.

Items are in the same conditions (position, orientation,

scale) in both devices in order to obtain comparable data

from both systems. Learning effects are controlled by

mechanisms that ensure internal validity of our experiment

(see Sect. 2.2.5). Figure 5 shows three objects in a scene

before and after manipulation.

2.2.2 Participants

The experiment involved 20 volunteer participants, 8

women and 12 men, aged between 21 and 34 (aver-

age = 26; SD = 3.7). All were experienced users of

computers and had a college BA or BS. The majority were

graduate students in virtual reality, or members of a Virtual

Reality Laboratory (PhDs, Research Engineers). The

experiment was presented as a comparison between two

VR systems without any mention of ‘‘our’’ solution. Par-

ticipants were ‘‘naı̈ve’’ as the experiment took part at the

beginning of the academic year: they knew neither our

work nor the person performing the experiment (who had

no link with them). As the number of participants was

relatively small, we were careful to restrict the age range to

limit inter-individual variability with respect to perfor-

mance and subjective preferences. The average age of our

relatively small group of participants is explained by the

fact that we wanted to first validate qualitatively and

quantitatively the interest of our solution with an audience

who has a certain ease with the technology and better

acceptance of change.

2.2.3 Material, procedure, and instructions

We used a computer with an Intel Core TM i7 930, 6 GB of

RAM, an NVidia GeForce GTX480 graphics card, and a

2200 120 Hz screen. For the ‘‘3DCam’’ solution, the Kinect

is placed above the screen (1600 from the table) and inter-

feres neither with the vision of the user nor his workspace.

In the case of ‘‘3DGloves,’’ a magnetic sensor (a Polhemus

Patriot) was attached to each glove (5DT glove) and all

were connected by wires to a computer (Fig. 6).

The objective of each task was the same: matching

precisely the object and its model. We did not ask partic-

ipants to accord more importance to precision than to the

time necessary to perform the 9 tasks.

The experiment was divided into different stages: after

completing an identification questionnaire, the participant

received instructions explaining the experiment, the tasks,

and the proposed interactions. These instructions were also

given in a written form and freely available during the

experimentation. The participant began the experiment by

a learning process (unlimited time). Once the user was

ready, he carried out the 9 tasks for which data were

recorded. After that, he filled in a final questionnaire con-

cerning his or her feelings, comments, and subjective

judgments.

2.2.4 Working hypotheses and measures

We formulated four hypotheses concerning our compara-

tive study: a 3DCam solution provides greater accuracy in

manipulation tasks due to the absence of equipment to wear

(H1), better execution times (H2), a higher level of overall

acceptability due to a better comfort, a better efficiency and

Table 1 Sequence of tasks (M moving, S scaling, R rotation,

Nav. = navigation)

Scene 1
Task 4Task1 Task 2 Task 3

Well Horse House
M S R M S R M S R Nav.

Scene 2
Task 8

Scene 3
Task 5 Task 6 Task 7 Task 9
Globe Clock Computer Boat

M S R M S R M S R Nav. M S R

Gray cells indicate actions not allowed

Fig. 5 Scene 2 with 3 objects

(globe, clock, and computer)

before and after manipulation



a better effectiveness (H3), and obtains participants’ pref-

erences due to a higher feeling of immersion as well as a

greater ease of use (H4) compared to the 3DGloves system.

These hypotheses, if confirmed, will allow us to come to

the conclusion that the 3DCam is superior to the 3DGloves

when it comes to manipulation tasks in VE associated with

our interaction modalities. To study the participants’ per-

formances, specific metrics were taken with regard to each

system:

• Total execution and manipulation time (seconds) of the

9 tasks and of each task: manipulation time = execu-

tion time - choices in the menu or ‘‘inactivity’’ periods

• Accuracy error, averaged over the three axes (for

general errors), or calculated for each axis (when

comparing rotation and moving errors along each axis).

• The rescaling error is the percentage of difference

from the reference scale;

• The rotation error is a percentage calculated from

the angular shift between manipulated and reference

objects (error of 100 % = angular shift of 180�);

• The error of movement is a percentage calculated

(independently for each axis) relative to the refer-

ence position, standardized according the object

size. A null accuracy corresponds to a shift at least

the size of the object.

The study of subjective preferences and participants’

comments is divided into two parts: judgments about the

interaction modalities and an evaluation of each system

separately and then the two compared to each other.

Table 2 reviews the variables studied and the method of

measurement. Responses to Likert scales are encoded and

treated as numeric variables (1 = worst, 5 = best). Par-

ticipants could also provide feedback through open-ended

questions for each modality.

We decided to study the different criteria of the

acceptability because they are clearly explained by

numerous reference papers in the field of ergonomics and

interaction with complex systems (Tricot et al. 2003). This

explains our choice not to use standardized questionnaires

such as the NASA TLX for example.

2.2.5 Internal and external validity

To ensure the internal validity of this experimentation, we

restricted the origin and the age of the participants. We

chose to rely on a population with prior knowledge in VR

to avoid the novelty effect induced by the wearing of

unfamiliar material which might result in a possible bias

regarding the acceptability of the system. The identification

questionnaire showed that participants had no particular

experience of natural user interfaces (UI). However, we

must mention that restricting the profile of our participants

implies limiting the generalization of the possible results.

We carefully prepared the experimental protocol to avoid

bias on the perception of ‘‘expectations’’ of the experiment.

It was presented as a ‘‘simple’’ comparison of two systems,

without any references on the work done on our solution.

We also attempted to control extraneous variables from

the real environment (lighting, noise, and temperature): the

experiment took place in a single room, with air condi-

tioning and no windows. We counterbalanced the presen-

tation in order to compensate the potential learning effect

which could have led to a potential variability of the results

during the experimentation (improvement or deterioration).

Participants were randomly divided into two groups (G1

and G2), each one with 4 women and 6 men.

2.2.6 Statistical analysis

To check the normality of all the distributions of values, we

performed Shapiro–Wilk test since it is more powerful in

detecting normality for samples sizes up to 2,000. For the

few variables which did not follow a normal distribution,

we chose nonparametric tests, with the exception of the

study of the interaction of several factors for which we

performed an ANOVA, given its robustness for type 1

errors (Winer 1971).

To analyze the influence of the system on participants’

performances, we used the Student’s t test for paired

samples or the Wilcoxon test (depending on the distribu-

tions). Analysis of the effects of gender is based on a mixed

ANOVA with one within-subject variable (the system) and

Fig. 6 Participant with the

‘‘3DGloves’’ system (left) and

the ‘‘3DCam’’ system (right)



a between-subject variable (gender). The study of simple

effects was based on a Student’s t test for independent

variables (two conditions) or a simple ANOVA (three

conditions). Post hoc LSD test of Fisher was used to study

the possible main effects. Results were considered signifi-

cant when p B 0.05 and as a trend when 0.05 \ p B 0.1.

3 Results

3.1 Participant’s performance

We compared global results of the participants for each

system (for all nine tasks) and assessed the possible

influence of gender on them. Then, we focused on each

task separately. We concluded the presentation of the

results by a further study, comparing the accuracy along

the axes for rotation and moving.

3.1.1 Global results

Table 3 shows the comparison of the experimentation time

(ExpT) and the total manipulation time (TMT) between the

two systems. We did not observe any significant difference

between the systems for ExpT and TMT. A mixed

ANOVA (gender x system) on the ExpT did not show any

effect of the system [F(1, 18) = 0.772, p = 0.391] or the

gender [F(1, 18) = 1.337, p = 0.263] and no interaction

between these two factors [F(1, 18) = 0.157, p = 0.696].

Regarding the TMT, we observed no effect of the system

[F(1, 18) = 0.05, p = 0.945] or the gender [F(1,

18 = 1.551, p = 0.229] and no interaction between these

two factors [F(1, 18) = 0.261, p = 0.615].

We had no significant results for the overall results or

effects of sex. Total time during which participants

manipulated or navigated was not significantly lower with

our system, which neither allowed the validation nor the

rejection of the hypothesis H2. First tests are partial

because the variables are macroscopic and do not allow to

highlight potential differences in execution time between

the interaction modalities. These results are presented in

the following section.

3.1.2 Detailed results

For each task and each system, we studied the following

variables:

• Execution time (ET) in seconds;

• Manipulation time (MT) in seconds; it is differentiated

according to the moving (MTM), rotation (MTR) and

scaling (MTS) as appropriate;

• The error of accuracy, given as four separate variables:

moving (Err_M), rotation (Err_R), navigation (Err_N),

and scaling (Err_S);

For five out of the nine tasks, we observed no significant

difference between 3DGloves and 3DCam: task 1 (mov-

ing), task 3 (rotation), task 4 (navigation), task 5 (mov-

ing ? scaling), task 8 (navigation). For the four remaining

Table 2 Variables studied and measures

Studied variables Acceptability

Assessment of each system

Global preferences

Comparative evaluation of the systems

Evaluation of the interaction modalities

Choices Likert scales (5 modalities) 3DGloves–3DCam–Similar Likert scales

Criteria Comfort General preferences

Most convenient system

Immersion feeling

Precision

Ease of use

Global effectiveness

Quickness

Precision

Simplicity

Intuitiveness

Handiness

Freedom of movement

Tiredness

Comfort of use

Effectiveness

Global effectiveness

Precision

Stability

Reliability

Efficiency

Ease of use

Table 3 Time of experimentation and the total manipulation time

Experimentation duration (s) Total manipulation time (s)

3DGloves 3DCam 3DGloves 3DCam

Mean 902.4 954.4 514.5 522.4

SD 266.7 274.0 176.6 193.5

T test

T 1.000 0.179

p 0.330 0.860



tasks, relevant data are summarized in Table 4. For the

simple task of scaling (task 2, horse), ET and MT are lower

with 3DGloves. For the task requiring moving and rotation

(task 6, clock), we observed a lower moving time with

3DGloves and a lower error for rotation with this system.

For the task requiring scaling and rotation (task 7, com-

puter), scaling time was lower with 3DGloves but rotation

time was lower with 3DCam. Finally, the task mixing the

three basic actions (task 9, boat), the moving error was

lower with 3DGloves.

3DGloves seem to be able to minimize the ET for the

scaling tasks. This task requires less precision than the

other, and the best time obtained with 3DGloves can be

explained by a better recognition of the state of the hand

and because the hands (i.e., magnetic sensors) do not move

away from the antenna, which results in stable values.

These results refuted hypothesis H1 and did not confirm

hypothesis H2. We expected a superiority of 3DCam on

precision due to the absence of weight. Finally, the accu-

racy appears equivalent between the two systems. We can

therefore say, considering current developments, that the

3DCam does not outperform a current virtual reality device

(i.e., 3DGloves) in terms of performance (time, accuracy).

3.1.3 Additional study (for 3DCam only): precision

along the 3 axes

The results for moving tasks (1: well, 5: globe, 6: clock, and 9:

boat) are summarized in Table 5. For tasks 1 and 5, the error is

significantly higher on the Z axis than on the X and Y axes.

These findings are reversed for task 6, with a lower error on

the Z axis. For the task 9, the error is significantly greater with

the Y axis than the Z axis and the X axis. The results for

rotation tasks (3: house, 6: clock, 7: computer, and 9: boat) are

summarized in Table 6. For the task 7, the orientation error is

significantly lower with the Y and Z axes than with the X axis.

For the task 9, the orientation error is significantly lower with

the X axis than with the axis Y.

Synthesis For the first tasks (well and globe), movements

are significantly less accurate with the Z axis. For the well,

this can be explained by the amplitude of the required

movement associated with a problem of the recognition of

the state of the hands as well as the possibility of being out

of the Kinect’s range. It is the same for the globe and the

clock but we also observed that a perspective effect could

bring about an inaccurate sensation of correct positioning.

This problem was less present due to the orientation of the

boat and the clock. We also noticed that results on the

X axis are poorer when the movement is associated with a

rotation. The results are less conclusive for rotation given

the variability of the data (e.g., in the task 7, the rotation

along the X axis (hand’s movement in depth) is the most

imprecise as it appears better for task 9). However, we

thought that the rotation along the Z axis (vertical hand’s

movement) could also be less precise because this axis is

the one for which we have the lowest amplitude, and it is

difficult to lower the arm without moving it forward (which

produces a second rotation simultaneously).

The differences are thus mainly related to the interaction

and the task. For moving tasks, we can recommend finding

a technique to limit the workspace and prevent the par-

ticipant from being outside the scope of the Kinect. For

rotations, the difficulty of separating the axes may be a

justification of the variability of results (which must be

confirmed by the analysis of participants’ preferences and

feedbacks).

3.2 Participants’ preferences

We studied the participants’ subjective preferences based

on their answers to the final questionnaire, regarding

acceptability and global preferences. We then presented the

results for interaction modalities and suggestions for

improvement made by the participants. We performed

nonparametric Wilcoxon tests rather than Student’s t tests

as our data did not follow a normal distribution (see

‘‘Statistical analysis’’).

3.2.1 Acceptability

Mean scores to Likert scale for each criterion are repre-

sented on Fig. 7. The surrounded criteria indicate a

Table 4 Significant differences between 3DGloves (G) and 3DCam (C)

Task 2 Task 6 Task 7 Task 9

ET MT MTM Err_R MTS MTR Err_M

G C G C G C G C G C G C G C

Mean 33.1 41.3 10.0 14.9 24.0 52.6 2.76 3.66 20.0 29.1 80.1 46.4 5.06 10.42

SD 10.4 17.2 3.2 8.1 6.9 30.4 1.71 2.91 11.7 18.3 49.4 32.9 3.31 10.75

Test (T) 2.093 2.405 4.268 2.046 1.920 3.052 2.229

p 0.05 0.027 \0.001 0.055 0.07 0.007 0.038



significant difference (in black) or a trend (gray) between

3DGloves and 3DCam.

There is no significant difference between the two sys-

tems concerning the tiredness (Z = 0.302), the precision

(Z = 1.218), the stability (Z = 1.510), the effectiveness

(Z = 0.286), and the ease of use (Z = 0.707).

Comfort (Z = 2.448; p = 0.014), handiness

(Z = 2.673; p = 0.008) were significantly better with

3DCam; we observed a trend in favor of this solution for

freedom of movement (Z = 1.654; p = 0.098). Reliability

is significantly better with the system 3DGloves

(Z = 3.038; p = 0.002), due to problems linked to the

detection of the state of the hand by the 3DCam which was

identified by several participants. Freedom of movement

was considered superior to the 3DCam because participants

were not wearing equipment with this solution while the

3DGloves system necessitates being connected by four

cables to the computer (2 for gloves, 2 for magnetic

tracking system). The handiness was judged inferior for the

3DGloves system which can be explained by the single size

of the data gloves, which are not suitable for all hands. The

feeling of tiredness was judged equivalent between the two

systems because the weight of the gloves and magnetic

sensors is negligible compared to the tiredness caused by

the arm raising without support.

Acceptability appears to be better with 3DCam, which is

justified by the comments and subjective judgments of the

participants. The negative point, illustrated with reliability,

is the bad recognition of the states of the hand that may

occur sometimes.

3.2.2 Global preferences

We compared preferences according to five criteria: gen-

eral preference (GP), relevance to the task (RT), feeling of

immersion (FoI), precision (P), and ease of use (EoU).

Participants could choose 3DGloves, 3DCam or ‘‘equal.’’

Figure 8 shows the results.

Participants were less favorable to the 3DGloves system

than to the 3DCam solution for the five criteria: for each of

the five criteria, more participants preferred the 3DCam.

For three out of five criteria (GP, RT, and P), more than

half of the participants gave their preference to the 3DCam.

With regard to the EoU, the 3DCam seems to provide a

significant advantage compared to the 3DGloves, in line

with the above results (handiness and freedom of move-

ment). Clearly, although it should be qualified with regard

Table 5 Decomposition of the

positioning error along each

axis for 3DCam

Results in bold are statistically

significant at p B 0.05

Task Task 1 (well) Task 5 (globe) Task 6 (clock) Task 9 (boat)

Axis X Y Z X Y Z X Y Z X Y Z

Mean 9.62 8.70 18.58 2.20 2.30 6.84 43.51 27.74 12.75 3.21 22.98 5.07

SD 11.57 11.79 16.10 2.11 3.13 7.89 3.18 28.15 10.64 2.95 27.76 4.57

Pair X–Y Y–Z X–Z X–Y Y–Z X–Z X–Y Y–Z X–Z X–Y Y–Z X–Z

Test 1.082 4.429 4.030 0.184 2.953 3.290 2.620 2.387 12.387 3.386 3.108 2.168

p 0.293 <.001 0.001 0.856 0.008 0.004 0.017 0.028 <.001 0.003 0.006 0.043

Table 6 Decomposition of the

orientation error along each axis

for 3DCam

Results in bold are statistically

significant at p B 0.05

Task Task 3 (house) Task 6 (clock) Task 7 (computer) Task 9 (boat)

Axis X Y Z X Y Z X Y Z X Y Z

Mean 1.14 2.03 1.53 3.67 3.72 3.58 2.42 0.69 0.69 1.50 3.22 2.14

SD 0.94 1.84 1.59 4.64 2.80 3.31 2.27 0.84 0.78 1.22 2.74 1.73

Pair X–Y Y–Z X–Z X–Y Y–Z X–Z X–Y Y–Z X–Z X–Y Y–Z X–Z

Test 1.946 0.978 1.266 0.054 0.182 0.109 3.562 0 3.288 3.151 1.656 1.405

p 0.067 0.340 0.221 0.958 0.857 0.914 0.002 1 0.004 0.005 0.114 0.176

Fig. 7 Mean scores for each criterion. The surrounded criteria

indicate a significant difference (in black) or a trend (gray) between

3DGloves and 3DCam



to the number of participants, the 3DCam brings an equal

or even greater FoI compared to 3DGloves (8 against 2, 10

without preference). We can hypothesize that the absence

of equipment (and thus weight on the hands) and the

freedom of movement are likely to strengthen the FoI as

the interaction is the same for both systems. The short

range of the magnetic tracking system (which trembles

when it is too far from the antenna) was also likely to

weaken the involvement of the participant in the task and

thus to reduce the FoI.

Results reflect a weakness for the 3DGloves precision,

which is confirmed by the participants’ comments. General

preferences are in favor of the 3DCam, since 12 out of the

20 would choose the 3DCam, as opposed to only 3 for

3DGloves (and 5 ‘‘equal’’).

3.2.3 Assessment of the interaction modalities

Figure 9 summarizes the participants’ answers to Likert

scale questions. It appears that rotation is significantly

lower than the three other interaction modalities, for each

criterion and moving is considered more intuitive than

navigation (Z = 1.897; p = 0.058) and scaling

(Z = 2.310; p = 0.021). Only one participant found rota-

tion modality intuitive; for the others, two main reasons

justify the weakness of rotation:

• The unusual form of the action was difficult in initial

learning; this reason was mentioned by 7 participants.

• The difficulty to associate a particular movement to a

specific rotation; this reason was given by 5

participants.

Moving was considered effective, simple, and intuitive

by all the participants. Negative comments were more

general and concerned the stability and the quality of the

recognition of the hand’s state. Similarly, scaling was

evaluated positively by 16 participants, considered as being

intuitive, fast, and accurate. Only one participant men-

tioned that it was difficult to know how to position both

hands before rescaling. Finally, navigation was also con-

sidered very intuitive and very fast by 12 participants and

as a fun experience by four participants. However, 2 par-

ticipants noticed that this interaction was too sensitive and

not very accurate over short distances and 5 participants

mentioned excessive speed.

Moving was probably considered more intuitive than the

other interaction modalities because it is the only one

which is directly adapted from the real environment with-

out an interaction metaphor (joystick for navigation, spring

for scaling) or an adaptation (x, y, z decomposition for

rotation).

3.2.4 Improvement suggestions

Suggestions for improvement concern comments and crit-

icisms in general terms or specific to an interaction

modality. Several solutions were proposed by participants

to avoid the instability, especially with 3DGloves, which

makes tasks requiring precision difficult, such as moving:

modulating the speed of movement as a function of dis-

tance, or using the second hand to validate the end of a

movement. These solutions could also be applied to scaling

and rotation.

As far as rotation is concerned, opinions are divided. 6

participants enjoyed the simple access to the 3 axes without

an additional menu but 12 participants experienced diffi-

culties, mainly concerning the ‘‘initial learning.’’ Seven

participants suggested giving visual feedback to indicate

which movement corresponds to which axis in order to

help. Another participant suggested limiting the choice to a

single axis and to lock the two others, which seems to go

against the interest of an immediate access to the three

axes. Finally, one participant mentioned rotation by a

turning of the hand. Scaling was considered positively by

Fig. 8 Stacked histogram of the distribution of participants according

to each criterion Fig. 9 Average scores for each criterion each interaction modality



all participants. But some also mentioned difficulties when,

for example, they started the decrease movement with

hands held too close together. Since they then ended up

with their hands touching each other, they were obliged to

‘‘disengage’’ and reposition their hands to start over. A first

solution is that one hand manages the scale in one axis

while the other acts like an on/off switch for the action. The

second is an exponential scale when hands are close: the

size of the object continues to decrease avoiding the need

to release. Navigation was mainly evaluated as quick and

intuitive by the participants.

These various comments and suggestions will be the

basis for improving our solution.

4 Conclusions and perspectives

The work reported here is based on several premises. First,

a kind of technology which aims to make the interface

‘‘disappear’’ to allow a ‘‘natural’’ user interaction is often

presented as the final outcome of direct manipulation

interfaces (Fuchs and Moreau 2003). These authors also

suggest that motor responses must be ideally transmitted

without link between man and machine. Finally, according

to (Winkler et al. 2007), having no hardware to wear and

making the system seamless to the user is likely to improve

the sense of immersion and presence. The solution we

developed tries to provide, in part, answers to these ques-

tions that are crucial in the VR field.

In this paper, we presented the design of a seamless

solution dedicated to capturing hand movements for real-

time interaction in 3D environments. Specifically, we were

interested in the selection, manipulation, and navigation

tasks. We propose a real-time solution concerning the

interactions (navigation, moving, scaling, and rotation of

the objects); however, calling the menu and selecting the

action to perform, selecting, and unselecting objects are not

done in real time because it requires poses of 2 s to validate

the choices. The solution is understood here as a complete

system composed of the device (Kinect), the processing

and the detection algorithms as well as the developed

interaction modalities. The objective was to demonstrate

the value of such a seamless solution. The underlying and

secondary objective was to evaluate the interaction

modalities in order to propose an effective, efficient, and

comfortable solution.

To accomplish this, we carried out an experiment with

20 participants and we contrasted our solution to an

existing and functionally equivalent commercial system. In

order to obtain comparable results, we used the same

interaction modalities in the two systems. Based on our

objectives, we formulated four hypotheses related to per-

formance and subjective preferences. We expected, for our

solution, a better precision (H1), better execution times

(H2), a better acceptability (H3), and better subjective

preferences (H4). We measured the participants’ perfor-

mance for nine different tasks according to global criteria

or relative to each task. In addition, we assessed the sub-

jective preferences of the participants and collected their

comments and suggestions for improvements through a

questionnaire.

Hypotheses H1 and H3 are linked since the absence of

wearing equipment (and wired connection between the

devices and the computer) should impact performances and

preferences. The absence of weight and ‘‘hindrance’’ could

help to minimize both fatigue and maximize accuracy and

allow participants to experience better comfort and

efficiency.

Concerning accuracy, no device performs better than the

other which does not validate H1. We thought that the

absence of equipment (i.e., weight) was sufficient to min-

imize fatigue and therefore the imprecision. Two expla-

nations are possible: firstly, the experimentation time could

be insufficient to induce fatigue and thus to affect the

results; secondly, the fatigue caused by wearing the gloves

and sensors could be negligible compared to the tiredness

of raising an arm without support. From this viewpoint, it

could be interesting to perform a longitudinal study to

provide a large number of results and data related to a real

use of a seamless system dedicated to interaction in VE.

Longer experiment times could allow us to assess the rel-

ative importance of different criteria studied (e.g., comfort,

freedom of movement…) on participants’ global prefer-

ences. Contrary to hypothesis H2, execution times were no

better for one device than the other. Comments from par-

ticipants shed more light on these explanations since they

evoked a problem of reliability in the recognition of the

state of the hand with the 3DCam and a problem of

trembling of the 3DGloves data when the hands were too

far from the antenna. These two negative points, inherent to

technical solutions, could have smoothed out the perfor-

mance results. Thus, if the detection of the movements with

the 3DCam and 3DGloves were the same with regard to

accuracy, the reliability of the recognition of the state of

the hand remains lower for the 3DCam. This problem could

be overcome by adding cameras, to ensure that the hand is

always correctly oriented. With a robust detection, our

algorithm would be more effective. Perspectives of

improvements are important: thanks to a system like the

LeapMotion we probably could in the short-term consider

the position of each finger with more precision, making

possible a richer interaction with a much more diverse

interaction language. Participant’s preferences are in

majority in favor of the 3DCam, mainly for the criteria of

comfort, freedom of movement, and handiness. The feeling

of immersion is equivalent between the two systems for



half of the participants, but is perceived as higher for the

3DCam for 8 of the 10 others. Similarly, perceived ease of

use is superior to the 3DCam for nine participants, when

only five evoke 3DGloves for this criterion. These results

tend to validate the hypotheses H3 and H4.

Currently, our solution is able to provide an alternative

to a conventional system for the main tasks usually per-

formed in VR applications, regarding the profile of our

participants. The major advantage is the cost, much

cheaper than common VR equipment. The other major

advantage is the potential of 3D cameras, which go far

beyond the tasks we developed. Our solution can replace

classic equipment while providing a better ‘‘use-value’’

(Loup-Escande et al. 2011). The improvements of the

OpenNI or Microsoft’s libraries will also enable our solu-

tion to gradually extend its potential, even if the proposed

interactions can today cover the most common needs in

VE.

Concerning the latency of our system, even if the value

may seem significant in absolute terms, in the question-

naires filled out by the participants, no participant has been

disturbed or noted the latency between their movement and

the action performed on the screen. Maybe participants did

not noticed this latency also because none of the interac-

tions required to make movements needs to be fast. As

moves are made at normal speed, the difference between the

actual movement and the movement in the 3D environment

is not really noticeable. The optimization of the code using

GPGPU has the potential to bring back the latency to an

effective not perceptive level. New devices like Microsoft

Kinect 2 are hoped to provide shorter latencies, greater

resolution, and closer range (Kim et al. 2014).

The potential applications are numerous and go far

beyond only the VR field. We can imagine using gestures

to control computers and navigate through applications.

Uses may also be extended to health care and particularly

the rehabilitation of upper limbs or in areas such as home

automation where it would be possible to control different

devices only with gestures (lower or raise lights, electric

shutters, etc.). In art and music, it might be interesting to

record the fingers movements of a virtuoso (Maes et al.

2012). These are just a few examples among many, but the

range of possible applications is vast.

Ultimately, we believe that these new ways of inter-

acting with the environment (real or virtual) will be part of

our lives. It remains to improve motion capture algorithms,

3D cameras (higher resolution, higher refresh rate,

improved accuracy, as promised in the Kinect2) and also

improve the interaction modalities. These perspectives lead

us to continue our efforts and our work in this exciting

promising direction.

Appendix

See Fig. 10.

Fig. 10 Software solutions
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