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ABSTRACT

Photonic nanostructures have attracted a tremendous
amount of attention in the recent past. Via their size,
shape and material it is possible to engineer their op-
tical response to user-defined needs. Tailoring of the
optical response is usually based on a reference geom-
etry for which subsequent variations to the initial de-
sign are applied. Such approach, however, might fail if
optimum nanostructures for complex optical responses
are searched. As example we can mention the case
of complex structures with several simultaneous opti-
cal resonances. We propose an approach to tackle the
problem in the inverse way: In a first step we define
the desired optical response as function of the nanos-
tructure geometry. This response is numerically evalu-
ated using the Green Dyadic Method for fully retarded
electro-dynamical simulations. Eventually, we optimize
multiple of such objective functions concurrently, us-
ing an evolutionary multi-objective optimization algo-
rithm, which is coupled to the electro-dynamical sim-
ulations code. A great advantage of this optimization
technique is, that it allows the implicit and automatic
consideration of technological limitations like the elec-
tron beam lithography resolution. Explicitly, we opti-
mize silicon nanostructures such that they provide two
user-defined resonance wavelengths, which can be indi-
vidually addressed by crossed incident polarizations.

1. INTRODUCTION

In the last decades, properly designed photonic nanos-
tructures have been used to control light at the sub-
wavelength scale.1 With an appropriate choice of ma-
terial, particle shape and size, it is possible to tailor
many optical effects such as resonant scattering (e.g.
for color rendering),2,3 directionality4,5 or polarization
of scattered light,6 nano-scale heat generation7 or non-
linear optical effects.8–10 In this context, high-index
dielectric nanostructures have attracted particular in-
terest owing to their capacity to generate strong electric
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and magnetic fields with very low non-radiative dissipa-
tive effects.11–15 Resonances in dielectric nanoparticles
are spectrally tunable from the UV to the near IR.16,17

Conceiving photonic nanostructures is usually based
on a reference geometry, chosen by intuitive consider-
ations. The reference structure is then systematically
adapted along a few free parameters in order to op-
timize its optical response to a given problem. If we
consider more complex models, due to the increasing
number of free parameters, the systematic analysis of
the whole parameter-space can quickly become an im-
possible task and trial-and-error is usually not an ef-
ficient strategy neither. Heuristic techniques such as
Evolutionary Optimization (EO) can be a better ap-
proach to this kind of problems.18 EO mimics natu-
ral selection processes in order to drive a solution to
a complicated problem to its global optimum. While
radio-frequency antenna design uses EO techniques al-
ready for several decades, in nano-photonics evolution-
ary methods are employed only for a couple of years.
Some remarkable success has been reported in the de-
sign of single-particle geometries for the maximization
of near-field intensities,19–22 in far-field scattering from
plasmonic particles,23–25 for structural color26 or in the
design of hybrid plasmonic/dielectric nanostructures.27
Evolutionary strategies have also been used to conceive
larger structures like assemblies of several tens to hun-
dreds of nano-particles,28 photonic crystal waveguides
and metasurfaces29,30 or even complex nano-photonic
devices.31,32 One major advantage of evolutionary opti-
mization of nanostructure geometries is the possibility
to include fabrication constraints in the problem de-
scription, hence automatically yielding experimentally
feasible structures.33,34

The above cited works target single-objective prob-
lems. This is the simplest case of an optimization
scenario in nano-optics. A nano-structure that con-
currently fulfills multiple objectives will be in general
more difficult to design. To this end, particular algo-
rithms exist for evolutionary multi-objective optimiza-
tion (EMO).35 Examples from recent literature are the
automated design of multi-resonant silicon nanostruc-
tures,33 the optimization of a metasurface with multiple
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Figure 1. Illustration of both (a) direct and (b) inverse
problems in nano-optics. The direct problem is the calcula-
tion of the optical response of a given nanostructure. The
inverse problem, on the contrary, consists in searching a
specific particle geometry which fulfills some desired optical
response.

focal spots,36 or the EMO-driven design of a plasmonic
waveguide which has an optimum robustness against
geometrical variations.37

In this proceedings, we present a combination of
EMO with the Green Dyadic Method (GDM) for fully
retarded electro-dynamical simulations.38–40 We dis-
cuss two different approaches to multi-objective opti-
mization. In the first, we use a multi-objective fitness
function and optimize it using single-objective algo-
rithms. In the second approach, we optimize all ob-
jectives concurrently via a Pareto optimization. We
demonstrate both methods at the example of silicon
nanoantennas, which are optimized to yield an optical
response defined by two objectives.

2. INVERSE PROBLEMS IN
NANO-OPTICS

Calculating the optical properties of photonic nanos-
tructures with defined geometry and known material
is a relatively straightforward problem. Manifold sim-
ulation techniques exist ranging from finite-difference
time-domain (FDTD) to frequency domain techniques
with surface or volume discretization. This is usually
called the “direct problem” (see figure 1a).

Inverse problems (Fig. 1b), in which an optical re-
sponse is defined in the first place and the nano-
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Figure 2. Sketch of the evolutionary optimization of pho-
tonic nanostructures. A population of parameter-sets, each
describing the geometry of a photonic nanostructure under-
goes a cycle of reproduction, evaluation and selection. In
the illustration, each parameter-set is illustrated by a small
matchstick man. Once a stop criterion (e.g. a maximum
number of cycles) is met, the best candidate is chosen from
the final set of solutions.

structure that yields such response is searched, are usu-
ally far more difficult to solve. To solve inverse prob-
lems in nano-optics, a reference geometry is usually cho-
sen following intuitive reflections, which is subsequently
studied systematically by varying only few free param-
eters. However, such approach often does not yield the
very optimum solution and may even totally fail for
complex problems for which the intuitive first step can
no longer be used.

3. EVOLUTIONARY OPTIMIZATION
In such complex situations, a numerical optimization
algorithm can help finding optimum solutions to very
complicated problems. In the case of photonic nanos-
tructure design, the objective function involves in gen-
eral a numerical simulation of the optical response of
the input nanostructure geometry. This leads to a
non-analytic objective function which may not even be
continuous within the limits of the parameter space.
Hence, classical optimization algorithms fail, since they
are based on the analytical evaluation of the objective
function and its gradients.

A possible approach to find solutions to such compli-
cated problems are heuristic algorithms like evolution-
ary optimization (EO).18 This class of algorithms mim-
ics concepts of natural selection (survival of the fittest)
and reproduction (mutation and cross-over of genes) to
drive a population of parameters-sets for a problem to
the optimum solution (see figure 2).
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Regular evolutionary optimization algorithms work
on problems with a single optimization objective. Here,
our goal is to design nanostructure geometries, such
that several target properties are optimized concur-
rently. We therefore need a multi-objective optimiza-
tion scheme to address the problem. The two most
popular approaches are (1) the use of a single opti-
mization function (often also called “fitness function”),
combining several optimization objectives in a single
value.18,36 Or (2) so-called Pareto optimization algo-
rithms, which calculate a whole set of Pareto-optimal
(or “non-dominated”) solutions to the multi-objective
problem.33,35,37

3.1 Single-objective optimization:
Multi-objective fitness function
When using a single-objective optimization algorithm
on multi-objective problems, there is one main diffi-
culty. The necessary multi-objective fitness function is
mostly not trivial to define. It must reflect all opti-
mization goals in a finely tuned manner. If the differ-
ent objective values are not well balanced within the
multi-objective fitness function, the algorithm will end
up running basically as a single-objective optimization
on the most dominant target. However, for problems
where the objectives can be easily balanced, the ap-
proach using a multi-objective fitness function is usu-
ally relatively simple to employ.

We demonstrate its principle on the design of a
double-resonant silicon nanostructure. We search for
a planar silicon structure consisting of up to four in-
dividual blocks. The ensemble shall have two different
scattering resonances under illumination with an X, re-
spectively Y polarized plane wave. The free parameters
are the positions, as well as the lengths and widths of
the four blocks. The height is fixed to 100 nm. Details
on the structure model can be found in reference.33

We define a general shape of the desired scattering
spectrum for both, X and Y polarization, as shown by
thin lines with cross-shaped markers in figure 3. In each
evaluation step (see Fig. 2), the scattering cross-section
is simulated using the GDM at each of the N = 10
wavelengths of the predefined line-shape and for both
polarizations. For the selection step (see Fig. 2), we
calculate the χ2 value of each tested geometry:

χ2 =

N∑
i=1

(ytest,i − ytarget,i)
2

ytarget,i
, (1)

where the ytarget,i represent the target scattering in-
tensities and ytest,i are the normalized scattering cross-
sections of the simulated test geometries. The opti-
mization goal is to find a structure which minimizes

λX=500nm λY=600nm(a)

(b)

Figure 3. Result of the single-objective optimization using
a two-objective fitness function. Optimization problems for
(a) two target resonances with the same scattering inten-
sity, and (b) two target resonances with a intensity ratio of
IX/IY = 0.5. The structure illustrations show surfaces of
400× 400 nm2.

equation (1). Hence, during the selection step, only
structures with small values of χ2 are kept for the next
iteration.

In figure 3 we show two optimization runs. In the
first example, the two resonances are optimized to have
equal amplitude. In the second example, we look for
two resonances with relative intensity ratio of 0.5. The
optimization algorithm constructs geometries which ap-
proach the desired optical response. We point out that
an advantage of this technique is the possibility to also
tailor the line-width of a resonance. This might allow
for instance to explore the range of achievable quality-
factors for certain geometric models of nano-resonators.
We note furthermore, that we use the normalized spec-
tra during the evaluation of equation (1). Our multi-
objective fitness function therefore optimizes solely the
shape of the scattering spectra, not their intensity. Due
to the predefined line-shape which corresponds to a res-
onant profile, the optimization nevertheless yields res-
onant geometries.

We note, that in a similar approach multiple con-
straint functions can be used in a single-objective op-
timization. The different constraints are defined such
that they effectively represent multiple objectives for
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Figure 4. Illustration of the “Pareto front” concept. Sev-
eral objectives are optimized simultaneously (2 objectives in
this example). The "Pareto front" is composed by all solu-
tions to the problem that cannot be further improved in one
objective without worsening at least one other. A solution
which combines the optimum individually reachable values
for f1 and f2 can in reality not be achieved. It is hence
called the “utopia point”.

the optimization.32

3.2 Multi-objective optimization: Pareto
front
A second approach to multi-objective problems is the
so-called Pareto optimization.35 In this case, the ob-
jective functions are defined separately without need
to bundle them to a single fitness value like the “χ2”
in the above example. For the Pareto optimization,
specific evolutionary multi-objective optimization al-
gorithms exist, which calculates the so-called “Pareto
front”. This Pareto front is the set of “non-dominated”
solutions, in other words all solutions to the problem,
that cannot be improved in all of the objectives with-
out worsening at least one optimization objective (see
figure 4). All non-dominated solutions on the Pareto
front are in this manner optimally efficient.

To demonstrate the approach, we optimize again a
planar silicon nanostructure geometry, using the same
geometric model as in the previous section. We try
to find a structure which concurrently has a scattering
resonance at λX = 450 nm for X-polarized plane wave
illumination and a resonance at λY = 570nm for Y po-
larization. The optimization target in this second ex-
ample shall be the scattering efficiency, which is defined
as the scattering cross-section divided by the geometri-
cal cross-section of the structure (its “footprint”):

Qscat =
σscat
σgeo

. (2)

struct. No.

random
initialization Pareto front

EO

Y X

(1) (10) (20) (30) (40)

Figure 5. Initial random population (red points) and Pareto
front (green points) after a multi-objective optimization us-
ing λX = 450 nm and λY = 570 nm. Selected structure
geometries from the Pareto front are illustrated at the top
(300× 300nm2).

Technical details on the optimization algorithms and
model can be found in reference,33 in which we have
described the design of similar nanostructures for dif-
ferent resonant wavelengths. We note that in contrast
to the former section, the Pareto optimization yields
a true maximization of the scattering intensity at the
specific wavelengths.

The Pareto front at the end of the optimization is
shown in figure 5 (green line and points). In the same
figure, the fitness values of both objective functions of
the random initial population are shown as red points.
Geometries of selected structures on the Pareto front
are shown at the top of the figure. The EMO was able
to find structures that significantly increase the scat-
tering for both target resonances. We see that the gen-
eral alignment of the structures follows the polarization,
defined for the target resonance. For the shorter wave-
length (λX = 450 nm), the optimum structure further-
more consists of several blocks, while the longer wave-
length yields one large structure, unifying all available
blocks in a single element. This is a result of the con-
strained size of the four constituents and is discussed
in detail in reference.33 Finally, in figure 6 we show
the spectra of all structures on the Pareto front. In-
deed, the first structure (bottom of figure 6, number
“1”, dark blue line) has a pronounced optical resonance
at λ = 570nm under Y polarization, while the scat-
tering at the complementary objective (λ = 450 nm,
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λX=450nm λY=570nm
struct.
No.

Figure 6. Spectra of all structures on the Pareto front af-
ter the multi-objective optimization with λX = 450 nm and
λY = 570 nm (see also figure 5). The scattering efficiency is
shown for X polarized plane wave illumination on the left
plot and for Y polarization on the right. The best com-
promise structure is the number “10”, highlighted by red
lines. Each successive spectrum is offset on the Y -scale by
a positive step of 1. Hence, for example to get the actual
scattering efficiency of structure “20”, 19 must be subtracted
from the shown values.

X-polarization) is weak. The structure at the other
end of the Pareto front yields the opposite image: a
very strong resonance at λ = 450nm occurs for X-
polarization, while Y -polarized light is barely scattered
(top, purple line in figure 6). In the “middle” of the
Pareto-front, structures are found which yield reso-
nances in both cases and can be considered a compro-
mise between the two objective functions.

4. CONCLUSION

In conclusion, we demonstrated two different ap-
proaches to multi-objective optimization of photonic
nanostructures. The first approach is based on
single-objective optimization algorithms, using a multi-
objective fitness function, which summarized multi-
ple optimization objectives in a single number. This
method can be used to design the line-shape of a spec-
tral response over a larger wavelength range, which ef-
fectively treats a problem of a large number of objec-
tives (N considered wavelengths). However, such ap-
proach becomes limited when several entirely different

quantities are used as optimization objectives, since the
balancing of the different target values is crucial for
the multi-objective fitness function. Hence, we pre-
sented a second approach to multi-objective, namely
Pareto optimization, which can be a promising alterna-
tive in cases of very different target functions. Pareto
optimization consists in the search of the set of non-
dominated solutions to the problem. These solutions
cannot be further optimized in all objective functions
simultaneously. We demonstrated both approaches at
the example of a multi-resonant silicon nanostructure,
yielding comparable results.

In the future, EMO could be applied on many prob-
lems in nano-optics, which would profit from efficient
schemes to solve inverse problems. Examples go far
beyond multiresonant antennas41 or polarization de-
pendent tailored optical behavior.42,43 For instance
nanoantennas for optimized nonlinear optical effects are
particularly promising with respect to inverse design
methods. For the maximization of optical second har-
monic generation for instance,44,45 strong resonances
could be concurrently designed at the fundamental and
harmonic frequencies and furthermore tailored to yield
strongest field-enhancements just at the surface of the
nanoparticle.
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