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Abstract
Designing video prediction models that account
for the inherent uncertainty of the future is chal-
lenging. Most works in the literature are based
on stochastic image-autoregressive recurrent net-
works, which raises several performance and ap-
plicability issues. An alternative is to use fully la-
tent temporal models which untie frame synthesis
and temporal dynamics. However, no such model
for stochastic video prediction has been proposed
in the literature yet, due to design and training
difficulties. In this paper, we overcome these diffi-
culties by introducing a novel stochastic temporal
model whose dynamics are governed in a latent
space by a residual update rule. This first-order
scheme is motivated by discretization schemes of
differential equations. It naturally models video
dynamics as it allows our simpler, more inter-
pretable, latent model to outperform prior state-
of-the-art methods on challenging datasets.

1. Introduction
Being able to predict the future of a video from a few con-
ditioning frames in a self-supervised manner has many ap-
plications in fields such as reinforcement learning (Gregor
et al., 2019) or robotics (Babaeizadeh et al., 2018). More
generally, it challenges the ability of a model to capture
visual and dynamic representations of the world. Video
prediction has received a lot of attention from the computer
vision community. However, most proposed methods are de-
terministic, reducing their ability to capture video dynamics,
which are intrinsically stochastic (Denton & Fergus, 2018).

Stochastic video prediction is a challenging task which has
been tackled by recent works. Most state-of-the-art ap-
proaches are based on image-autoregressive models (Den-
ton & Fergus, 2018; Babaeizadeh et al., 2018), built around
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Recurrent Neural Networks (RNNs), where each generated
frame is fed back to the model to produce the next frame.
However, performances of their temporal models innately
depend on the capacity of their encoder and decoder, as each
generated frame has to be re-encoded in a latent space. Such
autoregressive processes induce a high computational cost,
and strongly tie the frame synthesis and temporal models,
which may hurt the performance of the generation process
and limit its applicability (Gregor et al., 2019; Rubanova
et al., 2019).

An alternative approach consists in separating the dynamic
of the state representations from the generated frames,
which are independently decoded from the latent space. In
addition to removing the aforementioned link between frame
synthesis and temporal dynamics, this is computationally ap-
pealing when coupled with a low-dimensional latent space.
Moreover, such models can be used to shape a complete rep-
resentation of the state of a system, e.g. for reinforcement
learning applications (Gregor et al., 2019), and are more
interpretable than autoregressive models (Rubanova et al.,
2019). Yet, these State-Space Models (SSMs) are more dif-
ficult to train as they require non-trivial inference schemes
(Krishnan et al., 2017) and a careful design of the dynamic
model (Karl et al., 2017). This leads most successful SSMs
to only be evaluated on small or artificial toy tasks.

In this work, we introduce a novel stochastic dynamic model
for the task of video prediction which successfully lever-
ages structural and computational advantages of SSMs that
operate on low-dimensional latent spaces. Its dynamic com-
ponent determines the temporal evolution of the system
through residual updates of the latent state, conditioned on
learned stochastic variables. This formulation allows us to
implement an efficient training strategy and process in an
interpretable manner complex high-dimensional data such
as videos. This residual principle can be linked to recent
advances relating residual networks and Ordinary Differen-
tial Equations (ODEs) (Chen et al., 2018). This interpreta-
tion opens new perspectives such as generating videos at
different frame rates, as demonstrated in our experiments.
The proposed approach outperforms current state-of-the-
art models on the task of stochastic video prediction, as
demonstrated by comparisons with competitive baselines
on representative benchmarks.
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2. Related Work
Video synthesis covers a range of different tasks, such
as video-to-video translation (Wang et al., 2018), super-
resolution (Caballero et al., 2017), interpolation between
distant frames (Jiang et al., 2018), generation (Tulyakov
et al., 2018), and video prediction, which is the focus of this
paper.

Deterministic models. Inspired by prior sequence gen-
eration models using RNNs (Graves, 2013), a number of
video prediction methods (Srivastava et al., 2015; Villegas
et al., 2017; van Steenkiste et al., 2018; Wichers et al., 2018;
Jin et al., 2020) rely on LSTMs (Long Short-Term Mem-
ory networks, Hochreiter & Schmidhuber, 1997), or, like
Ranzato et al. (2014), Jia et al. (2016) and Xu et al. (2018a),
on derived networks such as ConvLSTMs (Shi et al., 2015).
Indeed, computer vision approaches are usually tailored
to high-dimensional video sequences and propose domain-
specific techniques such as pixel-level transformations and
optical flow (Shi et al., 2015; Walker et al., 2015; Finn
et al., 2016; Jia et al., 2016; Walker et al., 2016; Vondrick &
Torralba, 2017; Liang et al., 2017; Liu et al., 2017; Lotter
et al., 2017; Lu et al., 2017a; Fan et al., 2019; Gao et al.,
2019) that help to produce high-quality predictions. Such
predictions are, however, deterministic, thus hurting their
performance as they fail to generate sharp long-term video
frames (Babaeizadeh et al., 2018; Denton & Fergus, 2018).
Following Mathieu et al. (2016), some works proposed to
use adversarial losses (Goodfellow et al., 2014) on the model
predictions to sharpen the generated frames (Vondrick &
Torralba, 2017; Liang et al., 2017; Lu et al., 2017a; Xu et al.,
2018b; Wu et al., 2020). Nonetheless, adversarial losses are
notoriously hard to train (Goodfellow, 2016), and lead to
mode collapse, thereby preventing diversity of generations.

Stochastic and image-autoregressive models. Some ap-
proaches rely on exact likelihood maximization, using pixel-
level autoregressive generation (van den Oord et al., 2016;
Kalchbrenner et al., 2017; Weissenborn et al., 2020) or nor-
malizing flows through invertible transformations between
the observation space and a latent space (Kingma & Dhari-
wal, 2018; Kumar et al., 2020). However, they require
careful design of complex temporal generation schemes
manipulating high-dimensional data, thus inducing a pro-
hibitive temporal generation cost. More efficient continuous
models rely on Variational Auto-Encoders (VAEs, Kingma
& Welling, 2014; Rezende et al., 2014) for the inference
of low-dimensional latent state variables. Except Xue et al.
(2016) and Liu et al. (2019) who learn a one-frame-ahead
VAE, they model sequence stochasticity by incorporating
a random latent variable per frame into a deterministic
RNN-based image-autoregressive model. Babaeizadeh et al.
(2018) integrate stochastic variables into the ConvLSTM

architecture of Finn et al. (2016). Concurrently with He et al.
(2018), Denton & Fergus (2018) use a prior LSTM condi-
tioned on previously generated frames in order to sample
random variables that are fed to a predictor LSTM; perfor-
mance of such methods were improved in follow-up works
by increasing networks capacities (Castrejon et al., 2019;
Villegas et al., 2019). Finally, Lee et al. (2018) combine
the ConvLSTM architecture and this learned prior, adding
an adversarial loss on the predicted videos to sharpen them
at the cost of a diversity drop. Yet, all these methods are
image-autoregressive, as they feed their predictions back
into the latent space, thereby tying the frame synthesis and
temporal models and increasing their computational cost.
Concurrently to our work, Minderer et al. (2019) propose
to use the autoregressive VRNN model (Chung et al., 2015)
on learned image key-points instead of raw frames. It re-
mains unclear to which extent this change could mitigate
the aforementioned problems. We instead tackle these is-
sues by focusing on video dynamics, and propose a model
that is state-space and acts on a small latent space. This
approach yields better experimental results despite weaker
video-specific priors.

State-space models. Many latent state-space models have
been proposed for sequence modelization (Bayer & Os-
endorfer, 2014; Fraccaro et al., 2016; 2017; Krishnan et al.,
2017; Karl et al., 2017; Hafner et al., 2019), usually trained
by deep variational inference. These methods, which use
locally linear or RNN-based dynamics, are designed for
low-dimensional data, as learning such models on complex
data is challenging, or focus on control or planning tasks.
In contrast, our fully latent method is the first one to be
successfully applied to complex high-dimensional data such
as videos, thanks to a temporal model based on residual
updates of its latent state. It falls within the scope of a
recent trend linking differential equations with neural net-
works (Lu et al., 2017b; Long et al., 2018), leading to the
integration of ODEs, that are seen as continuous residual
networks (He et al., 2016), in neural network architectures
(Chen et al., 2018). However, the latter work as well as
follow-ups and related works (Rubanova et al., 2019; Yıldız
et al., 2019; Le Guen & Thome, 2020) are either limited to
low-dimensional data, prone to overfitting or unable to han-
dle stochasticity within a sequence. Another line of works
considers stochastic differential equations with neural net-
works (Ryder et al., 2018; De Brouwer et al., 2019), but are
limited to continuous Brownian noise, whereas video pre-
diction additionally requires to model punctual stochastic
events.

3. Model
We consider the task of stochastic video prediction, consist-
ing in approaching, given a number of conditioning video
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(c) Model and inference architecture on a test sequence. The transparent block on the left depicts the prior,
and those on the right correspond to the full inference performed at training time.

Figure 1. (a), (b) Proposed generative and inference models. Diamonds and circles represent, respectively, deterministic and stochastic
states. (c) Corresponding architecture with two parts: inference on conditioning frames on the left, generation for extrapolation on the
right. hφ and gθ are deep Convolutional Neural Networks (CNNs), and other named networks are Multilayer Perceptrons (MLPs).

frames, the distribution of possible future frames.

3.1. Latent Residual Dynamic Model

Let x1:T be a sequence of T video frames. We model their
evolution by introducing latent variables y that are driven
by a dynamic temporal model. Each frame xt is then gen-
erated from the corresponding latent state yt only, making
the dynamics independent from the previously generated
frames.

We propose to model the transition function of the latent
dynamic of y with a stochastic residual network. State
yt+1 is chosen to deterministically depend on the previous
state yt, conditionally to an auxiliary random variable zt+1.
These auxiliary variables encapsulate the randomness of the
video dynamics. They have a learned factorized Gaussian
prior that depends on the previous state only. The model is
depicted in Figure 1(a), and defined as follows:

y1 ∼ N (0, I),

zt+1 ∼ N
(
µθ(yt), σθ(yt)I

)
,

yt+1 = yt + fθ(yt, zt+1),

xt ∼ G
(
gθ(yt)

)
,

(1)

where µθ, σθ, fθ and gθ are neural networks, and G
(
gθ(yt)

)
is a probability distribution parameterized by gθ(yt). In our
experiments, G is a normal distribution with mean gθ(yt)
and constant diagonal variance. Note that y1 is assumed
to have a standard Gaussian prior, and, in our VAE setting,
will be inferred from conditioning frames for the prediction
task, as shown in Section 3.3.

The residual update rule takes inspiration in the Euler dis-

cretization scheme of differential equations. The state of the
system yt is updated by its first-order movement, i.e., the
residual fθ(yt, zt+1). Compared to a regular RNN, this sim-
ple principle makes our temporal model lighter and more
interpretable. Equation (1), however, differs from a dis-
cretized ODE because of the introduction of the stochastic
discrete-time variables z. Nonetheless, we propose to allow
the Euler step size ∆t to be smaller than 1, as a way to make
the temporal model closer to a continuous dynamics. The
updated dynamics becomes, with 1

∆t ∈ N to synchronize
the step size with the video frame rate:

yt+∆t = yt + ∆t · fθ
(
yt, zbtc+1

)
. (2)

For this formulation, the auxiliary variable zt is kept con-
stant between two integer time steps. Note that a different
∆t can be used during training or testing. This allows our
model to generate videos at an arbitrary frame rate since
each intermediate latent state can be decoded in the obser-
vation space. This ability enables us to observe the quality
of the learned dynamic as well as challenge its ODE inspi-
ration by testing its generalization to the continuous limit in
Section 4. In the following, we consider ∆t as a hyperpa-
rameter. For the sake of clarity, we consider that ∆t = 1 in
the remaining of this section; generalizing to a smaller ∆t
is straightforward as Figure 1(a) remains unchanged.

3.2. Content Variable

Some components of video sequences can be static, such as
the background or shapes of moving objects. They may not
impact the dynamics; we therefore model them separately, in
the same spirit as Denton & Birodkar (2017) and Yingzhen
& Mandt (2018). We compute a content variable w that
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remains constant throughout the whole generation process
and is fed together with yt into the frame generator. It
enables the dynamical part of the model to focus only on
movement, hence being lighter and more stable. Moreover,
it allows us to leverage architectural advances in neural
networks, such as skip connections (Ronneberger et al.,
2015), to produce more realistic frames.

This content variable is a deterministic function cψ of a
fixed number k < T of frames x(k)

c =
(
xi1 , . . . ,xik

)
:w = cψ

(
x

(k)
c

)
= cψ

(
xi1 , . . . ,xik

)
xt ∼ G

(
gθ(yt,w)

)
.

(3)

During testing, x(k)
c are the last k conditioning frames (usu-

ally between 2 and 5).

This content variable is not endowed with any probabilistic
prior, contrary to the dynamic variables y and z. Thus, the
information it contains is not constrained in the loss function
(see Section 3.3), but only architecturally. To prevent tempo-
ral information from leaking in w, we propose to uniformly
sample these k frames within x1:T during training. We also
design cψ as a permutation-invariant function (Zaheer et al.,
2017), consisting in an MLP fed with the sum of individual
frame representations, following Santoro et al. (2017).

This absence of prior and its architectural constraint allows
w to contain as much non-temporal information as possible,
while preventing it from containing dynamic information.
On the other hand, due to their strong standard Gaussian
priors, y and z are encouraged to discard unnecessary infor-
mation. Therefore, y and z should only contain temporal
information that could not be captured by w.

Note that this content variable can be removed from our
model, yielding a more classical deep state-space model.
An experiment in this setting is presented in Appendix E.

3.3. Variational Inference and Architecture

Following the generative process depicted in Figure 1(a),
the conditional joint probability of the full model, given a
content variable w, can be written as:

p(x1:T , z2:T ,y1:T | w)

= p(y1)

T∏
t=2

p(zt,yt | yt−1)

T∏
t=1

p(xt | yt,w),
(4)

with

p(zt,yt | yt−1) = p(zt | yt−1)p(yt | yt−1, zt). (5)

According to the expression of yt+1 in Equation (1),
p(yt | yt−1, zt) = δ

(
yt − yt−1 − fθ(yt−1, zt)

)
, where δ

is the Dirac delta function centered on 0. Hence, in order to

optimize the likelihood of the observed videos p(x1:T | w),
we need to infer latent variables y1 and z2:T . This is done
by deep variational inference using the inference model pa-
rameterized by φ and shown in Figure 1(b), which comes
down to considering a variational distribution qZ,Y defined
and factorized as follows:

qZ,Y , q(z2:T ,y1:T | x1:T ,w)

= q(y1 | x1:k)

T∏
t=2

q(zt | x1:t) q(yt | yt−1, zt)︸ ︷︷ ︸
=p(yt | yt−1,zt)

, (6)

with q(yt | yt−1, zt) = p(yt | yt−1, zt) being the afore-
mentioned Dirac delta function. This yields the following
evidence lower bound (ELBO), whose full derivation is
given in Appendix A:

log p(x1:T | w) ≥ L(x1:T ;w, θ, φ)

,−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

+ E(z̃2:T ,ỹ1:T )∼qZ,Y

 T∑
t=1

log p(xt | ỹt,w)

−
T∑
t=2

DKL

(
q(zt | x1:t)

∥∥ p(zt | ỹt−1)
),

(7)

where DKL denotes the Kullback–Leibler (KL) divergence
(Kullback & Leibler, 1951).

The sum of KL divergence expectations implies to con-
sider the full past sequence of inferred states for each time
step, due to the dependence on conditionally deterministic
variables y2:T . However, optimizing L(x1:T ;w, θ, φ) with
respect to model parameters θ and variational parameters φ
can be done efficiently by sampling a single full sequence of
states from qZ,Y per example, and computing gradients by
backpropagation (Rumelhart et al., 1988) trough all inferred
variables, using the reparameterization trick (Kingma &
Welling, 2014; Rezende et al., 2014). We classically choose
q(y1 | x1:k) and q(zt | x1:t) to be factorized Gaussian so
that all KL divergences can be computed analytically.

We include an `2 regularization term on residuals fθ applied
to y which stabilizes the temporal dynamics of the residual
network, as noted by Behrmann et al. (2019), de Bézenac
et al. (2019) and Rousseau et al. (2019). Given a set of
videos X , the full optimization problem, where L is defined
as in Equation (7), is then given as:

arg max
θ,φ,ψ

∑
x∈X

E
x

(k)
c
L
(
x1:T ; cψ

(
x(k)

c

)
, θ, φ

)

−λ · E(z2:T ,y1:T )∼qZ,Y

T∑
t=2

∥∥fθ(yt−1, zt)
∥∥

2

. (8)
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Figure 2. Conditioning frames and corresponding ground truth and best samples with respect to PSNR from SVG and our method for an
example of the Stochastic Moving MNIST dataset.

Figure 1(c) depicts the full architecture of our temporal
model, showing how the model is applied during testing.
The first latent variables are inferred with the conditioning
framed and are then predicted with the dynamic model. In
contrast, during training, each frame of the input sequence
is considered for inference, which is done as follows. Firstly,
each frame xt is independently encoded into a vector-valued
representation x̃t, with x̃t = hφ(xt). y1 is then inferred
using an MLP on the first k encoded frames x̃1:k. Each
zt is inferred in a feed-forward fashion with an LSTM on
the encoded frames. Inferring z this way experimentally
performs better than, e.g., inferring them from the whole
sequence x1:T ; we hypothesize that this follows from the
fact that this filtering scheme is closer to the prediction
setting, where the future is not available.

4. Experiments
This section exposes the experimental results of our method
on four standard stochastic video prediction datasets.1 We
compare our method with state-of-the-art baselines on
stochastic video prediction. Furthermore, we qualitatively
study the dynamics and latent space learned by our model.2

Training details are described in Appendix C.

The stochastic nature and novelty of the task of stochastic
video prediction make it challenging to evaluate (Lee et al.,
2018): since videos and models are stochastic, comparing
the ground truth and a predicted video is not adequate. We
thus adopt the common approach (Denton & Fergus, 2018;
Lee et al., 2018) consisting in, for each test sequence, sam-
pling from the tested model a given number (here, 100) of
possible futures and reporting the best performing sample
against the true video. We report this discrepancy for three
commonly used metrics that are computed frame-wise and
averaged over time: Peak Signal-to-Noise Ratio (PSNR,

1Code and datasets are available at https://github.
com/edouardelasalles/srvp. Pretrained models are
downloadable at https://data.lip6.fr/srvp/.

2Animated video samples are available at https://sites.
google.com/view/srvp/.

higher is better), Structured Similarity (SSIM, higher is bet-
ter), and Learned Perceptual Image Patch Similarity (LPIPS,
lower is better, Zhang et al., 2018). PSNR greatly penalizes
errors in predicted dynamics, as it is a pixel-level measure
derived from the `2 distance, but might also favor blurry
predictions. SSIM (only reported in Appendix D for the
sake of concision) rather compares local frame patches to
circumvent this issue, but loses some dynamics information.
LPIPS compares images through a learned distance between
activations of deep CNNs trained on image classification
tasks, and has been shown to better correlate with human
judgment on real images. Finally, the recently proposed
Fréchet Video Distance (FVD, lower is better, Unterthiner
et al., 2018) aims at directly comparing the distribution of
predicted videos with the ground truth distribution through
the representations computed by a deep CNN trained on
action recognition tasks. It has been shown, independently
from LPIPS, to better capture the realism of predicted videos
than PSNR and SSIM. We treat all four metrics as comple-
mentary, as they capture different scales and modalities.

We present experimental results on a simulated dataset and
three real-world datasets, that we briefly present in the fol-
lowing and detail in Appendix B. The corresponding numer-
ical results can be found in Appendix D. For the sake of
concision, we only display a handful of qualitative samples
in this section, and refer to Appendix H and our website
for additional samples. We compare our model against sev-
eral variational state-of-the-art models: SV2P (Babaeizadeh
et al., 2018), SVG (Denton & Fergus, 2018), SAVP (Lee
et al., 2018), and StructVRNN (Minderer et al., 2019). Note
that SVG has the closest training and architecture to ours
among the state of the art. Therefore, we use the same neu-
ral architecture as SVG for our encoders and decoders in
order to perform fair comparisons with this method.

All baseline results are presented only on the datasets on
which they were tested in the original articles. They were
obtained with pretrained models released by the authors,
except those of SVG on the Moving MNIST dataset and
StructVRNN on the Human3.6M dataset, for which we

https://github.com/edouardelasalles/srvp
https://github.com/edouardelasalles/srvp
https://data.lip6.fr/srvp/
https://sites.google.com/view/srvp/
https://sites.google.com/view/srvp/
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Figure 3. Mean PSNR scores with respect to t for all tested models on the Moving MNIST dataset, with their 95%-confidence intervals.
Vertical bars mark the length of training sequences.

10 20 30 40

25

30

35

P
S

N
R

KTH

10 20 30 40 50

24

26

28

30

Human3.6M

10 20 30

18

20

22

24

BAIR

10 20 30 40
t

0.1

0.2

0.3

L
P

IP
S

10 20 30 40 50
t

0.03

0.04

0.05

0.06

0.07

10 20 30
t

0.04

0.06

0.08

0.10

SV2P SAVP SVG StructVRNN Ours Ours - ∆t
2
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Table 1. FVD scores for all tested methods on the KTH, Human3.6M and BAIR datasets with their 95%-confidence intervals over five
different samples from the models. Bold scores indicate the best performing method for each dataset.

Dataset SV2P SAVP SVG StructVRNN Ours Ours - ∆t
2

Ours - MLP Ours - GRU

KTH 636 ± 1 374 ± 3 377 ± 6 — 222 ± 3 244 ± 3 255 ± 4 240 ± 5
Human3.6M — — — 556 ± 9 416 ± 5 415 ± 3 582 ± 4 1050 ± 20
BAIR 965 ± 17 152 ± 9 255 ± 4 — 163 ± 4 222 ± 42 162 ± 4 178 ± 10
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Figure 5. Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst sample from
our method, for a video of the KTH dataset. Samples are chosen according to their LPIPS with respect to the ground truth. SVG fails to
make a person appear, unlike SAVP and our model. The latter better predicts the subject pose and produces more realistic predictions.

trained models using the code and hyperparameters provided
by the authors (see Appendix B). Unless specified otherwise,
our model is tested with the same ∆t as in training (see
Equation (2)).

Stochastic Moving MNIST. This dataset consists of one
or two MNIST digits (LeCun et al., 1998) moving linearly
and randomly bouncing on walls with new direction and ve-
locity sampled randomly at each bounce (Denton & Fergus,
2018).

Figure 3 (left) shows quantitative results with two digits.
Our model outperforms SVG on both PSNR and SSIM;
LPIPS and FVD are not reported as they are not relevant
for this synthetic task. Decoupling dynamics from image
synthesis allows our method to maintain temporal consis-
tency despite high-uncertainty frames where crossing digits
become indistinguishable. For instance in Figure 2, the dig-
its shapes change after they cross in the SVG prediction,
while our model predicts the correct digits. To evaluate the
predictive ability on a longer horizon, we perform experi-
ments on the deterministic version of the dataset (Srivastava
et al., 2015) with only one prediction per model to compute
PSNR and SSIM. We show the results up to t+ 95 in Fig-
ure 3 (right). We can see that our model better captures the
dynamics of the problem compared to SVG as its perfor-
mance decreases significantly less over time, especially at a
long-term horizon.

We also compare to two alternative versions of our model in
Figure 3, where the residual dynamic function is replaced
by an MLP or a GRU (Gated Recurrent Unit, Cho et al.,
2014). Our residual model outperforms both versions on

the stochastic, and especially on the deterministic version
of the dataset, showing its intrinsic advantage at modeling
long-term dynamics. Finally, on the deterministic version
of Moving MNIST, we compare to an alternative where z
is entirely removed, resulting in a temporal model close to
the one presented by Chen et al. (2018). The loss of perfor-
mance of this alternative model is significant, showing that
our stochastic residual model offers a substantial advantage
even when used in a deterministic environment.

KTH Action dataset (KTH). This dataset is composed
of real-world videos of people performing a single action
per video in front of different backgrounds (Schüldt et al.,
2004). Uncertainty lies in the appearance of subjects, the
actions they perform, and how they are performed.

We substantially outperform on this dataset every considered
baseline for each metric, as shown in Figure 4 and Table 1.
In some videos, the subject only appears after the condition-
ing frames, requiring the model to sample the moment and
location of the subject appearance, as well as its action. This
critical case is illustrated in Figure 5. There, SVG fails to
even generate a moving person; only SAVP and our model
manage to do so, and our best sample is closer to the sub-
ject’s poses compared to SAVP. Moreover, the worst sample
of our model demonstrates that it captures the diversity of
the dataset by making a person appear at different time steps
and with different speeds. An additional experiment on this
dataset in Appendix G studies the influence of the encoder
and decoder architecture on SVG and our model.

Finally, Table 1 and appendix Table 3 compare our method
to its MLP and GRU alternative versions, leading to two
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Figure 6. Conditioning frames and corresponding ground truth, best samples from StructVRNN and our method, and worst sample from
our method, with respect to LPIPS, for a video of the Human3.6M dataset. Our method better captures the dynamic of the subject and
produces less artefacts than StructVRNN.

conclusions. Firstly, it confirms the structural advantage
of residual dynamics observed on Moving MNIST. Indeed,
both MLP and GRU lose on all metrics, and especially in
terms of realism according to LPIPS and FVD. Secondly,
all three versions of our model (residual, MLP, GRU) out-
perform prior methods. Therefore, this improvement is
due to their common inference method, latent nature and
content variable, strengthening our motivation to propose a
non-autoregressive model.

Human3.6M. This dataset is also made of videos of sub-
jects performing various actions (Ionescu et al., 2011; 2014).
While there are more actions and details to capture with less
training subjects than in KTH, the video backgrounds are
less varied, and subjects always remain within the frames.

As reported in Figure 4 and Table 1, we significantly outper-
form, with respect to all considered metrics, StructVRNN,
which is the state of the art on this dataset and has been
shown to surpass both SAVP and SVG by Minderer et al.
(2019). Figure 6 shows the dataset challenges; in particular,
both methods do not capture well the subject appearance.
Nonetheless, our model better captures its movements, and
produces more realistic frames.

Comparisons to the MLP and GRU versions demonstrate
once again the advantage of using residual dynamics. GRU
obtains low scores on all metrics, which is coherent with
similar results for SVG reported by Minderer et al. (2019).
While the MLP version remains close to the residual model
on PSNR, SSIM and LPIPS, it is largely beaten by the latter
in terms of FVD.

BAIR robot pushing dataset (BAIR). This dataset con-
tains videos of a Sawyer robotic arm pushing objects on a
tabletop (Ebert et al., 2017). It is highly stochastic as the
arm can change its direction at any moment. Our method

(a) Cropped KTH sample.

(b) Cropped Human3.6M sample.

(c) Cropped BAIR sample.

Figure 7. Generation examples at doubled or quadrupled frame
rate, using a halved ∆t compared to training. Frames including a
bottom red dashed bar are intermediate frames.

Figure 8. Video (bottom right) generated from the dynamic latent
state y inferred with a video (top) and the content variable w
computed with the conditioning frames of another video (left).
The generated video keeps the same background as the bottom left
frames, while the subject moves accordingly to the top frames.
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Figure 9. From left to right, xs, x̂s (reconstruction of xs by the VAE of our model), results of the interpolation in the latent space between
xs and xt, x̂t and xt. Each trajectory is materialized in shades of grey in the frames.

achieves similar or better results compared to state-of-the-
art models in terms of PSNR, SSIM and LPIPS, as shown
in Figure 4, except for SV2P that produces very blurry
samples, as seen in Appendix H, yielding good PSNR but
prohibitive LPIPS scores. Our method obtains second-best
FVD score, close to SAVP whose adversarial loss enables it
to better model small objects, and outperforms SVG, whose
variational architecture is closest to ours, demonstrating the
advantage of non-autoregressive methods. Recent advances
(Villegas et al., 2019) indicate that performance of such
variational models can be improved by increasing networks
capacities, but this is out of the scope of this paper.

Varying frame rate in testing. We challenge here the
ODE inspiration of our model. Equation (2) amounts to
learning a residual function fzbtc+1

over t ∈
[
btc, btc+ 1

)
.

We aim at testing whether this dynamics is close to its con-
tinuous generalization:

dy

dt
= fzbtc+1

(y), (9)

which is a piecewise ODE. To this end, we refine this Euler
approximation during testing by halving ∆t; if this main-
tains the performance of our model, then the dynamic rule
of the latter is close to the piecewise ODE. As shown in
Figure 4 and Table 1, prediction performances overall re-
main stable while generating twice as many frames (cf.
Appendix F for further discussion). Therefore, the justifica-
tion of the proposed update rule is supported by empirical
evidence. This property can be used to generate videos
at a higher frame rate, with the same model, and without
supervision. We show in Figure 7 and Appendix F frames
generated at a double and quadruple frame rate on KTH,
Human3.6M and BAIR.

Disentangling dynamics and content. Let us show that
the proposed model actually separates content from dy-
namics as discussed in Section 3.2. To this end, two se-
quences xs and xt are drawn from the Human3.6M testing
set. While xs is used for extracting our content variable
ws, dynamic states yt are inferred with our model from xt.
New frame sequences x̂ are finally generated from the fu-
sion of the content vector and the dynamics. This results in
a content corresponding to the first sequence xs and a move-
ment following the dynamics of the second sequence xt, as

observed in Figure 8. More samples for KTH, Human3.6M,
and BAIR can be seen in Appendix H.

Interpolation of dynamics. Our state-space structure al-
lows us to learn semantic representations in yt. To high-
light this feature, we test whether two deterministic Moving
MNIST trajectories can be interpolated by linearly interpo-
lating their inferred latent initial conditions. We begin by
generating two trajectories xs and xt of a single moving
digit. We infer their respective latent initial conditions ys

1

and yt
1. We then use our model to generate frame sequences

from latent initial conditions linearly interpolated between
ys

1 and yt
1. If it learned a meaningful latent space, the result-

ing trajectory should also be a smooth interpolation between
the directions of reference trajectories xs and xt, and this is
what we observe in Figure 9. Additional examples can be
found in Appendix H.

5. Conclusion
We introduce a novel dynamic latent model for stochastic
video prediction which, unlike prior image-autoregressive
models, decouples frame synthesis and dynamics. This
temporal model is based on residual updates of a small la-
tent state that is showed to perform better than RNN-based
models. This endows our method with several desirable
properties, such as temporal efficiency and latent space inter-
pretability. We experimentally demonstrate the performance
and advantages of the proposed model, which outperforms
prior state-of-the-art methods for stochastic video predic-
tion. This work is, to the best of our knowledge, the first to
propose a latent dynamic model that scales for video predic-
tion. The proposed model is also novel with respect to the
recent line of work dealing with neural networks and ODEs
for temporal modeling; it is the first such residual model to
scale to complex stochastic data such as videos.

We believe that the general principles of our model (state-
space, residual dynamic, static content variable) can be
generally applied to other models as well. Interesting future
works include replacing the VRNN of Minderer et al. (2019)
with our residual dynamics in order to model the evolution
of key-points, supplementing our model with more video-
specific priors, or leveraging its state-space nature in model-
based reinforcement learning.
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A. Evidence Lower Bound
We develop in this section the computations of the variational lower bound for the proposed model.

Using the original variational lower bound of Kingma & Welling (2014) in Equation (10):

log p(x1:T | w)

≥ E(z̃2:T ,ỹ1:T )∼qZ,Y log p(x1:T | z̃2:T , ỹ1:T ,w)−DKL

(
qZ,Y

∥∥ p(y1:T , z2:T | w)
)

(10)

= E(z̃2:T ,ỹ1:T )∼qZ,Y log p(x1:T | z̃2:T , ỹ1:T ,w)−DKL

(
q(y1, z2:T | x1:T )

∥∥ p(y1, z2:T )
)

(11)

= E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1, z2:T | x1:T )

∥∥ p(y1, z2:T )
)
, (12)

where:

• Equation (11) is given by the forward and inference models factorizing p and q in Equations (4) to (6) and illustrated
by, respectively, Figures 1(a) and 1(b):

– the z variables and y1 are independent from w with respect to p and q;
– the y2:T variables are deterministic functions of y1 and z2:T with respect to p and q;

• Equation (12) results from the factorization of p(x1:T | y1:T , z1:T ,w) in Equation (4).

From there, by using the integral formulation of DKL:

log p(x1:T | w)

≥ E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)

+

∫
· · ·
∫
y1,z2:T

q(y1, z2:T | x1:T ) log
p(y1, z2:T )

q(y1, z2:T | x1:T )
dz2:T dy1

(13)

= E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:T )

∥∥ p(y1)
)

+ Eỹ1∼q(y1 | x1:T )

[∫
· · ·
∫
z2:T

q(z2:T | x1:T , ỹ1) log
p(z2:T | ỹ1)

q(z2:T | x1:T , ỹ1)
dz2:T

] (14)

= E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

+ Eỹ1∼q(y1 | x1:k)

[∫
· · ·
∫
z2:T

q(z2:T | x1:T , ỹ1) log
p(z2:T | ỹ1)

q(z2:T | x1:T , ỹ1)
dz2:T

] (15)

= E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

+ Eỹ1∼q(y1 | x1:k)

∫ · · · ∫
z2:T

T∏
t=2

q(zt | x1:t)

T∑
t=2

log
p(zt | ỹ1, z2:t−1)

q(zt | x1:t)
dz2:T

 (16)

= E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

− Eỹ1∼q(y1 | x1:k)DKL

(
q(z2 | x1:t)

∥∥ p(z2 | ỹ1)
)

+ Eỹ1∼q(y1 | x1:k)Ez̃2∼q(z2 | x1:2)

∫ · · · ∫
z3:T

T∏
t=3

q(zt | x1:t)

T∑
t=3

log
p(zt | y1, z̃2:t−1)

q(zt | x1:t)
dz3:T

,
(17)
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where:

• Equation (15) follows from the inference model of Equation (6), where y1 only depends on x1:k;

• Equation (16) is obtained from the factorizations of Equations (4) to (6).

By iterating Equation (17)’s step on z3, . . . ,zT and factorizing all expectations, we obtain:

log p(x1:T | w)

≥ E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

− Eỹ1∼q(y1 | xc)

(
Ez̃t∼q(zt | x1:t)

)T
t=2

T∑
t=2

DKL

(
q(zt | x1:t)

∥∥ p(zt | ỹ1, z̃1:t−1)
)
,

(18)

and we finally retrieve Equation (7) by using the factorization of Equation (6):

log p(x1:T | w)

≥ E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=1

log p(xt | ỹt,w)−DKL

(
q(y1 | x1:k)

∥∥ p(y1)
)

− E(z̃2:T ,ỹ1:T )∼qZ,Y

T∑
t=2

DKL

(
q(zt | x1:t)

∥∥ p(zt | ỹt−1)
)
.

(19)

B. Datasets Details
We detail in this section the datasets used in our experimental study.

B.1. Data Representation

For all datasets, video frames are represented by greyscale or RGB pixels with values within [0, 1] obtained by dividing by
255 their original values lying in J0, 255K.

B.2. Stochastic Moving MNIST

This monochrome dataset consists in one or two training MNIST digits (LeCun et al., 1998) of size 28× 28 moving linearly
within a 64× 64 frame and randomly bouncing against its border, sampling a new direction and velocity at each bounce
(Denton & Fergus, 2018). We use the same settings as Denton & Fergus (2018), train all models on 15 timesteps, condition
them at testing time on 5 frames, and predict either 20 (for the stochastic version) or 95 (for the deterministic version)
frames. Note that we adapted the dataset to sample more coherent bounces: the original dataset computes digit trajectories
that are dependent on the chosen framerate, unlike our corrected version of the dataset. We consequently retrained SVG on
this dataset, obtaining comparable results as those originally presented by Denton & Fergus (2018). Test data were produced
by generating a trajectory for each testing digit, and randomly pairwise combining these trajectories to produce 5000 testing
sequences containing each two digits.

B.3. KTH Action Dataset (KTH)

This dataset is composed of real-world 64× 64 monochrome videos of 25 people performing one of six actions (walking,
jogging, running, boxing, handwaving and handclapping) in front of different backgrounds (Schüldt et al., 2004). Uncertainty
lies in the appearance of subjects, the action they perform and how it is performed. We use the same settings as Denton &
Fergus (2018), train all models on 20 timesteps, condition them at testing time on 10 frames, and predict 30 frames. The
training set is formed with actions from the first 20 subjects, the remaining five being used for testing. Training is performed
by sampling sub-sequences of size 20 in the training set. The test set is composed of 1000 randomly sampled sub-sequences
of size 40.
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B.4. Human3.6M

This dataset is also made of videos of subjects performing various actions (Ionescu et al., 2011; 2014). While there are
more actions and details to capture with less training subjects than in KTH, the video backgrounds are less varied, and
subjects always remain within the frames. We use the same settings as Minderer et al. (2019) to train both our model and
StructVRNN, for which there is no available pretrained model. We train all models on 16 timesteps, condition them at
testing time on 8 frames, and predict 45 frames. Videos used in our experiment are subsampled from the original videos
at 6.25Hz, center-cropped from 1000 × 1000 to 800 × 800 and resized to 64 × 64 using the Lanczos filter of the Pillow
library3. The training set is composed of videos of subjects 1, 5, 6, 7, and 8, and the testing set is made from subjects 9 and
11; videos showing more than one action, marked by “ALL” in the dataset, are excluded. Training is performed by sampling
sub-sequences of size 16 in the training set. The test set is composed of 1000 randomly sampled sub-sequences of size 53
from the testing videos.

B.5. BAIR Robot Pushing Dataset (BAIR)

This dataset contains 64× 64 videos of a Sawyer robotic arm pushing objects on a tabletop (Ebert et al., 2017). It is highly
stochastic as the arm can change its direction at any moment. We use the same settings as Denton & Fergus (2018), train all
models on 12 timesteps, condition them at testing time on 2 frames, and predict 28 frames. Training and testing sets are the
same as those used by Denton & Fergus (2018).

C. Training Details
We expose in this section further information needed for the reproduction of our results.

C.1. Specifications

We used Python 3.7.6 and PyTorch 1.4.0 (Paszke et al., 2019) to implement our model. Each model was trained on Nvidia
GPUs with CUDA 10.1 using mixed-precision training (Micikevicius et al., 2018) with Apex.4

C.2. Architecture

Encoder and decoder architecture. Both gθ and hφ are chosen to have the same mirrored architecture that depends on
the dataset. We used the same architectures as Denton & Fergus (2018): a DCGAN discriminator and generator architecture
(Radford et al., 2016) for Moving MNIST, and a VGG16 (Simonyan & Zisserman, 2015) architecture (mirrored for hφ) for
the other datasets. In both cases, the output of hφ (i.e., x̃) is a vector of size 128, and gθ and hφ weights are initialized using
a centered Gaussian distribution with a standard deviation of 0.02 (except for biases initialized to 0, and batch normalization
layers weights drawn from a Gaussian distribution with unit mean and a standard deviation of 0.02). Additionally, we
supplement gθ with a last sigmoid activation in order to ensure its outputs lie within [0, 1] like the ground truth data.

Note that, during testing, predicted frames are directly generated by gθ(yt,w) without sampling from the observation
probability distribution G

(
gθ(yt,w)

)
= N

(
gθ(yt,w), νI

)
. This is a common practice for Gaussian decoders in VAEs that

is adopted by our competitors (Lee et al., 2018; Denton & Fergus, 2018; Minderer et al., 2019).

Content variable. For the Moving MNIST dataset, the content variable w is obtained directly from x̃ and is a vector of
size 128. For KTH, Human3.6M, and BAIR, we supplement this vectorial variable with skip connections from all layers of
the encoder gθ that are then fed to the decoder hφ to handle complex backgrounds. For Moving MNIST, the number of
frames k used to compute the content variable is 5; for KTH and Human3.6M, it is 3; for BAIR, it is 2.

The vectorial content variable w is computed from k input frames x(k)
c =

(
xi1 , . . . ,xik

)
with cψ defined as follows:

w = cψ

(
x(k)

c

)
= c2ψ

 k∑
j=1

c1ψ
(
x̃ij
). (20)

In other words, cψ transforms each frame representation using c1ψ, sums these transformations and outputs the application

3https://pillow.readthedocs.io/
4https://github.com/nvidia/apex.

https://pillow.readthedocs.io/
https://github.com/nvidia/apex
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of c2ψ to this sum. Since frame representations x̃ij = hφ
(
xij
)

are computed independently from each other, cψ is indeed
permutation-invariant. In practice, c1ψ consists in a linear layer of output size 256 followed by a rectified linear unit (ReLU)
activation, while c2ψ is a linear layer of output size 256 (making w of size 256) followed by a hyperbolic tangent activation.

LSTM architecture. The LSTM used for all datasets has a single layer of LSTM cells with a hidden state size of 256.

MLP architecture. All MLPs used in inference (with parameters φ) have three linear layers with hidden size 256 and
ReLU activations. All MLPs used in the forward model (with parameters θ) have four linear layers with hidden size 512 and
ReLU activations. Any MLP outputting Gaussian distribution parameters (µ, σ) additionally includes a softplus (Dugas
et al., 2001) applied to its output dimensions that are used to obtain σ. Weights of fθ are orthogonally initialized with a gain
of 1.2 for KTH and Human3.6M, and 1.41 for the other datasets (except for biases which are initialized to 0), while the
other MLPs are initialized with the default weight initialization of PyTorch.

Sizes of latent variables. The sizes of the latent variables in our model are the following: for Moving MNIST, y and z
have size 20; for KTH, Human3.6M, and BAIR, y and z have size 50.

Euler step size Models are trained with ∆t = 1 on Moving MNIST, and with ∆t = 1
2 on the others datasets.

C.3. Optimization

Models are trained using the Adam optimizer (Kingma & Ba, 2015) with learning rate 3× 10−4, and decay rates β1 = 0.9
and β2 = 0.999.

Loss function. The batch size is chosen to be 128 for Moving MNIST, 100 for KTH and Human3.6M, and 192 for BAIR.
The regularization coefficient λ is always set to 1. Logarithms used in the loss are natural logarithms.

For the Moving MNIST dataset, we follow Higgins et al. (2017) by weighting the KL divergence terms on z (i.e., the sum
of KL divergences in Equation (7)) with a multiplication factor β = 2.

Variance of the observation. The variance ν considered in the observation probability distribution G
(
gθ(y,w)

)
=

N
(
gθ(yt,w), νI

)
is chosen as follows:

• for Moving MNIST, ν = 1;

• for KTH and Human3.6M, ν = 4× 10−2;

• for BAIR, ν = 1
2 .

Number of optimization steps. The number of optimization steps for each dataset is the following:

• Stochastic Moving MNIST: 1 000 000 steps, with additional 100 000 steps where the learning rate is linearly decreased
to 0;

• Deterministic Moving MNIST: 800 000 steps, with additional 100 000 steps where the learning rate is linearly decreased
to 0;

• KTH: 150 000 steps, with additional 50 000 steps where the learning rate is linearly decreased to 0;

• Human3.6M: 325 000 steps, with additional 25 000 steps where the learning rate is linearly decreased to 0;

• BAIR: 1 000 000 steps, with additional 500 000 steps where the learning rate is linearly decreased to 0.

Furthermore, the final models for KTH and Human3.6M are chosen among several checkpoints, computed every 5000
iterations for KTH and 20 000 iterations for Human3.6M, as the ones obtaining the best evaluation PSNR. This evaluation
score differs from the test score as we extract from the training set an evaluation set by randomly selecting 5% of the training
videos from the training set of each dataset. More precisely, the evaluation PSNR for a checkpoint is computed as the mean
best prediction PSNR for 400 (for KTH) or 200 (for Human3.6M) randomly extracted sequences of length 30 (for KTH) or
53 (for Human3.6M) from the videos of the evaluation set.
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Table 2. Numerical results (mean and 95%-confidence interval) for PSNR and SSIM of tested methods on the two-digits Moving MNIST
dataset. Bold scores indicate the best performing method for each metric and, where appropriate, scores whose means lie in the confidence
interval of the best performing method.

Models
Stochastic Deterministic

PSNR SSIM PSNR SSIM

SVG 14.50± 0.04 0.7090± 0.0015 12.85± 0.03 0.6185± 0.0011
Ours 16.93± 0.07 0.7799± 0.0020 18.25± 0.06 0.8300± 0.0017
Ours - MLP 16.55± 0.06 0.7694± 0.0019 16.70± 0.05 0.7876± 0.0015
Ours - GRU 15.80± 0.05 0.7464± 0.0016 13.17± 0.03 0.6237± 0.0011
Ours - w/o z — — 14.99± 0.03 0.4757± 0.0019

Table 3. Numerical results (mean and 95%-confidence interval, when relevant) for PSNR, SSIM, and LPIPS of tested methods on the
KTH dataset. Bold scores indicate the best performing method for each metric and, where appropriate, scores whose means lie in the
confidence interval of the best performing method.

Models PSNR SSIM LPIPS

SV2P 28.19± 0.31 0.8141± 0.0050 0.2049± 0.0053
SAVP 26.51± 0.29 0.7564± 0.0062 0.1120± 0.0039
SVG 28.06± 0.29 0.8438± 0.0054 0.0923± 0.0038
Ours 29.69± 0.32 0.8697± 0.0046 0.0736± 0.0029
Ours - ∆t

2 29.43± 0.33 0.8633± 0.0049 0.0790± 0.0034
Ours - MLP 28.91± 0.34 0.8527± 0.0051 0.0799± 0.0032
Ours - GRU 29.14± 0.33 0.8590± 0.0050 0.0790± 0.0032

D. Additional Numerical Results
Tables 2 to 5 present, respectively, numerical results for PSNR, SSIM and LPIPS averaged over all time steps for our methods
and considered baselines on the Moving MNIST, KTH, Human3.6M, and BAIR datasets, corresponding to Figures 3 and 4.

Note that we choose the learned prior version of SVG for all datasets but KTH, for which we choose the fixed prior version,
as done by its authors (Denton & Fergus, 2018).

E. Pendulum Experiments
We test the ability of our model to model the dynamics of a common dataset used in the literature of state-space models
(Karl et al., 2017; Fraccaro et al., 2017), Pendulum (Karl et al., 2017). It consists of noisy observations of a dynamic
torque-controlled pendulum; it is stochastic as the information of this control is not available. We test our model, without
the content variable w, in the same setting as DVBF (Karl et al., 2017) and KVAE (Fraccaro et al., 2017) and report the

Table 4. Numerical results (mean and 95%-confidence interval, when relevant) for PSNR, SSIM, and LPIPS of tested methods on the
Human3.6M dataset. Bold scores indicate the best performing method for each metric and, where appropriate, scores whose means lie in
the confidence interval of the best performing method.

Models PSNR SSIM LPIPS

StructVRNN 24.46± 0.17 0.8868± 0.0025 0.0557± 0.0013
Ours 25.30± 0.19 0.9074± 0.0022 0.0509± 0.0013
Ours - ∆t

2 25.14± 0.21 0.9049± 0.0024 0.0534± 0.0015
Ours - MLP 25.00± 0.19 0.9047± 0.0021 0.0529± 0.0013
Ours - GRU 23.54± 0.18 0.8868± 0.0022 0.0683± 0.0014
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Table 5. Numerical results (mean and 95%-confidence interval, when relevant) with respect to PSNR, SSIM, and LPIPS of tested methods
on the BAIR dataset. Bold scores indicate the best performing method for each metric and, where appropriate, scores whose means lie in
the confidence interval of the best performing method.

Models PSNR SSIM LPIPS

SV2P 20.39± 0.27 0.8169± 0.0086 0.0912± 0.0053
SAVP 18.44± 0.25 0.7887± 0.0092 0.0634± 0.0026
SVG 18.95± 0.26 0.8058± 0.0088 0.0609± 0.0034
Ours 19.59± 0.27 0.8196± 0.0084 0.0574± 0.0032
Ours - ∆t

2 19.45± 0.26 0.8196± 0.0082 0.0579± 0.0032
Ours - MLP 19.56± 0.26 0.8194± 0.0084 0.0572± 0.0032
Ours - GRU 19.41± 0.26 0.8170± 0.0084 0.0585± 0.0032

Table 6. ELBO, in nats, achieved by DVBF, KVAE and our model on the Pendulum dataset. The bold score indicates the best performing
method.

DVBF KVAE Ours

798.56 807.02 806.12

corresponding ELBO scores in Table 6. The encoders and decoders for all methods are MLPs.

Our model outperforms DVBF and is merely beaten by KVAE. This can be explained by the nature of the KVAE model,
whose sequential model is learned using a Kalman filter rather than a VAE, allowing exact inference in the latent space. On
the contrary, DVBF is learned, like our model, by a sequential VAE, and is thus closer to our model than KVAE. This result
then shows that the dynamic model that we propose in the context of sequential VAEs is more adapted on this dataset than
the one of DVBF, and achieve results close to a method taking advantage of exact inference using adapted tools such as
Kalman filters.

F. Influence of the Euler step size
Table 7 details the numerical results of our model trained on BAIR with ∆t = 1

2 and tested with different values of ∆t. It
shows that, when refining the Euler approximation, our model maintains its performances in settings unseen during training.

Tables 8 and 9 detail the numerical results of our model trained on KTH with, respectively, ∆t = 1 and ∆t = 1
2 , and tested

with different values of ∆t. They show that if ∆t is chosen too high when training (here, ∆t = 1), the model performance
drops when refining the Euler approximation. We assume that this phenomenon arises because the Euler approximation
used in training is too rough, making the model adapt to an overly discretized dynamic that cannot be transferred to smaller
Euler step sizes. Indeed, when training with a smaller step size (here, ∆t = 1

2 ), results in the training settings are equivalent
while results obtained with a lower ∆t are now much closer, if not equivalent, to the nominal ones. This shows that the
model learns a continuous dynamic if learned with a small enough step size.

Note that the loss of performance using a higher ∆t in testing than in training, like in Tables 7 and 9, is expected as it
corresponds to loosening the Euler approximation compared to training. However, even in this challenging setting, our
model maintains state-of-the-art results, demonstrating the quality of the learned dynamic as it can be further discretized if
needed at the cost of a reasonable drop in performance.

G. Autoregressivity and Impact of Encoder and Decoder Architecture
Figure 10 and Table 10 expose the numerical results on KTH of our model trained with ∆t = 1 and SVG for two choices of
encoder and decoder architectures: DCGAN and VGG.

Since DCGAN is a less powerful architecture than VGG, results of each method with VGG are expectedly better than those
of the same method with DCGAN. Moreover, our model outperforms SVG for any fixed choice of encoder and decoder



Stochastic Latent Residual Video Prediction

Table 7. Numerical results for PSNR, SSIM, and LPIPS on BAIR of our model trained with ∆t = 1
2

and tested with different values of
∆t.

Step size ∆t PSNR SSIM LPIPS

∆t = 1 18.95± 0.25 0.8139± 0.0081 0.0640± 0.0036
∆t = 1

2 19.59± 0.27 0.8196± 0.0084 0.0574± 0.0032
∆t = 1

3 19.49± 0.25 0.8201± 0.0082 0.0574± 0.0032
∆t = 1

4 19.45± 0.26 0.8196± 0.0082 0.0579± 0.0032
∆t = 1

5 19.46± 0.26 0.8197± 0.0082 0.0584± 0.0032

Table 8. Numerical results for PSNR, SSIM, and LPIPS on KTH of our model trained with ∆t = 1 and tested with different values of
∆t.

Step size ∆t PSNR SSIM LPIPS

∆t = 1 29.77± 0.33 0.8681± 0.0046 0.0742± 0.0029
∆t = 1

2 29.18± 0.35 0.8539± 0.0054 0.0882± 0.0040
∆t = 1

3 29.05± 0.36 0.8509± 0.0056 0.0924± 0.0043
∆t = 1

4 28.98± 0.37 0.8496± 0.0057 0.0939± 0.0045
∆t = 1

5 28.95± 0.37 0.8490± 0.0058 0.0948± 0.0045

Table 9. Numerical results for PSNR, SSIM, and LPIPS on KTH of our model trained with ∆t = 1
2

and tested with different values of
∆t.

Step size ∆t PSNR SSIM LPIPS

∆t = 1 28.80± 0.25 0.8495± 0.0053 0.0994± 0.0044
∆t = 1

2 29.69± 0.32 0.8697± 0.0046 0.0736± 0.0029
∆t = 1

3 29.52± 0.33 0.8656± 0.0048 0.0777± 0.0033
∆t = 1

4 29.43± 0.33 0.8633± 0.0049 0.0790± 0.0034
∆t = 1

5 29.35± 0.34 0.8615± 0.0050 0.0811± 0.0036
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Figure 10. PNSR, SSIM and LPIPS scores with respect to t, with their 95%-confidence intervals, on the KTH dataset for SVG and our
model with two choices of encoder and decoder architecture for each model: DCGAN and VGG. Vertical bars mark the length of training
sequences.
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Table 10. FVD scores for SVG and our method on KTH, trained either with DCGAN or VGG encoders and decoders, with their
95%-confidence intervals over five different samples from the models.

SVG Ours

VGG DCGAN VGG DCGAN

377± 6 542± 6 220± 2 371± 3
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Figure 11. Conditioning frames and corresponding ground truth and best samples with respect to PSNR from SVG and our method, and
worst and random samples from our method, for an example of the Stochastic Moving MNIST dataset.

architecture, which is coherent with Figure 4.

We observe, however, that the difference between a method using VGG and its DCGAN counterpart differs depending on
the model. Ours shows more robustness to the choice of encoder and decoder architecture, as it its performance decreases
less than SVG when switching to a less powerful architecture. This loss is particularly pronounced with respect to PSNR,
which is the metric that most penalizes dynamics errors. This shows that reducing the capacity of the encoders and decoders
of SVG not only hurts its ability to produce realistic frames, as expected, but also substantially lowers its ability to learn a
good dynamic. We assume that this phenomenon is caused by the autoregressive nature of SVG, which makes it reliant
on the performance of its encoders and decoders. This supports our motivation to propose a non-autoregressive model for
stochastic video prediction.

H. Additional Samples
This section includes additional samples corresponding to experiments described in Section 4.

H.1. Stochastic Moving MNIST

We present in Figures 11 to 14 additional samples from SVG and our model on Stochastic Moving MNIST.

In particular, Figure 13 shows SVG changing a digit shape in the course of a prediction even though it does not cross another
digit, whereas ours maintain the digit shape. We assume that the advantage of our model comes from the latent nature of its
dynamic and the use of a static content variable that is prevented from containing temporal information. Indeed, even when
the best sample from our model is not close from the ground truth of the dataset, like in Figure 14, it still maintains the
shapes of the digits.

H.2. KTH

We present in Figures 15 to 19 additional samples from SV2P, SVG, SAVP and our model on KTH, with additional insights.
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Figure 12. Additional samples for the Stochastic Moving MNIST dataset (cf. Figure 11).
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Figure 13. Additional samples for the Stochastic Moving MNIST dataset (cf. Figure 11). SVG fails to maintain the shape of a digit,
while ours is temporally coherent.
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Figure 14. Additional samples for the Stochastic Moving MNIST dataset (cf. Figure 11). This example was chosen in the worst 1%
testing examples of our model with respect to PSNR. Despite this adversarial criterion, our model maintains temporal consistency as
digits are not deformed in the course of the video.
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Figure 15. Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst and random
samples from our method, for an example of the KTH dataset. Samples are chosen according to their LPIPS with respect to the ground
truth. On this specific task (clapping), all methods but SV2P (which produces blurry predictions) perform well, even though ours stays
closer to the ground truth.
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Figure 16. Additional samples for the KTH dataset (cf. Figure 15). In this example, the shadow of the subject is visible in the last
conditioning frames, foreshadowing its appearance. This is a failure case for SV2P and SVG which only produce an indistinct shadow,
whereas SAVP and our model make the subject appear. Yet, SAVP produces the wrong action and an inconsistent subject in its best
sample, while ours is correct.
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Figure 17. Additional samples for the KTH dataset (cf. Figure 15). This example is a failure case for all methods: SV2P produces blurry
frames, SVG and SAVP are not consistent (change of action or subject appearance in the video), and our model produces a ghost image at
the end of the prediction on the worst sample only.

G
ro

un
d

Tr
ut

h
SV

2P
SV

G
SA

V
P

O
ur

s
(B

es
t)

O
ur

s
(W

or
st

)
O

ur
s

(R
an

do
m

)

Figure 18. Additional samples for the KTH dataset (cf. Figure 15). Our model is the only one to make a subject appear, like in the ground
truth.
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Figure 19. Additional samples for the KTH dataset (cf. Figure 15). The subject in this example is boxing, which is a challenging action in
the dataset as all methods are far from the ground truth, even though ours remain closer in this case as well.
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Figure 20. Conditioning frames and corresponding ground truth, best samples from StructVRNN and our method, and worst and random
samples from our method, for an example of the Human3.6M dataset. Samples are chosen according to their LPIPS with respect to the
ground truth. We better capture the movements of the subject as well as their diversity, predict more realistic subjects, and present frames
with less artefacts.

H.3. Human3.6M

We present in Figures 20 and 21 additional samples from StructVRNN and our model on Human3.6M, with additional
insights.

H.4. BAIR

We present in Figures 22 to 24 additional samples from SV2P, SVG, SAVP and our model on BAIR.

H.5. Oversampling

We present in Figure 25 additional examples of video generation at a doubled and quadrupled frame rate by our model.

H.6. Content Swap

We present in Figures 26 to 31 additional examples of content swap as in Figure 8.

H.7. Interpolation in the Latent Space

We present in Figures 32 and 33 additional examples of interpolation in the latent space between two trajectories as in
Figure 9.
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Figure 21. Additional samples for the Human3.6M dataset (cf. Figure 20). This action is better captured by our model, which is able to
produce diverse realistic predictions.
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Figure 22. Conditioning frames and corresponding ground truth, best samples from SVG, SAVP and our method, and worst and random
samples from our method, for an example of the BAIR dataset. Samples are chosen according to their LPIPS with respect to the ground
truth.
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Figure 23. Additional samples for the BAIR dataset (cf. Figure 22).
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Figure 24. Additional samples for the BAIR dataset (cf. Figure 22).
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(a) Cropped KTH sample, centered on the subject.

(b) Cropped Human3.6M sample, centered on the subject.

(c) Cropped BAIR sample, centered on the robot arm.

Figure 25. Generation examples at doubled or quadrupled frame rate, using a halved ∆t compared to training. Frames including a bottom
red dashed bar are intermediate frames.
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Figure 26. Video (bottom right) generated from the combination of dynamic variables (y, z) inferred with a video (top) and a content
variable (w) computed with the conditioning frames of another video (bottom left).
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Figure 27. Additional example of content swap (cf. Figure 26).
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Figure 28. Additional example of content swap (cf. Figure 26). In this example, the extracted content is the video background, which is
successfully transferred to the target video.
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Figure 29. Additional example of content swap (cf. Figure 26). In this example, the extracted content is the video background and the
subject appearance, which are successfully transferred to the target video.
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Figure 30. Additional example of content swap (cf. Figure 26). This example shows a failure case of content swapping.
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Figure 31. Additional example of content swap (cf. Figure 26).

(a) Ref 1 (b) Rec 1 (c) Interpolation (d) Rec 2 (e) Ref 2

Figure 32. From left to right, xs, x̂s (reconstruction of xs by the VAE of our model), results of the interpolation in the latent space
between xs and xt, x̂t and xt. Each trajectory is materialized in shades of grey in the frames.

(a) Ref 1 (b) Rec 1 (c) Interpolation (d) Rec 2 (e) Ref 2

Figure 33. Additional example of interpolation in the latent space between two trajectories (cf. Figure 32).


