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Abstract

This work seeks an effective data reduction method for matrices of Frequency Response Functions (FRF) in
a way that preserves, as much as possible, the physical interpretation of FRFs in the full targeted frequency
range. Also, this reduction method is wished able to cope with the different sources of uncertainties linked to
the definition of the mechanical system whose FRFs are processed. It is shown that a Bayesian formulation
of Independent Component Analysis (ICA) serves this purpose. It is used here to decompose a FRF matrix
as a sum of frequency independent matrices multiplied by a frequency dependent scalar component. On the
one hand, the independence property of this processing allows the scalar component to be concentrated in a
narrow frequency range, on the other hand the chosen Bayesian approach presents itself as the most natural
way to take into account uncertainties in the input FRFs whether they are due to measurement errors
or structural uncertainties. Moreover, the probabilistic framework is shown to provide credible intervals
on the estimation of the decomposition factors, thus allowing some considerations on the reliability of the
processing and the development of a straightforward thresholding method to enhance the data reduction. A
first application on measured automotive vibro-acoustic transfer functions shows the reduction performance
of the approach and its interest when trying to analyse the measurements. A second application on non-
parametric random FRFs computed through a stochastic finite element model illustrates the capacity of the
proposed approach to take into account the uncertainty of the FRFs data and to propagate it to the factors
of the decomposition.

Keywords: Data reduction, ICA, Bayesian inference, FRFs

1. Introduction

It is well known that the response of any linear time-invariant system at a degree of freedom to a
monochromatic unitary excitation can be simply described by a frequency response function (FRF), which is
an intrinsic property of the system. By the virtue of the principle of superposition, the response of the system
to a non-unitary excitation can then be obtained by multiplying the Fourier transform of the excitation signal5

by the FRF. Since in vibro-acoustic problems the linear time-invariant system assumption can often be made
with a reasonable degree of approximation, this approach is extremely widespread.
Analysis of measured or computed matrices of FRFs is often performed as a way of assessing the dynamical
behaviour of a system. In the industrial context, FRFs based methods are used even for complex and very
large systems, i.e. with multiple degrees of freedom (DOFs). For instance, a common automotive finite10

element model may feature up to ten millions of DOFs and aimed studies may still yield matrices of FRFs
concerning tens of pertinent excitation and response DOFs. This work addresses two main typical problems
for large industrial FRF matrix applications:

• Dealing with large matrices makes the analysis and processing cumbersome. Unnecessary and mean-
ingless information should be left out.15
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• Complex systems are characterized by an uncertainty of their dynamical properties due for instance
to the production process. A model able to quickly provide samples representative of this uncertainty
could be useful.

The first issue is here tackled by introducing a drastic reduction of the FRF matrix, under the constraint of
physical interpretability on the whole frequency range. The second by performing the data reduction in an20

adapted probabilistic context.

1.1. The data-reduction problem

Literature covers the first problem quite well. Concerning FRFs matrices, the problem first arose in the
context of Laser Doppler vibrometer measurements, in which it is current to deal with large data matrices.
Several solutions can be found among the order reduction methods [1, 2]. Old but now largely used tech-25

niques comprehend the Padé approximations [3] and Chebyschev polynomials expansions. Bistritz et al [4]
showed the relation between the two approaches for linear, time-invariant single-input/single-output systems.
Other approaches rely on space-frequency separation: for instance Principal Component Analysis (PCA) [5]
is a common way of performing data reduction and variable separation on measured signals, whereas Proper
Generalized Decomposition [6] exploits a variable separation assumption to constrain the solution of partial30

differential equation problems, in order to make them more easily solved. While these methods perform well
on the data reduction front, the former does not concern itself with the physical interpretation, whereas the
latter needs an assumed model described through differential equations. Thus they are not satisfactory when
trying to understand the dynamical behaviour of a system through its measured FRFs.
If understanding the mechanical system is of primary importance, then modal analysis should be preferred.35

It can itself be considered as a regression of measured FRFs on a modal model and, indeed, it is useful
to interpret the behaviour of the system as linked to well-defined mode shapes. It also leads to a good
reduction of the input data in the low frequency band, where few modes are enough to describe the system.
However, its reduction capability decreases rapidly with the increase of the complexity of the system and
of the frequency range. For instance, a car body presents more than 1700 structural modes between 0 and40

350 Hz, making the modal approach powerful for numerical solving but useless with respect to a physically
meaningful data reduction. Due to these limitations, other techniques of reduction have been proposed.
Halvorsen et al. [7] and Dippery et al. [8] both based their reduction on a singular value decomposition of
the FRF matrix. This approach - applicable only on matrices, i.e. multi-input/multi-output data - favours
the reduction over the physical interpretation of the extracted components. Later, Arruda et al. [9] tar-45

geted single-input/multi-output data and proposed to perform data reduction in the spatial domain through
two-dimensional Fourier series and in the frequency domain using Chebyschev polynomials. This approach
is particularly adapted to the reduction of Laser Doppler vibrometer measurements of simple surfaces since
the sinusoidal nature of the measured mobilities makes the Fourier series a good basis for the approximation
of displacement fields.50

From what just presented, it seems that a trade-off between data reduction efficiency and physical inter-
pretability is unavoidable: good data reduction algorithms - such as PCA or singular value decomposition
- do not yield physically meaningful components, whereas powerful physical models - as in modal analysis
- become cumbersome when the frequency range shifts towards the high frequencies. In this paper, the
authors wish to propose an approach that might overcome this trade-off.55

The reduction of FRFs matrices is here tackled in the form of a decomposition based on Bayesian Indepen-
dent Component Analysis (ICA). The FRF matrix itself is decomposed as a sum of frequency independent
complex matrices multiplied by a frequency dependent complex scalar component. Thus, the proposed form
is similar to the modal decomposition, where the frequency independent matrices would be the complex
mode shapes and the frequency dependent scalars would be the modal coordinates. The great advantage60

is that, unlike modal decomposition, the proposed ICA based approach reveals to be more parsimonious,
providing few spectrally concentrated scalar components up to frequency ranges where the number of modes
would have been prohibitive. This yields effective data reduction and also a potentially greatly simplified
analysis of the mechanical system.
ICA techniques generally aim at describing the input variables as a linear sum of some hidden unknown65

variables (less than or equal to the number of input variables). Strictly related to singular value decompo-
sition and PCA, ICA does not enforce just the orthogonality (i.e. statistical decorrelation) of the extracted
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components, but also their statistical independence. This approach is largely reminiscent of recent works in
compressive sensing [10]. If one of the most used principles is still the PCA (or Karhunen-Loève Transform in
signal processing) [11, 12], Saito et al. [13, 14, 15] pointed out the importance of sparsity and independence70

when choosing the basis: sparsity is particularly important for data compression whereas independence is
more adapted to modelling. In most common and regular signals, the two constraints yield similar basis [13],
meaning that enforcing the statistical independence ensure both data compression and a possible physical
interpretation of the extracted components. On these premises, ICA, which was first developed for real
data, has been extended to the complex domain [16, 17, 18, 19] and has already been used in mechanics, for75

instance to determine hidden independent acoustic sources [20] or to perform Operational Modal Analysis
[21, 22]. A wide review of ICA approaches can be found in [23].

1.2. The uncertainty problem

One added difficulty when processing real systems FRFs is to take into account their uncertainty. For
instance, as early as 1993, Kompella and Bernhard [24] measured FRFs on several nominally identical end-80

of-line vehicles. Just accounting for measurement errors, climate variations and production uncertainties
leads to as much as 10 dB dispersion over [0 500] Hz for the vibro-acoustic FRFs and [0 1000] Hz for the
acoustic ones. For the FRFs framework, it is proposed in this work to divide the uncertainties in “additive”
and “multiplicative”:

• Additive uncertainties are related to the additive measurement error and include the random measure-85

ment error and the bias error.

• Multiplicative uncertainties are related to the structural uncertainties. Among them, it is convenient to
separate the manufacturing variability, intended here as the intrinsic variability necessary for marketing
purposes. In the car case, for instance, it would be the variability due to manufacturing options among
cars belonging to the same model. This allows to distinguish it from the production uncertainty, which90

is related only to the production process and can theoretically be reduced without any influence on
the marketing options.

Thus, for instance, a population of FRF matrices obtained by performing the same measurement protocol
on several cars (of the same model) would present measurement errors, production uncertainty and manu-
facturing variability. If the cars were to be nominally identical, then the manufacturing variability would be95

left out.
To address the existence of such uncertainties in FRF matrices, the proposed ICA is formulated in a Bayesian
context. The main advantage resides in the estimation of the joint posterior probability density function of
the model variables: Bayesian inference not only provides a point estimation of the model parameters, but
from their full joint probability density function, any kind of statistical analysis (e.g. median, percentiles and100

credible intervals) can also be easily performed. However, this same full joint posterior distribution can rarely
be computed analytically and sampling algorithms - e.g. Markov Chain Monte Carlo (MCMC) methods -
are often needed. Although computationally heavy, MCMC algorithms are nowadays hardly prohibitive. A
wide literature exists about the application of Bayesian techniques to various domains. In mechanics it has
been used as a way of regularizing complex source identification problems both acoustical [25] and vibratory105

[26, 27] and it is now a widely accepted approach to perform model updating [28, 29] and structural health
monitoring [30]. In this paper, it is instead used to “retro-propagate” the dispersion of the processed FRF
database to the terms of the decomposition model. Consequently, any FRF sample issued from the identified
decomposition model can be considered as a possible outcome of the process whose samples are in the input
database. This also means that the type of uncertainties covered by the proposed approach is completely110

dependent on the database. For instance, if the FRFs in the database are measured on nominally identical
vehicles, only the production uncertainty and measurement random error can be covered by the model. On
the other hand, if the FRFs are measured on vehicles sharing the same model but different options, then the
model will also cover the manufacturing variability.
Therefore, resorting to the Bayesian context to deal with the FRFs uncertainty yields two main results:115

1. The identified independent components not only help understanding the dynamic behaviour of the system,
but through their uncertainty, they also provide some information on how the production protocol influences
this behaviour.
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2. The proposed approach yields a surrogate model through which random samples of the FRFs can be
easily generated, presenting itself as a way to build FRFs metamodels alternative to more common techniques120

already largely used in mechanics such as polynomial chaos expansion [31, 32], response surface methodology
[33] or Gaussian Process emulators (kriging) [34, 35]. The fundamental advantage lies in the ease of physical
interpretation enabled by the independent components. The main drawback is that the proposed approach
is completely data driven and it does not allow the interpolation of FRFs for non-measured DOFs, as instead
does a modal model or any metamodel spawning in the space domain.125

For what concerns the Bayesian ICA algorithm itself, the main sources can be found in the blind source
separation literature. In this framework, a Bayesian formulation for ICA has already been proposed by
Knuth and Djafari [36, 37] and applied by Févotte for audio source separation [38]. This work extends
Févotte’s formulation to complex random variables and it modifies the sampling algorithm in order to take
into account the uncertainty of the processed database when more samples of the same FRF matrix are130

available.

1.3. Content

The second section of this work defines the FRF matrix decomposition and the working variables. The
Bayesian ICA is introduced along with some basics of Bayesian inference. Then, the actual algorithm is
provided. Some applications of the algorithm are presented in the third section. First of all, it is used on135

a measured automotive vibro-acoustic FRF matrix: the data reduction capacity is pointed out, along with
physical interpretations linked to the independent nature of the extracted components. Then, the algorithm
is applied to a set of several samples of the “same” automotive vibro-acoustic FRF matrix. Due to the lack
of measured data, for this application the FRFs are computed through a non-parametric stochastic finite
element model [39, 40]. It is shown that the FRFs uncertainty is easily propagated to the independent140

components and it can thus be taken into account when interpreting the results from a mechanical point of
view. Finally, some perspectives and considerations on the approach are provided in the conclusions.
Even though the present application concerns automotive vibro-acoustic FRF matrices, the proposed algo-
rithm is indicated to perform data reduction and ease the interpretation of any complex dynamical system.

2. Definition of the problem145

2.1. FRF matrix decomposition and definition of the working variables

Let Ω be a domain in which the equation of motion is verified and a unique solution exists which linearly
links the accelerations (or acoustic pressures) and the loads, in a frequency band [ωl, ωu]. In this domain,
excitations on some degrees of freedom yield to unique responses at the observation degrees of freedom
(DOFs), as:150

∀ω ∈ [ωl, ωu], p(ω) = H(ω)f(ω) (1)

where p(ω) ∈ CNo×1 is the column vector stacking the spectra of the responses at No observation DOFs,
f(ω) ∈ CNe×1 is the column vector stacking the spectra of the excitations at Ne DOFs and H(ω) ∈ CNo×Ne
is the matrix of the linear, time-invariant frequency response functions between the excitation DOFs and
the observation ones.
The objective of this work is to reduce the FRF matrix H(ω). To this aim, it is proposed to decompose it155

as:

∀ω ∈ [ωl, ωu], H(ω) =

Np∑
p=1

Spcp(ω) + R(ω) (2)

where Np is the number of retained components (its determination is explained afterwards), the matrices
Sp ∈ CNo×Ne are frequency independent and contain magnitude and phase relations between the excitation
and observation DOFs, while the spectral dependence is expressed for each pattern through the complex
scalar cp(ω) - to be interpreted as a filter - whereas R(ω) ∈ CNo×Ne is a residue.160

The decomposition in Eq. (2) is not unique: any basis can be chosen to yield the same formulation (with
different performances). Several techniques exist to impose constraints and solve the indeterminacy. One
of the most widely used is the Karhunen-Loève decomposition, whose discrete form is the PCA [41, 42, 43].
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The use of this approach needs for the input FRF matrix H(ω) to be considered as a stochastic matrix with
random trajectory along the frequency, meaning that the matrices at every fixed frequency are samples of the165

same stochastic process. It is thus decomposed as in Eq. (2) with the constraint of decorrelation among the
stochastic processes cp(ω), which are then sorted by decreasing variance and called principal components.
The number of principal components is less than or equal to the number of variables in the matrix, thus
performing data reduction.
ICA needs exactly the same framework, however, unlike the Karhunen-Loève decomposition, it does not170

impose the decorrelation but rather the independence of the stochastic processes cp(ω), which are then called
independent components. For a much larger dissertation on ICA the reader may refer to Hyvärinen’s book
[23], but for the scope of this paper it is enough to know that the independence constraint, much stronger
than decorrelation, can be rigorously formulated with respect to the separability of the joint probability
density function (PDF) of the components. The components cp(ω) are independent if and only if:175

∀ω ∈ [ωl, ωu], [c1(ω), . . . , cNp(ω)] =

Np∏
p=1

[cp(ω)] (3)

where [cp(ω)] stands for the PDF of the component cp(ω) and [c1(ω), . . . , cNp(ω)] for the joint PDF of all
components.

It can be argued that given a system, the spectral evolution of the transfer functions H(ω) is not random
but deterministic, so that the application of the probabilistic constraint above might be out of its scope. In
this work, a small paradigm shift is needed: the frequency evolution of the FRFs for one specific system is180

indeed deterministic, but considering it a sample of a random process - i.e. the cp(ω) are seen as trajectories
of a multivariate random process - ICA can be applied yielding a basis that presents both sparsity (i.e.
spectrally localized components) and thus a remarkable physical interpretation.

In practice, to estimate the elements in Eq. (2) from finite length measurements, discrete matrix forms are
here preferred. So, if the frequency band [ωl, ωu] is discretised in Nf frequency points, the three-dimensional185

FRF tensor can be defined as H ∈ CNo×Nf×Ne . It is then mapped into the matrix Y ∈ CNe·No×Nf :

Y =


H:,:,1

H:,:,2
...

H:,:,Ne

 (4)

The following decomposition can then be written:

Y = Λ C + E. (5)

Equations (2) and (5) are equivalent, being Λ ∈ CNe·No×Np a reshaping and stacking of the matrices Sp,
C ∈ CNp×Nf a stacking of the components cp,n for p ∈ [1, . . . , Np] and n ∈ [1, . . . , Nf ] and E ∈ CNe·No×Nf
the residual error. In this discrete formulation, while PCA bases itself on the diagonalization of the empirical190

covariance of Y, ICA has to seek other characteristics of the signals. For instance, among the tensorial ICA
techniques, the JADE algorithm [44] uses the fourth order statistical moment of Y as an image of the
independence of the sources.

Hereafter, a Bayesian approach to the identification of Λ and C is preferred, in order to easily take into
account the structural dispersion of the input FRFs.195

2.2. Basic principles of Bayesian inference

Bayesian sampling algorithms derive from the Bayes’ rule [45]. Being θ the vector storing the unknown
random variables and X the measurements, the Bayes’ rule reads as:

[θ|X] ∝ [X|θ] · [θ] (6)

where:

• [θ|X] is the joint posterior probability density function (PDF) of the parameters, i.e. the distribution200

of the unknown parameters given the measurements X.

5



• [X|θ] is the likelihood function, which expresses the probability of observing the measurements X given
the parameters θ. This notation is adopted for the sake of simplicity, but note that in the likelihood
function the variables are the parameters θ and X is fixed to the measured values.

• [θ] is the prior PDF of the parameters, which expresses what is known about the parameters before205

any measurement.

The aim of the inference is to obtain the joint posterior PDF. Its direct computation is usually impossi-
ble, so that more sophisticated sampling algorithms are necessary (e.g. acceptance-rejection sampling [46],
Metropolis-Hastings sampling [47, 48]). In this work, Gibbs sampling [49] is used. Gibbs sampling, which
belongs to the large family of MCMC methods, instead of performing the inference estimating the joint210

posterior PDF of all the parameters, uses the simpler conditional posterior PDF of one parameter given
all the others. In particular, going through the parameters and drawing each from its conditional posterior
PDF given the other parameters at their most recent values, the algorithm generates a Markov chain whose
long-run distribution is the searched joint posterior PDF of all the parameters. It is particularly indicated
for hierarchical models [50] and it has also been used by Knuth [36] and Djafari [37] to formulate ICA in a215

Bayesian context.

2.3. Bayesian formulation of ICA

The Bayesian approach to ICA consists in solving the probabilistic hierarchical problem corresponding
to Eq. (5) and presented in figure 1, which reads:

Y = ΛC + E. (7)

The terms in Eq. (7) are all random variables and in particular Y is the random variable whose measured220

sample is Y. The aim is to infer the joint posterior PDF of the random variables, i.e. their joint PDF given
the measured sample Y and some prior knowledge.
First of all, the likelihood function of the measurements Y is defined. Classically, the noise E follows a
circularly symmetric complex Gaussian distribution1 (noted NC(µ, σ2)) and it is considered homoskedastic,
i.e. it has zero mean and the same variance for each measured variable. Under these assumptions, knowing225

the model (Λ,C) and the variance of the noise σ2
y, the likelihood function can be written as:

[yv|Λ,C, σ2
y] ∼ NC(ŷv, σ

2
y · INe·No·Nf ) (8)

with yv = vec(Y) and ŷv = vec(ΛC), where the operator vec(•) stands for the vectorization of a matrix.
As pointed out at the beginning of the paragraph, in the likelihood function (8) the random variables (and
unknowns) are ŷv and σ2

y, whereas yv is the known measurement (even if the Gaussian distribution is written
with respect to yv). Each other unknown parameter is also a random variable and as such it is supposed to230

follow a prior PDF. Prior PDFs are chosen directly by the analyst, who can use them as a way to convey
his knowledge on the objects of inference prior to any measurement. In practice, if the analyst does not
wish to convey any knowledge, uninformative prior distributions can be used (e.g. uniform distributions
or Jeffreys priors [51]). Otherwise, conjugate prior distributions2 are often used, since they greatly simplify
Bayesian posterior computations. This restriction to conjugate distributions is not compulsory, although it is235

a compromise often made in order to flexibly convey prior information while still keeping the computational
effort acceptable.
In the present application, ICA forces the prior PDFs of the components C to be non-Gaussian [36, 37]:
gaussianity would lead to PCA instead of ICA [23]. Knowing this, the following prior distributions are chosen
for the random variables:240

1Since the noise can be considered due to a large number of uncontrolled phenomena, the central limit theorem is used to
justify the Gaussian assumption.

2Given the likelihood [X|θ], a prior distribution [θ] is called conjugate if [θ] and the posterior distribution [θ|X] ∝ [X|θ] · [θ]
belong to the same family of distributions.
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βi
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bβ
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Λαi
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ν2

αy

βy
CĈJ

Figure 1: Bayesian hierarchical model for ICA. Diamonds stand for hyper-parameters chosen by the user; rounds for the
random variables whose joint posterior PDF has to be inferred; the square stands for the random variable whose measurement
is available.

• The Np components are modelled a priori as independent identically distributed sequences of Nf
complex values. They are also considered mutually independent, so that the whole prior probability
density function factorizes as:

[C|θC] =

Np∏
i=1

Nf∏
n=1

[ci,n|θci ] (9)

where θC stands for the set of parameters defining the prior distribution chosen for C. As it has been
said, the prior distribution for the components must be non-Gaussian if ICA is wished. A Student t245

prior is chosen in this work. This choice is purely practical, since Student t distributions can be easily
implemented in a Gibbs sampler through the Scaled Mixture of Gaussians (SMOG) approach [52].
Following this approach, the Student t distributions can be written as:

∀i = 1, . . . , Np,∀n = 1, . . . , Nf , [ci,n] ∼ NC(ĉJi,n, ν
2
i,n)

[ν2
i,n] ∼ InvGamma(αi, βi)

(10)

where the mean of the prior distribution ĉJi,n is an a priori coefficient as returned for instance by a

non-probabilistic ICA algorithm, whereas the variance ν2
i,n changes for each n ∈ [1, . . . , Nf ] following250

an Inverse Gamma distribution (noted InvGamma). Since in the SMOG approach the prior knowledge
is updated by one single observation, having a good prior estimation (here by JADE estimation) makes
the convergence faster and more stable.

• Low values of ν2
i,n may be good for the stability of the algorithm since they give more weight to the

prior components ĉJi,n. They can be favoured using an exponential prior for αi:255

∀i = 1, . . . , Np, [αi] = aαe
−aααi (11)

• For the same reason, a Gamma distribution is best chosen for βi:

∀i = 1, . . . , Np, [βi] ∼ Gamma(aβ , bβ). (12)

Moreover, a Gamma distribution for [βi] is conjugate with respect to the Inverse Gamma distribution
chosen for [ν2

i,n], which has the role of the likelihood function when inferring [βi] in the hierarchical
model (Fig. 1).

• Unlike C, Λ is inferred from all Nf samples. As a consequence, enough information is available to260

perform a stable inference of the posterior distribution directly from the measurements and a non-
informative prior can be used:

[lv] ∝ 1 (13)

with lv = vec(Λ).
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• The variance σ2
y of the error can be supposed following an Inverse Gamma law as:

[σ2
y] ∼ InvGamma(αy, βy) (14)

An Inverse Gamma prior is used here, since it is conjugate with respect to the Gaussian likelihood265

function in Eq. (8), yielding to simple posterior computations.

The parameters which have not been assigned a prior PDF in the list above are the hyper-parameters of the
model. They are chosen directly by the user and reflect his/her knowledge. For instance, the mean values
ĉJi,n in Eq. (10) are hyper-parameters and reflect the knowledge of the user, in this case obtained applying
before-hand an ICA algorithm to the analysed data. On the other hand, the non-informative prior in Eq.270

(13) reflects the desire of the user to leave some freedom to the convergence of the Gibbs sampler (one could
have used the result of JADE as prior as well). Likewise, the hyper-parameters αy and βy in Eq. (14) can
be chosen to have a wide prior distribution in order to mirror the lack of knowledge of the analyst.
The choice of which parameters to put as hyper-parameters or as random variables may be delicate: putting
the hyper-parameters high in the hierarchical model will make the computation heavier and less stable, but275

placing them at a low level may over-constrain the calculation. In general, the more data are available, the
higher the hyper-parameters can be set [50] and still ensure a fast convergence.

Knowing the likelihood and the prior distributions, the conditional posterior distribution of each parame-
ter can be computed using Bayes theorem. Then, a Gibbs sampler allows the posterior marginal distribution280

of each parameter to be obtained. The algorithm is presented hereafter. One already familiar with the
Bayesian formulation of ICA as delivered by Fevotte [38] may notice that the main difference lays in the
extension to complex random variables. Other modifications are instead needed to take into account several
samples of the processed FRF matrix and they are presented in subsection 2.5.

2.4. Bayesian hierarchical ICA: algorithm285

In what follows •H stands for the Hermitian transpose, •t stands for the transpose, •∗ stands for the
complex conjugate and “rest” stands for all the random variables except the one whose PDF is inferred.
The definition of the used PDF and the posterior computations are carried out respectively in Appendices
A and B. The Gibbs sampling algorithm applied to the ICA is composed of 9 steps, steps 5 and 5 bis are
alternative and are discussed later on:290

1. Initialize the values of Λ, C, ∀i = 1, . . . , Np and∀n = 1, . . . , Nf , ν2
i,n and ∀i = 1, . . . , Np, βi and αi.

2. Draw a sample from [σ2
y|rest] ∼ InvGamma(α′y, β

′
y) with

α′y = αy +Ne ·No ·Nf

β′y = βy +

Ne·No∑
j=1

Nf∑
n=1

|yj,n − ljcn|2
(15)

where yj,n stands for the (j, n) value of the matrix Y, lj ∈ C1×Np is the row vector corresponding to the jth

row of Λ and cn ∈ CNp×1 is the column vector corresponding to the nth column of C.

3. ∀j = 1, . . . , Ne ·No, draw a sample from [ltj |rest] ∼ NC(µlj ,Σlj ) with295

µlj =
1

σ2
y

ΣljC
∗ytj

Σlj = σ2
y((CCH)∗)−1

(16)

where yj ∈ C1×Nf is the jth row of matrix Y.

4. Normalize the columns of Λ to 1 to solve the indeterminacy on gain.
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5. ∀n = 1, . . . , Nf , draw a sample of a column cn out of C from [cn|rest] ∼ NC(µcn ,Σcn) with

µcn = Σcn

(
1

σ2
y

ΛHyn + diag

(
1

ν2
n

)
ĉJn

)
Σcn =

(
1

σ2
y

ΛHΛ + diag

(
1

ν2
n

))−1 (17)

where ν2
n ∈ CNp×1 contains the Np variances for the nth observed sample and yn ∈ CNe·No×1 is the column

vector containing the Ne ·No observations of the nth measured sample.300

This step is the “block” approach to components estimation.

5 bis. ∀i = 1, . . . , Np and ∀n = 1, . . . , Nf , draw a sample from [ci,n|rest] ∼ NC(µci,n , σ
2
ci,n) with

µci,n = σ2
ci,n

(
yi|−i,n

σ2
i

+
ĉJi,n
ν2
i,n

)

σ2
ci,n =

(
1

σ2
i

+
1

ν2
i,n

)−1

σ2
i =

σ2
y

‖λi‖22

yi|−i,n =
λHi yn
λHi λi

−
∑
k 6=i

λHi λk

λHi λi
ck,n

(18)

where λi ∈ CNe·No×1 is the ith column of the matrix Λ.
This step contains the “one-by-one” approach to component estimation [38].

6. ∀i = 1, . . . , Np and ∀n = 1, . . . , Nf , draw a sample from [ν2
i,n|rest] ∼ InvGamma(α′i,n, β

′
i,n) with305

α′i,n = αi + 1

β′i,n = βi + |ci,n − ĉJi,n|2
(19)

7. ∀i = 1, . . . , Np, draw a sample from

[αi|rest] ∝ exp

−Nf logΓ(αi) +

 Nf∑
n=1

log
βi
ν2
i,n

− aα

αi

 (20)

This distribution is obtained by Bayes theorem as the product of an Inverse Gamma distribution with an
exponential distribution and it is not easy to sample. A Metropolis-Hastings sampler might be needed. In
practice, since αi is high in the hierarchy (Fig. 1), deterministic moves are found to not compromise the
convergence of the Markov Chain [38]. As a consequence, the mode of the distribution is chosen as sample310

at each iteration:

αi = argmax
αi

−Nf logΓ(αi) +

 Nf∑
n=1

log
βi
ν2
i,n

− aα

αi


= ψ−1

 1

Nf

 Nf∑
n=1

log
βi
ν2
i,n

− aα

 (21)

where ψ−1(•) is the inverse Digamma function.
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8. ∀i = 1, . . . , Np, draw a sample from [βi|rest] ∼ Gamma(a′β , b
′
β) with

a′β = aβ +N · αi

b′β = bβ +

Nf∑
n=1

1

ν2
i,n

(22)

9. Go back to step 2 and iterate the process until a sufficiently large sample of parameters is collected after
the convergence of the Markov chain.315

In the Gibbs sampling, the most recent sampled values of the random variables are used to compute the
parameters of the conditional posterior distributions at each step. Iterating the algorithm generates a Markov
Chain whose long-run distribution is the joint posterior distribution of all the random variables. However,
before a Markov Chain state can be considered from the long-run distribution, the chain has to “heat”.
These convergence iterations are called burn-in and they must not be taken into account when inferring the320

joint posterior distribution of the random variables.

Remarks on step 4. Without step 4, the algorithm would not converge towards one single solution, due to the
indeterminacy on the gain (i.e. multiplying Λ and dividing C by the same number leads to the same result).
This was already mentioned in [38], where it is added that a rigorous implementation would imply sampling
each column of Λ from the set of norm 1 random vectors. Nevertheless, this approximation is satisfactory325

in practice. Moreover, since we consider complex variables the indeterminacy does not only concern the
gain, but also the phase. Solving this indeterminacy can be achieved by shifting the phase of each column
of Λ so that the phase of the first element is null. However if the reference phase is characterized by a large
dispersion, imposing it as null might spread the dispersion to the other elements. For this reason, in the
presented algorithm the phase is left free with only the influence of the prior law to limit its variation.330

Remarks on step 5. It should be noted that steps 5 and 5 bis lead to the same result but they do not imply
the same computational effort. The block strategy (step 5) is characterized by a joint sampling of the Np
sources for each n ∈ {1, . . . , Nf}. Using a joint distribution constrains the sampling and it converges to
the solution in less iterations than a full conditional approach. The drawback is that, due to the multi-
dimensional nature of the problem, the block strategy consists of Nf problems which need the inversion of335

a Np×Np matrix. On the other hand, the one-by-one approach is a fully conditional approach: each source
is estimated conditionally to all other sources and parameters. Such an approach can be easily vectorized
and it does not imply any matrix inversion, but it generally takes more iterations to converge. Depending
on the application, the one or the other method may be preferred: in the case of this work the one-by-one
approach is applied.340

2.5. Including structural input dispersion in the algorithm

As stated in the introduction, when dealing with real system FRFs, uncertainty is inevitable and, since
the industrial mindset is now more than ever turned toward simulation, it is becoming central. For instance,
usually the finite element model used to compute and assess the car performance is unique, although it should
be representative of the production uncertainty and manufacturing variability (e.g. different trims, engines,345

gearboxes...). This issue has already been tackled experimentally by Hills et al. [53], who provided general
statistical properties of acoustic FRFs by measuring several hundreds vehicles, and numerically by Durand et
al. [39] who proposed to simulate the dispersion of the transfer functions using the non-parametric stochastic
finite element method developed by Soize [40]. This latter approach, now implemented in commercial software
[54], allows the computation of large numbers of samples of possible FRFs using a standard finite element350

model and only six dispersion hyper-parameters.
It is then evident that, more than just having one single FRF matrix sample, the tendency implies measuring
(or simulating) several FRF matrix samples, in order to take into account the measurement error and
structural uncertainty. Thus, in this paper the aim is to propose an algorithm capable of processing not only
one FRF matrix, but a whole population of uncertain FRFs and providing a unified decomposition. The way355

the FRF matrix samples are obtained is not in the scope of this paper and is of no concern for the definition
of the algorithm. They can come from end-of-line measurements as well as be computed with a stochastic
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finite element method. The issue here is to be able to propagate the uncertainty represented by the processed
samples to the terms of the decomposition model. Provided this aim is achieved, the resulting decomposition
approach would still yield data reduction and high physical interpretability even when processing a whole360

FRF matrix population. Moreover, it would also allow the generation of FRF matrix samples representative
of the measured (or simulated) population. Thus, the decomposition model could be used as a reduced
surrogate model of the processed FRF matrix. The distribution of its samples would be representative of the
way the processed FRF matrices have been obtained: for instance production uncertainty, manufacturing
variability and measurement random error3 when dealing with measured FRFs.365

To do so and include a whole population of FRF matrices in the Bayesian ICA, two slight changes to the
previous algorithm are necessary.
First of all, the measurement Y is changed at each Gibbs sampling iteration. More specifically, at each

iteration a measurement Y
(r)

is sampled uniformly out of the FRFs population and used in the Gibbs
algorithm. After a high enough number of iterations, the whole measurement space will have been visited370

and the posterior distribution of the components will reflect the FRF population uncertainty.
Secondly, another thoughtful - but not compulsory - modification concerns the inference of the additive
noise E. It has been recognised that the structural uncertainty implies an uncertianty on FRFs that typically
increases as the frequency increases [39]. In the Bayesian ICA model it is thus interesting to leave the variance
of the noise free to change from one frequency to another to try and detect this increasing uncertainty. Under375

this hypothesis, the likelihood function in Eq. (8) becomes:

[yv|Λ,C, σ2
y1 , . . . , σ

2
yNf

] ∼ NC

ŷv,

σ
2
y1 · INe·No

. . .

σ2
yNf
· INe·No


 (23)

This implies some modifications on the posterior PDFs of the random variables, which are pointed out in
Appendix C.

3. Application of the algorithm

3.1. An experimental application380

The first application of the proposed algorithm concerns an FRF matrix measured on a production
vehicle. The observation DOFs are No = 4 acoustic pressures at the ears of the driver and passengers, while
the excitation DOFs are Ne = 29 loads and torques at the engine mounts and wheel centres. The FRF matrix
has been constructed by using reciprocity [55] and Nf = 451 frequency points have been recorded in the [25
250] Hz frequency band with a resolution of 0.5 Hz. The measurement has taken place in a semi-anechoic385

room in which the whole vehicle has been placed. Inside the vehicle cabin, four acoustic sources excited the
car in the targeted frequency range with a white noise. The response of the car has been recorded through
triaxial accelerometers. Twenty samples of H1-type estimators of FRFs have been averaged to get a final
estimation. The data are available and can be retrieved in the web repository [56]. For instance, Fig. 2
shows three of the most important FRFs, from the engine mounts towards the driver’s ears.390

Before applying the algorithm, one has to choose the number of extracted components Np. The most
straightforward way is to compute the eigenvalues dl for l ∈ [1, . . . , Ne ·No] of the covariance matrix of Y.
The relative cumulative sum of eigenvalues can then be written as:

gj =

∑j
l=1 dl∑Ne·No

q=1 dq
(24)

A threshold on gj can be a good way to choose the number of components. Figure 3 shows that in this
application Np = 19 is large enough to describe more than the 97.5% of the information.395

Given the number of components to be extracted, Bayesian ICA can be applied. Figure 4 compares the

3Note that the bias measurement error being present in every processed FRF matrix, it cannot be isolated in the error term
in Eq. (7) and thus it inevitably introduces a bias in the decomposition terms too.
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Figure 2: Example of FRFs measured experimentally: from the right engine mount along the Z axis (solid line), the left engine
mount along the Z axis (dot-dashed line) and the bottom engine mount along the X axis (dashed line) toward the driver’s ear.
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Figure 3: Relative cumulative sum of eigenvalues of Y. The number of components is chosen with a threshold of 97.5%.

components C obtained through PCA and ICA. As it can be seen, the ICA components are localized on
narrow frequency bands, while the PCA ones are more spread. The localization feature is what justifies the
use of ICA rather than PCA: localized components are easier to interpret and more useful, since generally
for each frequency band just one independent component is dominant.400

Going further in the exploitation, this means that the whole FRF matrix can be reduced to a simple pattern
Sp when looking to a specific frequency range: the patterns offer an easy way of condensing the system
behaviour. For instance, figure 5 shows the population obtained by Gibbs sampling for the dominant com-
ponent around 100 Hz and figure 6 the mean of its corresponding spatial pattern. It can be seen that the
pattern exhibits the dominant DOFs and phase relationships around 100 Hz. In the industrial context, this405

can be invaluable information, since it may allow understanding the origin of problems occurring in a specific
frequency range, provided that the above mentioned patterns are analysed in an “automotive” way.

3.1.1. Enhancing the data reduction410

This localized spectral behaviour calls for further data reduction. One can imagine to reduce the spectral
support of an independent component in order to only keep the information around the peak. The Bayesian
approach provides a most natural way of setting the threshold of this second stage reduction, by means of
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Figure 4: Components cp(ω) for p = 1, . . . , 19 obtained by PCA (a) and Bayesian hierarchical ICA (b). Highlighted the
component dominating around 100 Hz, also analysed in Fig. 5.

Figure 5: The independent component c12(ω) concentrated around 100 Hz: its population obtained by Gibbs sampling (3000
samples).

Bayesian hypothesis testing:

∀i = 1, . . . , Np, ∀n = 1, . . . , Nf H0 : ci,n = 0

H1 : ci,n 6= 0
(25)

where H0 is the null hypothesis and H1 is the alternative hypothesis. In the Bayesian approach the posterior415

PDF of the component ci,n is known and the null hypothesis can be tested with a significance level α simply
looking if the null value is included in the (100−α)% credible interval of the component. If this is the case,
then the component is considered null and the support reduced. Figure 7 illustrates the procedure for the
independent component around 68 Hz.
After the support reduction, point estimators of the decomposition factors are enough to obtain a reduced420

surrogate model of the FRFs. A first stage and second stage data reduction ratios can thus be defined
respectively as:

R =
Ne ·No ·Nf

Np(Ne ·No +Nf )

R′ =
Ne ·No ·Nf

Ne ·No ·Np +
∑Np
i=1N

(i)
f

(26)
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Figure 6: The spatial “pattern” corresponding to component c12(ω) of Fig. 5: magnitude (a) and phase (b). The “pattern”
contains the relations between 4 acoustical output DOFs and 29 structural excitation DOFs.

where N
(i)
f for i ∈ [1, . . . , Np] is the size of the spectral support after the above reduction is performed for

each independent component. In the present application R = 4.8 and is due to the description through only
Np = 19 components. Then, the reduction of the spectral support applied to the measured FRF matrix with425

a significance level α = 1% yields a second stage data reduction ratio R′ = 7.1.

3.1.2. FRF synthesis from the model

To verify the quality of the overall data reduction, a synthesis step is performed to compare the proba-
bilistic model to the measurement. Figure 8 shows the mean reconstruction of two input frequency response430

functions. It is noticeable that the ICA yields the same error on all the FRFs and since the input data
have not been standardized (i.e. reducing the variance to the unity), this error is negligible compared to the
highest FRF values, but relatively significant for lower ones. This is purely a modelling choice that meets
engineering needs, which mostly focus on the highest FRF values.
To go further in the comparison, a scalar indicator is necessary. It is reminded that the measurement Y is435

considered as a sample of the random variable Y. As a consequence, one trivial and effective indicator is
the evaluation of the posterior marginal PDF of Y at the measurement Y. More interestingly, this indicator
can be computed for each frequency and each observation-excitation DOF couple as:

∀j = 1, . . . , Ne ·No, ∀n = 1, . . . , Nf ,

Ij,n =

(∫
Dl

∫
Dc

∫
Dσ

[yj,n|lj , cn, σ2
y][lj , cn, σ

2
y|yv]dσ2

ydcndlj

)
yj,n=yj,n

(27)

where the notations of the algorithm are used again.
Eq. (27) is the evaluation at the value yj,n of the predictive posterior PDF of the (j, n) random variable out440

of Y. It is written in terms of the posterior conditional PDF of yj,n multiplied by the joint posterior PDF of
the model parameters, which are then marginalised out. In practice, the predictive posterior PDF of yj,n is
completely characterized through the Bayesian algorithm, so that it is simply approximated by the samples
issued from the Gibbs sampling as:

∀r = 1, . . . , Nrun y
(r)
j,n = l

(r)
j c(r)

n + e
(r)
j,n (28)

where Nrun is the number of MCMC iterations, •(r) stands for the rth sample and e
(r)
j,n is a sample from a445

complex circular Gaussian distribution of zero mean and variance σ2(r)

y .
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Figure 7: Application of the thresholding process: (a) and (b) show the real and imaginary parts of an independent component
(3000 samples). For each frequency (e.g. the one at the dashed line - 137 Hz), the distribution over the Gibbs samples is
considered (c). If the null value - at the red lines crossing - is inside the (100 − α)% credible region, the component value is
considered null and the spectral support reduced. Figure (d) shows the component after the reduction with α = 1%.

Finally, in order to reduce the indicator support to [0 1], the predictive posterior PDF of yj,n is normalized
by its maximum before being evaluated at yj,n. The obtained indicator is noted Isj,n.

Figure 9 shows one particular FRF measurement with respect to its probabilistic model. The indicator Is53,n450

can be computed for each frequency n ∈ [1, . . . , Nf ] and it is illustrated in figure 9(b). For the interpretation
of Isj,n, the measurement yj,n has to be considered as one possible outcome of a random process:

• If the indicator is close to 1, it means that the probabilistic model admits the measured value as the
most probable one and only a random error is encountered when resynthesizing the measurement;

• If it is null, it means that the probabilistic model does not admit the measurement as a possible value455

and a bias error is present when reconstructing the input. This bias error may be small or big, no
information about it is contained in the indicator;

• If it is somewhere between 1 and 0, the probabilistic model admits the measurement as a possible
value, but not as the most probable one. This means that if the mean is chosen as point estimate for
the measurement reconstruction, a relatively small bias error will pollute the result.460

Ideally, Isj,n should very rarely be null and most often close to 1. Figure 9(b) illustrates well this case and
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Figure 8: Comparison between the mean FRF returned by the Bayesian hierarchical ICA model (green dotted line) and its
measurement (blue line) for a high amplitude FRF (a) and a weak one (b).
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Figure 9: (a) comparison between one measured FRF (blue line - the same as in Fig. 8(a)) and the possible outcomes admitted
by the Bayesian hierarchical ICA model (grey area - 90% credible interval). (b) frequency evolution of the indicator Is53,: for
this FRF.

it testifies a good probabilistic model of the measured FRF.

3.2. A numerical application

For the FRFs population based application, several samples of the same FRFs matrix are processed. In465

particular, Nmc = 20 samples of the transfer matrix are obtained from a non-parametric stochastic finite
element model of a production car. In this approach, the reduced mass, stiffness and damping matrices are
computed from the finite element model of the vehicle, which is here an industrial model featuring around
ten millions DOFs. These matrices are then used to obtain the searched FRF matrix. The computation
is run several times (here 20 times) in a Monte Carlo framework and each time the modal matrices are470

modified according to the random matrix theory exposed by Soize [57]. This yields a population of frequency
response functions each slightly different from the other. Their uncertainty is ruled by some dispersion
hyper-parameters that are previously identified in order to fit the corresponding end-of-line measurements
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[40]. In the present case, the coefficients had been previously identified4 in order to simulate the uncertainty
encountered in vibro-acoustic FRFs from end-of-line measurements on a population of vehicles belonging to475

the same model. The used protocol, now typical in Groupe PSA, is presented by Durand [39]. Note that
the measured vehicles differed in engine type, gearbox and other customer options. Figure 10 shows the
simulated uncertainty of the transfer function between one engine mount and a microphone inside the car.
In accordance with the vehicle population used to identify the dispersion hyper-parameters, this simulation
should cover production uncertainty, manufacturing variability and measurement errors.480

In the present application, the observation DOFs are No = 4 acoustic pressures at the ears of the driver
and passengers, while the excitations DOFs are Ne = 24 loads at different connections to the car body. The
finite element computation is performed for Nf = 226 frequency points in the [25 250] Hz frequency band
using the commercial solver Nastran.
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Figure 10: Illustration of structural uncertainties and measurement error on a vibro-acoustic FRF: 20 samples issued from a
non-parametric stochastic finite element computation.

The number of components may be chosen applying the same method as before on the mean FRF matrix485

(obtained averaging the non-parametric samples). Here, using a threshold at 97.5% on the cumulative sum
of eigenvalues, it yields Np = 23. Then, the proposed algorithm can be applied, being aware that:

• At each Gibbs sampling iteration, the input Y can be different: the FRF matrix to use is sampled
uniformly from the FRF matrices of the non-parametric approach.

• The JADE estimations used for the prior laws of the components are computed on the mean FRF490

matrix. This helps to make the algorithm converge towards a stable mean value while propagating the
uncertainty of the input to the extracted components.

Figure 11 shows the mean of each extracted component. As it can be seen, even if the input is uncertain
the proposed algorithm still manages to separate components located in different frequency ranges. Looking
more into details, figures 12(a) and 12(b) show the box-plots of the spatial patterns corresponding to the495

components c4(ω) and c23(ω), respectively dominant around 77 Hz and 248 Hz. Interestingly, the lower
frequency pattern (Fig. 12(a)) appears to be less uncertain than the higher frequency one (Fig. 12(b)).
This is consistent with the FRF uncertainty which increases with the frequency [39]. This trend is once
more verified looking at the evolution of the inferred variance σ2

yn along the frequency. Figure 13 shows the
evolution along the frequency - i.e. for n = 1, . . . , Nf - of a point estimator (the mode) of the posterior PDF500

of the variance σ2
yn : as it can be noticed, the variance globally increases as the frequency does.

As for the experimental application, further data reduction can be achieved by Bayesian hypothesis testing by

4Not in the context of this study and not in the Bayesian framework.
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Figure 11: Mean components cp(ω) with p = 1, . . . , 23 obtained by Bayesian hierarchical ICA. Highlighted the components
c4(ω) and c23(ω) used in Fig. 12.
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Figure 12: Box-plots of the spatial patterns corresponding to components (a) c4(ω) - concentrated around 77 Hz - and (b)
c23(ω) - concentrated around 248 Hz.

reducing the spectral support when the extracted components are not statistically different from 0. Figure
14 shows the results of this processing approach for the component c4(ω) whose spectral support can be
reduced roughly to the half.505

Finally, it is important to compare the reconstructed FRF matrix to the actual input data. Here it means
comparing the posterior PDF of the model prediction as written in Eq. (28) to the PDF delivered by the
non-parametric probabilistic finite element model. To this aim, the Jensen-Shannon divergence is used [58].
It is a symmetrized and smoothed version of the Kullback-Leibler divergence [59] and, given two probability
density functions [x]P and [x]Q, it reads:510

DJS([x]P ||[x]Q) =
1

2
DKL([x]P ||[x]M ) +

1

2
DKL([x]Q||[x]M ) (29)

where [x]M = 1/2([x]P + [x]Q) and DKL(•||•) stands for the Kullback-Leibler divergence, which is defined
for continuous PDFs [x]P = p(x) and [x]Q = q(x) of the random variable x as:

DKL([x]P ||[x]Q) =

∫ +∞

−∞
p(x) ln

p(x)

q(x)
dx (30)
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Figure 13: Spectral evolution of the mode of the posterior PDF of the additive noise variance σ2
yn
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Figure 14: Thresholding process for the component c4(ω): its distribution (a) and its amplitude after applying the threshold
(b).

Like the Kullback-Leibler divergence, the Jensen-Shannon divergence gives some information on how a
probability density functions diverges from another and, unlike the former, it has the advantage to be
symmetric and to have support [0 1], with 0 for identical distributions and 1 for distributions that do not515

share the same support. Other values express grades of different behaviour between the two distributions:
the closer to 0 the divergence, the more the two probability distributions behave similarly.
In this application, the PDF of the model prediction and the one issued from the non-parametric finite
element computation are both approximated by kernel density estimation from their samples [60, 61]. Figure
15 shows the comparison between the reconstruction and the original data for one FRF and the corresponding520

Jensen-Shannon divergence. It can be noticed that the reconstruction support covers quite well the Monte
Carlo support from the non-parametric probabilistic finite element model. This is also testified by relatively
low values of the divergence particularly above 80 Hz.

4. Conclusions

In order to reduce and analyse large matrices of frequency response functions, this paper has introduced525

a decomposition as a sum of frequency independent matrices containing the magnitude and phase relations
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Figure 15: (a) comparison between the 90% credible interval of numerical FRFs (the same as in Fig. 10(a) - red area) and the
one resulting from the Bayesian hierarchical model (grey area). (b) frequency evolution of the Jensen-Shannon divergence for
this FRF.

between observation and excitation DOFs, each multiplied by a scalar sparse FRF. Each “pattern” matrix
resumes the dynamic behaviour of the system over a frequency range: it may be interpreted as a “generalized”
mode shape of the system, in the sense that it isolates a remarkable spatial pattern with a localized frequency
content. Thus, the performance of the proposed approach is not related to the extraction of the system mode530

shapes, but rather to the identification of few “patterns” that alone are enough to accurately describe the
measured FRFs. This yields a better insight on the system. The decomposition is achieved by means of a
hierarchical Bayesian independent component analysis based on the Gibbs sampling algorithm.

The Bayesian context allows several samples of the FRF matrix to be taken into account with hardly
any modification to the algorithm, so that structural uncertainties and random measurement errors in the535

processed samples can be easily propagated to the extracted components. Then, intrinsic to the Bayesian
approach, point or interval estimators can be directly deduced from the joint posterior distribution of all the
quantities involved in the FRF matrix decomposition. This allows an advanced second stage data reduction to
be performed by pruning all insignificant coefficients. On the other hand, the Gibbs sampler used to explore
the joint posterior distribution may need some specific knowledge on Markov Chain Monte Carlo algorithms540

in order to ensure its good exploitation. The computation time is also higher than for an ICA performed
through classical batch algorithms. For these reasons, the proposed algorithm is specifically adapted when
the uncertainty on the FRFs has to be conserved and so shared among the independent components.

Complex automotive vibro-acoustic transfer functions served in this work as input data for the proposed
decomposition algorithm. However, its purpose is general and it can be used any time a physical insight on545

FRF matrices is sought and any time several measured or computed samples have to be analysed in a single
unified approach.
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AppendixA. Usual probability density functions

AppendixA.1. Multivariate real normal distribution

The multivariate normal distribution of a N -dimensional random vector x ∈ RN×1 is noted:

[x] ∼ N (µ,Σ) (A.1)
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where µ is the N -dimensional mean vector555

µ = E[x] (A.2)

and Σ is the N ×N covariance matrix

Σ = E[(x− µ)(x− µ)t] (A.3)

with E[•] the expected value operator and •t the transpose operator.
In the non-degenerate case (i.e. Σ is definite positive), the PDF of the multivariate real normal law is
written:

[x|µ,Σ] =
1

(2π)N/2det
1
2 Σ

e−
1
2 (x−µ)tΣ−1(x−µ) (A.4)

where det • stand for the determinant of a matrix.560

AppendixA.2. Gamma distribution

The Gamma distribution can be parametrized using the shape parameter α and the rate parameter β.
A random variable x which follows a Gamma distribution is noted:

[x] ∼ Gamma(α, β) (A.5)

The corresponding PDF is written as:

[x|α, β] =
βα

Γ(α)
xα−1e−βx (A.6)

where Γ(•) stands for the Gamma function. Its support is R+.565

AppendixA.3. Inverse-Gamma distribution

The Inverse-Gamma distribution can be parametrized using the shape parameter α and the rate parameter
β. A random variable x which follows an Inverse-Gamma distribution is noted:

[x] ∼ InvGamma(α, β) (A.7)

The corresponding PDF is written as:

[x|α, β] =
βα

Γ(α)
x−α−1e−

β
x (A.8)

Its support is R+. If [x] ∼ Gamma(α, β) then [1/x] ∼ InvGamma(α, 1
β ).570

AppendixA.4. Exponential distribution

The exponential distribution is parametrized using a rate parameter λ. A random variable x which
follows an Exponential distribution is noted:

[x] ∼ Exp(λ) (A.9)

The corresponding PDF is written as:

[x|λ] =

{
λe−λx, x ≥ 0

0, x < 0
(A.10)

Its support is R+. If [x] ∼ Exp(λ) then [x] ∼ Gamma(1, λ).575
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AppendixA.5. Multivariate complex normal distribution

If the complex normal random vector x is improper, than the PDF is written:

[x|µ
x
,Σxx] =

1

πndet
1
2 Σxx

exp

{
−1

2
(x− µ

x
)HΣ−1

xx (x− µ
x
)

}
(A.11)

where the underlined elements are the augmented versions the random variable (x), the mean (µ) and the
covariance (Σxx).
If the complex normal random vector x is proper, than the PDF is written:580

[x|µx,Σxx] =
1

πndetΣxx
exp

{
−(x− µx)HΣ−1

xx (x− µx)
}

(A.12)

where µx and Σxx are respectively the mean and the covariance of x.

AppendixB. Posterior computation for the algorithm

In what follows, the details about the computation of the Bayesian posterior distributions for the algo-
rithm are proposed. Note that all Gaussian distributions are circularly symmetric complex and they are
simply noted Ny with y the random variable that follows the distribution.585

The basis of the posterior computation is the Bayes theorem, which writes:

[θ|X] ∝ [X|θ] · [θ] (B.1)

[X|θ] stands for the likelihood function, while [θ] stands for the prior PDF of the parameter which has to
be inferred. In the presented application, the likelihood of the measure Y is:

[yv|Λ,C, σ2
y] ∼ Nyv (ŷv, σ

2
y · INe·No·Nf ) (B.2)

The posteriors are obtained as follows:

• Posterior law of σ2
y:590

Likelihood : [yv|Λ,C, σ2
y] ∼ Nyv (ŷv, σ

2
y · INe·No·Nf )

Prior : [σ2
y] ∼ InvGamma(αy, βy)

(B.3)

[σ2
y|rest] ∝ [yv|Λ,C, σ2

y][σ2
y]

∝ Nŷv (ŷv, σ
2
y · INe·No·Nf ) · InvGammaσ2

y
(αy, βy)

∝ 1

πNe·No·Nf (σ2
y)Ne·No·Nf

exp

(
− 1

σ2
y

(yv − ŷv)
H(yv − ŷv)

)
β
αy
y

Γ(αy)
(σ2
y)−αy−1e

− βy
σ2y

∝ (σ2
y)−αy−Ne·No·Nf−1exp

(
− 1

σ2
y

(
(yv − ŷv)

H(yv − ŷv) + βy
))

(B.4)

This corresponds to an Inverse-Gamma distribution with parameters α′y = αy + Ne · No · Nf and

β′y = (yv − ŷv)
H(yv − ŷv) + βy.

• Posterior law of ν2
i,n, ∀i = 1, . . . , Np and ∀n = 1, . . . , Nf :

Likelihood : [ci,n|ĉJi,n, ν2
i,n] ∼ Nci,n(ĉJi,n, ν

2
i,n)

Prior : [ν2
i,n] ∼ InvGamma(αi, βi)

(B.5)
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595

[ν2
i,n|rest] ∝ [ci,n|ĉJi,n, ν2

i,n][ν2
i,n]

∝ Nci,n(ĉJi,n, ν
2
i,n) · InvGammaν2

i,n
(αi, βi)

∝ 1

(2πν2
i,n)1/2

exp

(
− 1

ν2
i,n

(ci,n − ĉJi,n)H(ci,n − ĉJi,n)

)
βαii

Γ(αi)
(ν2
i,n)−αi−1e

− βi
ν2
i,n

∝ (ν2
i,n)−αi−1−1exp

(
− 1

ν2
i,n

(
(ci,n − ĉJi,n)H(ci,n − ĉJi,n) + βi

))
(B.6)

This corresponds to an Inverse-Gamma distribution with parameters α′i = αi + 1 and β′i = (ci,n −
ĉJi,n)H(ci,n − ĉJi,n) + βi.

• Posterior law of βi, ∀i = 1, . . . , Np:

Likelihood : [ν2
i,:|αi, βi] ∼

Nf∏
n=1

InvGammaν2
i,n

(αi, βi)

Prior : [βi] ∼ Gamma(aβ , bβ)

(B.7)

[βi|rest] ∝ [ν2
i,:|αi, βi][βi]

∝
Nf∏
n=1

InvGammaν2
i,n

(αi, βi) ·Gamma(aβ , bβ)

∝
Nf∏
n=1

βαii
Γ(αi)

(ν2
i,n)−αi−1e

− βi
ν2
i,n

b
aβ
β

Γ(aβ)
β
aβ−1
i e−bββi

∝ βaβ−1+Nfαi
i e

−βi(bβ+
∑Nf
n=1

1

ν2
i,n

)

(B.8)

This corresponds to a Gamma distribution with parameters a′β = aβ +Nfαi and b′β = bβ +
∑Nf
n=1

1
ν2
i,n

.600

• Posterior law of αi, ∀i = 1, . . . , Np:

Likelihood : [ν2
i,:|αi, βi] ∼

Nf∏
n=1

InvGammaν2
i,n

(αi, βi)

Prior : [αi] ∼ Exp(aα)

(B.9)

[αi|rest] ∝ [ν2
i,:|αi, βi][αi]

∝
Nf∏
n=1

InvGammaν2
i,n

(αi, βi) · Exp(aα)

∝
Nf∏
n=1

βαii
Γ(αi)

(ν2
i,n)−αi−1e

− βi
ν2
i,n aαe

−aααi

∝ e
−Nf logΓ(αi)+

(∑Nf
n=1 log

βi
ν2
i,n

−aα
)
αi

(B.10)

This form cannot be recognised as a usual distribution. However, it can be sampled using sampling
algorithms such as Metropolis-Hasting or slice sampling.

23



• Posterior law of ltj , ∀j = 1, . . . , Ne ·No:605

Likelihood : [ytj |ltj ,C, σ2
y] ∼ Nytj

((ljC)t, σ2
y · INf )

Prior : [lj ] ∝ 1
(B.11)

[ltj |rest] ∝ [ytj |ltj ,C, σ2
y]

∝ Nytj
((ljC)t, σ2

y · INf )

∝ 1

(πσ2
y)Nf

exp

(
− 1

σ2
y

(ytj − (ljC)t)H(ytj − (ljC)t)

)
∝ exp

(
1

σ2
y

(−l∗jC
∗Ctltj + y∗jC

tltj + l∗jC
∗ytj)

) (B.12)

A Multivariate Gaussian distribution for a random variable lt with mean m and covariance matrix S
would lead to:

[lt|m,S] ∝ exp
(
−l∗S−1lt + l∗S−1m + mHS−1lt

)
(B.13)

Equations (B.12) and (B.13) have the same form and by identification it can be recognised that the
posterior distribution of ltj is a Multivariate Gaussian distribution with parameters:610

µlj =
1

σ2
y

ΣljC
∗ytj

Σ−1
lj

=
1

σ2
y

(CCH)∗
(B.14)

• Using the “block” approach, the posterior law of cn, ∀n = 1, . . . , Nf is:

Likelihood : [yn|Λ, cn, σ2
y] ∼ Nyn(Λcn, σ

2
y · INe·No)

Prior : [cn|ĉJn,ν2
n] ∼ Ncn(ĉJn,diag(ν2

n))
(B.15)

[cn|rest] ∝ [yn|Λ, cn, σ2
y] · [cn|ĉJn,ν2

n]

∝ Nyn(Λcn, σ
2
y · INe·No) · Ncn(ĉJn,diag(ν2

n))

∝ 1

(πσ2
y)Ne·No

exp

(
− 1

σ2
y

(yn −Λcn)H(yn −Λcn)

)
·

1

πNe·No
∏Ne·No
j=1 ν2

n

exp

(
−(cn − ĉJn)Hdiag(

1

ν2
n

)(cn − ĉJn)

)
∝ exp

(
−cHn (

ΛHΛ

σ2
y

+ diag(
1

ν2
n

))cn + cHn (
ΛHyn
σ2
y

+ diag(
1

ν2
n

)ĉJn)

)
·

exp

(
(
yHn Λ

σ2
y

+ ĉJ
H

n diag(
1

ν2
n

))cn

)

(B.16)

A Multivariate Gaussian distribution for a random variable c with mean m and covariance matrix S
would lead to:

[c|m,S] ∝ exp
(
−cHS−1c + cHS−1m + mHS−1c

)
(B.17)

Equations (B.16) and (B.17) have the same form and by identification it can be recognised that the615

posterior distribution of cn is a Multivariate Gaussian distribution with parameters:

µcn = Σcn

(
1

σ2
y

ΛHyn + diag

(
1

ν2
n

)
ĉJn

)
Σ−1
cn =

1

σ2
y

ΛHΛ + diag

(
1

ν2
n

) (B.18)
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• Using the “one-by-one” approach, the decomposition model of matrix Y has to be rewritten for all
n = 1, . . . , Nf as:

yn = ci,nλi +
∑
k 6=i

ck,nλk + en

λHi yn
λHi λi

= ci,n +
∑
k 6=i

ck,n
λHi λk

λHi λi
ck,n +

λHi en

λHi λi

λHi yn
λHi λi

−
∑
k 6=i

ck,n
λHi λk

λHi λi
ck,n = ci,n +

λHi en

λHi λi

(B.19)

The left hand term is the random variable yi|−i,n (using the notation in Algorithm 3 ) and conditionally

to the other parameters it follows a Gaussian distribution of mean ci,n and variance σ2
i =

σ2
y

‖λi‖22
. As a620

consequence, the posterior law of ci,n, ∀n = 1, . . . , Nf and ∀i = 1, . . . , Np is:

Likelihood : [yi|−i,n|ci,n, σ2
i ] ∼ Nyi|−i,n(ci,n, σ

2
i )

Prior : [ci,n|ĉJi,n, ν2
i,n] ∼ Nci,n(ĉJi,n, ν

2
i,n)

(B.20)

[ci,n|rest] ∝ [yi|−i,n|ci,n, σ2
i ] · [ci,n|ĉJi,n, ν2

i,n]

∝ Nyi|−i,n(ci,n, σ
2
i ) · Nci,n(ĉJi,n, ν

2
i,n)

∝ 1

πσ2
i

exp

(
− 1

σ2
i

(yi|−i,n − ci,n)∗(yi|−i,n − ci,n)

)
·

1

πν2
i,n

exp

(
− 1

ν2
i,n

(ci,n − ĉJi,n)∗(ci,n − ĉJi,n)

)

∝ exp

(
−(

1

σ2
i

+
1

ν2
i,n

)c∗i,nci,n + c∗i,n(
yi|−i,n

σ2
i

+
ĉJi,n
ν2
i,n

) + (
y∗i|−i,n

σ2
i

+
ĉJ
∗

i,n

ν2
i,n

)ci,n

)
(B.21)

A Gaussian distribution for a random variable c with mean m and covariance s2 would lead to:

[c|m, s2] ∝ exp

(
− 1

s2
c∗c+

1

s2
c∗m+

1

s2
m∗c

)
(B.22)

Equations (B.21) and (B.22) have the same form and by identification it can be recognised that the
posterior distribution of ci,n is a Gaussian distribution with parameters:625

µci,n = σ2
ci,n

(
yi|−i,n

σ2
i

+
ĉJi,n
ν2
i,n

)

σ2
ci,n =

(
1

σ2
i

+
1

ν2
i,n

)−1 (B.23)

AppendixC. Bayesian ICA algorithm for including input dispersion

Using the likelihood in Eq. (23) in the algorithm leads to the following modifications on the posterior
PDFs:

1. ∀n = 1, . . . , Nf , draw a sample from [σ2
yn |rest] ∼ InvGamma(α′y, β

′
y) with

α′y = αy +Ne ·No

β′y = βy +

Ne·No∑
j=1

|yj,n − ljcn|2
(C.1)
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2. ∀j = 1, . . . , Ne ·No, draw a sample from [ltj |rest] ∼ NC(µlj ,Σlj ) with630

µlj = ΣljC
∗Σ−1

y ytj

Σlj = ((CΣ−1
y CH)∗)−1

(C.2)

with Σy = diag(σ2
y1 , . . . , σ

2
yNf

).

3. ∀n = 1, . . . , Nf , draw a sample of a column cn out of C from [cn|rest] ∼ NC(µcn ,Σcn) with

µcn = Σcn

(
1

σ2
yn

ΛHyn + diag

(
1

ν2
n

)
ĉJn

)
Σcn =

(
1

σ2
yn

ΛHΛ + diag

(
1

ν2
n

))−1 (C.3)

3 bis. ∀i = 1, . . . , Np and ∀n = 1, . . . , Nf , draw a sample from [ci,n|rest] ∼ NC(µci,n , σ
2
ci,n) with

µci,n = σ2
ci,n

(
yi|−i,n

σ2
i,n

+
ĉJi,n
ν2
i,n

)

σ2
ci,n =

(
1

σ2
i,n

+
1

ν2
i,n

)−1

σ2
i,n =

σ2
yn

‖λi‖22

yi|−i,n =
λHi yn
λHi λi

−
∑
k 6=i

λHi λk

λHi λi
ck,n

(C.4)

These results are obtained carrying out the same kind of computation presented in Appendix B, which is
here omitted for simplicity.635

The other posterior PDFs do not change.
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