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Abstract

We are concerned with the approximation of solutions to a compressible two-phase flow
model in porous media thanks to an enhanced control volume finite element discretization. The
originality of the methodology consists in treating the case where the densities are depending
on their own pressures without any major restriction neither on the permeability tensor nor
on the mesh. Contrary to the ideas of [23], the point of the current scheme relies on a phase-
by-phase ”sub”-unpwinding approach so that we can recover the coercivity-like property. It
allows on a second place for the preservation of the physical bounds on the discrete saturation.
The convergence of the numerical scheme is therefore performed using classical compactness
arguments. Numerical experiments are presented to exhibit the efficiency and illustrate the
qualitative behavior of the implemented method.

1 Statement of the continuous model

The displacement of fluids in porous media is a subject of significant importance among many
fields of engineering and industries [5, 11, 24]. Typical applications include enhanced oil recovery,
nuclear waste management and soil remediation.

Under some realistic conditions, compressible two-phase flows in porous media are often
modeled by the mass conservation equation for each phase α where the velocity is expressed by
the generalized Darcy-Muscat law. We here consider a gaseous phase indexed by g and a liquid
fluid denoted by w. The porous medium Ω is assimilated to a polygonal connected bounded
open domain of Rd. Let tf be in (0,+∞). For each phase α ∈ {g, w}, the continuity equation
states [11]:

φ∂t(ραsα) +∇ · (ραVα) + ραq
α = 0 in Qtf := Ω× (0, tf ), (1.1)

where φ is the porosity of the medium and ρα(pα), sα,Vα, q
α are respectively the density, the

saturation, the flow speed and the source term of the fluid α. The expression of the velocity Vα
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is

Vα = −Krα

µα
Λ(∇pα − ρα~g). (1.2)

where Krα stands for the relative permeability, µα is the dynamic viscosity, and pα is the
pressure of the phase α. The matrix Λ designates the intrinsic permeability of the medium. The
vector ~g accounts for the gravitational acceleration. The ratio Krα/µα is usually termed as the
α-phase mobility. We assume that domain of study is completely filled by the two fluids, which
means that

sg + sw = 1. (1.3)

The relationship between the nonwetting phase and the wetting one is given by the capillary
pressure law :

pc(sg) = pg − pw. (1.4)

Notice that this function and the mobilities Mα are strongly nonlinear and they are only defined
in terms of the saturations. We point out that Mα(sα = 0) = 0. This is referred to as the
degeneracy issue. It is encountered when the phase α disappears somewhere within Ω.

Following [27], the volumetric source-sink rate qα is set to qα = sαf
P − sIαf I , where the

functions f I , fP measures somehow the injection and the production rates of the involved fluids.
The coefficient sIα is a known α-phase saturation which corresponds to the ratio of the injected
fluid within the medium of interest.

We hereafter choose both pressure pg and pw as the primary unknowns. Besides to equations
(1.1)-(1.4), we prescribe the boundary conditions and the initial data as follows :

ραVn · n = ραVw · n = 0 on ΓN × (0, tf )

pg = pDg and pw = pDw on ΓD × (0, tf )

pg(·, 0) = p0
g and pw(·, 0) = p0

w in Ω

, (1.5)

where {ΓN ,ΓD} is an appropriate partition of the boundary ∂Ω = ΓN ∪ ΓD with |ΓD| > 0 and
n is the outward unit normal to ΓN . For the sake of simplicity, one may take pDg = pDw = 0 in
the analysis of the numerical scheme.

Even if it is not involved in the governing equations of compressible flows, the concept of
the global pressure [11] is of great help for the analysis of both the continuous and the discrete
system. Its introduction is necessary to handle the degeneracy issue of the hyperbolic terms
since the gradient ∇pα is lost whenever sα = 0.

In the sequel, p denotes the global pressure. We also consider M(sg) = Mw(1−sg)+Mg(sg)
as the total mobility. We then recall that p is defined via the following relationship

M(sg)∇p = Mw(sw)∇pw +Mg(sg)∇pg. (1.6)

The function p is an intermediary pressure between the gas pressure and that of the wetting
phase such that

p = pg − p̂g(sg) = pw + p̂w(sg), (1.7)

where the artificial pressures p̂g, p̂w read

p̂g(sg) =

∫ sg

0

Mw(1− u)

M(u)
p′c(u) du and p̂w(sg) =

∫ sg

0

Mg(u)

M(u)
p′c(u) du. (1.8)

We next define the capillary term B :

B(sg) =

∫ sg

0

Mw(1− u)Mg(u)

M(u)
p′c(u) du.

In light of the above expressions, one formally has

Mw(sw)∇pw = Mw(sw)∇p+∇B(sg), Mg(sg)∇pg = Mg(sg)∇p−∇B(sg). (1.9)
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Whence, the following equality holds

Mg(sg) |∇pg|2 +Mw(sw) |∇pw|2 = M(sg) |∇p|2 +
Mw(1− sg)Mg(sg)

M(sg)
|∇pc(sg)|2 . (1.10)

At the discrete level [32], this identity is destroyed. It can however be substituted by three
inequalities whose proofs are not evident. To simplify these proofs, we rather propose to use
the features of the function ξ, instead of B, given by

ξ(sg) =

∫ sg

0

√
Mw(1− u)Mg(u)

M(u)
p′c(u) du.

According to (1.10), one gets

Mg(sg) |∇pg|2 +Mw(sw) |∇pw|2 = M(sg) |∇p|2 +M(sg) |∇ξ(sg)|2 . (1.11)

Based on (1.11), a discrete inequality will be established later in Section 4 using similar ideas
as provided in [29, 32]. As a consequence, the discrete energy of the whole system is controlled by
estimating the approximate gradient of the global pressure and the capillary potential regardless
the phase disappearance issue. We would like to emphasize that the main strengths of the
underlined inequality consists in omitting the heavy calculus and improving the convergence
proofs already carried out in [32, 33].

Now, in order to define in a proper sense the weak solutions to the system (1.1)-(1.5) we
need to specify some relevant assumptions on the physical data. These hypotheses are standard
in the compressible two-phase flow context.

(A0) The initial pressures p0
g, p

0
w are L2(Ω)-functions so that the α-phase initial saturation s0

α

belongs to L∞(Ω) with 0 ≤ s0
α(x) ≤ 1 a.e. x ∈ Ω.

(A1) The porosity φ is in L∞(Ω) such that there exist φ0, φ1 > 0 : φ0 ≤ φ(x) ≤ φ1 a.e. x ∈ Ω.

(A2) The mobility Mα of the phase α, is an increasing continuous function from [0, 1] to R
where we take into account the extension : Mα(sα) = 0 for every sα ∈]−∞, 0]. Moreover,
the total mobility is bounded far away from 0 i.e. there exists m0 > 0 such that

m0 ≤M(sg) = Mg(sg) +Mw(1− sg), ∀sg ∈ [0, 1].

(A3) The intrinsic permeability Λ is a positive-definite matrix and essentially bounded. It is
further uniformly elliptic i.e. there exist positive constants Λ and Λ such that

Λ|ζ|2 ≤ Λ(x)ζ · ζ ≤ Λ|ζ|2, for all ζ ∈ Rd and a.e. x ∈ Ω.

(A4) The injection and the production terms f I , fP are two nonnegative functions of L2(Qtf ).
In addition, for α = g, w, sIα is a bounded function such that sIg + sIw = 1 a.e. (x, t) ∈ Qtf .

(A5) The density ρα ∈ C1(R,R) is increasing and uniformly bounded : 0 < ρ0 ≤ ρ(pg) ≤ ρ1, for
some positive constants ρ0, ρ1.

(A6) The capillary pressure function pc(sg) ∈ C1([0, 1],R+) is increasing. We assume that
pc(0) = 0.

(A7) The function ξ−1 is θ-Hölder on [0, ξ(1)] with θ ∈ (0, 1). This means that there exists a
positive constant Lξ such that for all a, b ∈ [0, ξ(1)], |ξ−1(a)− ξ−1(b)| ≤ Lξ|a− b|θ.

Remark 1.1. The requirement pc(0) = 0 in Assumption (A6) stands for a compatibility condi-
tion. Indeed, using (1.7) and (1.8) we find

p̂g(sg) + p̂w(sg) = pc(sg) = pg − pw.

In addition, the boundary constraint pDg = pDw = 0 implies sDg = 0. As a consequence, the global

pressure vanishes on ΓD i.e. pD = 0.
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We consider the classical Sobolev space

H1
ΓD (Ω) = {u ∈ H1(Ω) / u = 0 on ΓD}.

We recall that it is a Hilbert space endowed with the norm

||u||H1
ΓD

(Ω) = ||∇u||L2(Ω)d .

Definition 1.1. (Weak solutions) Under Assumptions (A0)-(A7), we call a weak solution to
the continuous model (1.1)-(1.5) any couple of measurable functions (pg, pw) verifying for every
α ∈ {g, w}

sg = p−1
c (pg − pw), sw = 1− sg, a.e. in Qtf

0 ≤ sα ≤ 1 a.e. in Qtf , ξ(sg) ∈ L2(0, tf ;H1
ΓD

(Ω)),

pα ∈ L2(0, tf ;L2(Ω)),
√
Mα(sα)∇pα ∈ L2(0, tf ;L2(Ω)d)

and for every ψ ∈ C∞c (Ω× [0, tf )), with ψ = 0 on ΓD × [0, tf ), there holds

−
∫
Qtf

φρα(pα)sα∂tψ dxdt−
∫

Ω

φρα(p0
α)s0

αψ(x, 0) dx+

∫
Qtf

ρα(pα)Mα(sα)Λ∇pα · ∇ψ dx dt

−
∫
Qtf

ρ2
α(pα)Mα(sα)Λ~g · ∇ψ dx dt+

∫
Qtf

ρα(pα)sαf
Pψ dxdt =

∫
Qtf

ρα(pα)sIαf
Iψ dxdt.

(1.12)

We indicate that the mathematical model (1.1)-(1.5) admits a weak solution in the sense of
Definition 1.1. This statement was the object of the work [27]. The key idea is to pass through
artificial unknowns namely the global pressure in order to get a priori estimates on the system
energy using of course the fundamental relationship (1.10). A simplified version of the same
model is analyzed in [22] where the fluid densities are only functions in terms of the global
pressure. Owing to the latter concept and extended techniques, an equivalent formulation for
an immiscible compressible two-phase flow in porous media is proposed and studied in [2].

From a numerical point of view, many models of type (1.1)-(1.5) have been extensively
examined. For instance, we refer to the relevant non-exhaustive list on the finite element schemes
[11, 12, 26, 31, 34]. Discontinuous Galerkin methods for incompressible two-phase flows are given
in [15, 30]. In the last past years, plenty of computational approaches [13, 24] (the references are
therein) have been widely implemented for solving numerically the underlined system. However,
these methodologies lack of a rigorous mathematical analysis, namely the convergence of the
numerical scheme. Thus, such an application to complex problems may lead to unforeseen
issues that might consist, for instance, of nonphysical oscillations and loss of convergence. On
the other hand, assuming restrictive assumptions either on the data or on the involved meshes,
a few papers were dedicated to the convergence analysis of the numerical method for immiscible
two-phase flow systems. For example, the pioneer two-point flux approximation schemes have
been implemented and investigated in the documents [6, 29, 32]. Based on a phase-by-phase
upstream technique, a finite volume and nonconforming finite element approach was suggested
in [33] for the same model. We stress that the discretizations mentioned in the last references
rest essentially on the nonnegativity of transmissibility coefficients. A similar constraint was also
imposed in [1, 18] for conducting the proof of the convergence results. This latter condition is too
stringent and it holds on particular data and meshes [14]. To deal with the anisotropic model
with a slight compressibility factor, we recently investigated a control volume finite element
method in [23]. This approach was performed using the global pressure formulation for the
system of interest where the gas density depends on the global pressure. The point is to view
the elliptic part like a hyperbolic one as done in [8, 10].

In the present article, the system is composed of two degenerate parabolic equations. The
diffusion behavior of the model is implicitly included in the convection terms. This is due
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of course to the capillary effects. From a numerical perspective, when some transmissibility
coefficients are nonpositive the coercivity on the discrete gradients is lost. The same issue
has been reported for instance in [14, 19] for many schemes. Particularly, the control volume
finite element scheme proposed in [23], the references are therein, can provide negative stiffness
coefficients when the permeability tensor is anisotropic or the simplicial mesh does not verify
the Delaunay condition [16]. In addition, the latter scheme is based on a classical upstreaming
technique which can not be applied to the present model since the system of interest is nonlinear,
degenerate and its variables are strongly coupled. Then, the goal of our contribution is to
develop and analyze a vertex-centered finite volume discretization so that we can handle in a
proper way the coupling and the degeneracy issues. The particularity of our strategy hinges
on a ”sub-upwinding” scheme for the approximation of the connective fluxes. The objective
is to recover the fundamental points consisting of both the discrete maximum principle and
uniform estimates on the discrete gradient of the global pressure and on a new capillary term.
These stability results are mandatory for the convergence analysis of the method, especially for
establishing compactness properties. By the discrete maximum principle, we mean that the
approximate saturations are always bounded between 0 and 1. This fact is validated numerically
on a sequence of triangular meshes for several anisotropies of the permeability matrix.

The rest of this paper is structured as follows. Section 2 surveys the discrete framework
consisting of the spacial and temporal meshes, the discrete functional spaces and some related
notations. Section 3 introduces the proposed numerical scheme. Section 4 is dedicated to the
exposition and proofs of the pillared stability estimates of this paper. Section 5 is devoted to
the convergence proof of the numerical scheme as well as the identification of the limits. Section
6 presents a series of numerical experiments. The objective is first to show the efficiency and
the robustness of our approach on an academic example. Such a method is then illustrated on
the considered compressible two-phase flow for different types of anisotropy.

2 Discrete setting

We here describe the used meshes as well as some relevant notations.

2.1 Spatial discretizations of the porous medium

In the framework of the vertex-centered finite volume methods we need to define at least two
different kinds of meshes. In our case, the first one is a finite element partition of the domain
Ω referred to as the primal mesh, on which the second one is built and it is termed as the dual
mesh.

For the sake of simplicity we consider the two-dimensional case d = 2. Let Th be a conforming
simplicial mesh of Ω in the sense of the finite element method [16]. Then, the intersection of
two elements is either a vertex, an edge or the empty set. Let us denotes by V the set of the
vertices of the mesh. This family is split into two subsets VD and VcD. In fact, VD holds the
vertices located on the boundary ΓD while VcD = V\VD. The set VT denotes the nodes of an
element T ∈ Th. We define xT the barycenter, hT = diam(T ), and |T | the Lebesgue measure of
the triangle T ∈ Th. We designate by rT the diameter of the largest ball included in T . The size
of the mesh h is given by the maximum of the finite family {hT , T ∈ Th}. As it is standard in
the finite element literature, the triangulation in question should be regular in the sense that :

∃Θ > 0 : max
T∈Th

hT
rT
≤ Θ, ∀h ∈ (0, h0). (2.1)

As highlighted above, the dual mesh Ah is constructed on the primal mesh Th and centered
on its vertices. The elements of Ah are usually called control volumes. The set of triangles
sharing K ∈ V is designated by KTh . In each triangle we consider the set VKT := VT \{K} made
from the vertices of T except K. For any K ∈ V we match to it a unique dual sub-domain AK
defined by AK =

⋃
T∈KTh

ATK , where the region ATK is the polygon whose vertices are xT , K
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and the center of edges of T having in common the vertex K. Let E (resp. ET ) be the set of
interfaces (edges) of Ah (resp. of Ah included in T ∈ Th). For a couple of two control volumes
AK and AL, we define σTKL := AK ∩AL ∩T . The vector nTKL refers to the outward unit normal
to the interface σTKL pointed from AK to AL. By |AK | (resp.

∣∣σTKL∣∣) we mean the Lebesgue
(resp. Lebesgue superficial) measure of the control volume AK (resp. interface σTKL). One
finally refer to Figure 1 for an illustration of the aforementioned geometrical quantities.

Figure 1: Example of the primal mesh and its corresponding dual mesh.

Remark 2.1. The above definition of the spacial discretizations can be easily adopted to the
three-dimensional setting without any constraint. It is sufficient to substitute some terminologies
in a proper way. For instance, we would talk about the tetrahedralization instead of triangulation.
Then, triangles are replaced by tetrahedral elements. Edges become faces. It is worth mention-
ing by the way that the mesh-regularity assumption (2.1) still holds regardless the considered
dimension.

2.2 Time discretization

We will be interested in a one-step discretization of the time derivative of the fluid masses.
To this end, we divide the interval (0, tf ) into a uniform subdivision (tn)n∈J0,NK whose size is
denoted by δt. Then, tn = nδt. Without lost of generality, one can take into consideration a
non-uniform step δt.

2.3 Discrete spaces and unknowns

The numerical scheme involves two types of meshes. We then need to consider two approximate
spaces. The trial space is about the finite volume space denoted by Ṽh and composed of piecewise
constant functions on the control volumes i.e.

∀ũh ∈ Ṽh : ũh =
∑
K∈V

uK1ÅK , (uK ∈ R, ∀K ∈ V)

where the 1ÅK is the indicator function of the set ÅK (the topological interior of AK). Notice

that one has Ṽh ⊂ L2(Ω). On the other hand, one defines the P1 finite elements space denoted
by Vh. It incorporates continuous linear piecewise functions per triangles :

Vh = {uh ∈ C0(Ω), uh|T ∈ P1, ∀T ∈ Th} ⊂ H1(Ω).

Then, one writes

∀uh ∈ Vh : uh =
∑
K∈V

uKϕK , ∇uh =
∑
K∈V

uK∇ϕK ,
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where (ϕK)K∈V is nothing more than the shape functions basis such that ϕK(xL) = 1 if K = L
and ϕK(xL) = 0 otherwise. We recall that

∑
K∈V

ϕK = 1 which yields
∑
K∈V
∇ϕK = 0. To take

into account the boundary conditions prescribed in (1.5), we specify

V 0
h = {uh ∈ Vh, uh(xK) = 0,∀K ∈ VD}.

In order to have V 0
h ⊂ H1

ΓD
we need to assume that ΓD ∩ ΓN = {S} ⊂ VD. In other words, the

articulation point of ΓD and ΓN is a vertex of Dirichlet type. Furthermore, we equip Vh by the
natural semi-norm :

‖uh‖2Vh =

∫
Ω

|∇uh|2 dx, ∀uh ∈ Vh.

We recall that ‖·‖Vh is indeed a norm V 0
h by virtue of the discrete Poincaré inequality [16].

As we are dealing with time-dependent functions, we then have to reveal their discrete
counterparts. Let wn+1

h ∈ {un+1
h , ũn+1

h } for n ∈ J0, N − 1K, we construct wh,δt such that its
restriction to the sub-interval (tn, tn+1] is equal to wn+1

h . If F is a nonlinear function, its
action on wh,δt is considered in the interpolation sense. Precisely, the nonlinear finite element
interpolation will be denoted by Fh(u) ∈ Vh whenever uh belongs to Vh. Then, one writes

Fh,δt(u) =

N−1∑
n=0

∑
K∈V

F (un+1
K )ϕK1(tn,tn+1).

Moreover, the finite volume reconstruction for the nonlinear function F is understood in the
following sense :

F (ũh,δt) =

N−1∑
n=0

∑
K∈V

F (un+1
K )1ÅK×(tn,tn+1).

For simplicity we employ a permeability tensor which is constant per triangles. Generally,
this assumption can be dropped by averaging the matrix Λh ≈ Λ such that

(Λh)|T =
1

|T |

∫
T

Λ(x) dx, ∀T ∈ Th.

3 Finite volume scheme

Formally, the founding idea of the proposed scheme is to perform a finite volume discretization
on the dual mesh while the gradient operator is approximated thanks to a P1 finite element
scheme on the primal mesh. In the sequel, we neglect the gravity effects since we are essentially
interested in the main terms of model’s equations and the contribution corresponding to the
gravity terms can be added without technical difficulties. So, to discretize the continuous model
(1.1)-(1.5), we integrate its equations on the cell AK × (tn, tn+1], we apply the Green formula
and we approach the fluxes using adequate approximations of the involved functions. This yields
a discrete system whose equations read :

p0
α,K =

1

|AK |

∫
AK

p0
α(x) dx, α ∈ {g, w}, ∀K ∈ VcD. (3.1)

φK

(
ρg(p

n+1
g,K ) sn+1

g,K − ρg(p
n
g,K) sng,K

)
− δt

|AK |
∑

T∈KTh

∑
L∈VKT

ρn+1
g,KLMg(s

n+1
g,KL)ΛTKLδ

n+1
KL pg

+ δt ρg(p
n+1
g,K ) sn+1

g,K fn+1
P,K = δt ρg(p

n+1
g,K )(sIg,K)n+1fn+1

I,K , (3.2)

φK

(
ρw(pn+1

w,K) sn+1
w,K − ρw(pnw,K) snw,K

)
− δt

|AK |
∑

T∈KTh

∑
L∈VKT

ρn+1
w,KLMw(sn+1

w,KL)ΛTKLδ
n+1
KL pw

+ δt ρw(pn+1
w,K) sn+1

w,K fn+1
P,K = δt ρw(pn+1

w,K)(sIw,K)n+1fn+1
I,K , (3.3)
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sn+1
g,K + sn+1

w,K = 1, (3.4)

pc(s
n+1
g,K ) = pn+1

g,K − p
n+1
w,K , ∀K ∈ VcD, ∀n ∈ J0, N − 1K. (3.5)

In the case where K ∈ VD we simply sustain the Dirichlet boundary constraint png,K = pnw,K = 0,

∀n ∈ J0, NK. The notation δn+1
KL indicates to the differencing operator. For a given function w,

the latter is defined by
δn+1
KL w = wn+1

L − wn+1
K .

Let us now write explicitly the formulas of the coefficients of chief importance appearing in the
proposed numerical scheme. Firstly, the density of the phase α is approximated thanks to the
following integral mean

1

ρn+1
α,KL

:=


1

pn+1
α,K − p

n+1
α,L

∫ pn+1
α,K

pn+1
α,L

1

ρα(z)
dz, if pn+1

α,L 6= pn+1
α,K

1

ρα(pn+1
α,K )

, otherwise

. (3.6)

Secondly, the coefficient ΛTKL stands for the transmissibility or the stiffness coefficient be-
tween the control volumes AK and AL in th element T

ΛTKL = −
∫
T

Λ(x)∇ϕK · ∇ϕL dx = ΛTLK . (3.7)

We point out that this number is not necessary nonnegative especially when one considers
triangular meshes with some obtuse angles and/or anisotropic permeability tensors. We also
recall that one always has

ΛTKK = −
∑

L∈VKT

ΛKL =

∫
T

Λ(x)∇ϕK · ∇ϕK dx > 0. (3.8)

Contrary to [33], the value of the α-phase saturation sα on the interface σTKL is chosen here
in a nonstandard way when the transmissibilities are negative

sn+1
α,KL :=


{
sn+1
α,L if (pn+1

α,L − p
n+1
α,K ) ≥ 0

sn+1
α,K if (pn+1

α,L − p
n+1
α,K ) < 0

if ΛTKL ≥ 0

min
J∈VT

(sn+1
α,J ) if ΛTKL < 0

. (3.9)

In fact, the above expression of sn+1
α,KL, especially the last case, allows to dampen the impact

of the nonpositive stiffness coefficients on the coercivity of the scheme as we will see later on.
It is worth indicating that this choice is symmetric with respect to K and L which means
sn+1
α,KL = sn+1

α,LK . This property guarantees the conservativity of the numerical fluxes.
The approximation of the injection and production functions is nothing more than the av-

erage of the latter on AK × (tn, tn+1]. For instance, one sets

fn+1
q,K =

1

δt |AK |

∫ tn+1

tn

∫
AK

fq(x, t) dxdt, q ∈ {I, P}.

Remark 3.1. The discrete counterpart of (1.7) is defined by

pn+1
K = pn+1

g,K − p̂g(s
n+1
g,K ) = pn+1

w,K + p̂w(sn+1
g,K ) ∀K ∈ VcD, ∀n ∈ J0, N − 1K.

As in Remark 1.1, the compatibility condition pc(0) = 0 allows

sn+1
g,K = 0 and pn+1

K = 0 ∀K ∈ VD, ∀n ∈ J0, N − 1K.

Let us thereafter study some remarkable properties of the scheme.
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4 Fundamental a priori estimates

In this section we establish that the approximate saturation for each phase fulfills an L∞-bound
as well as we prove simultaneous uniform estimates on the gradients of both : the global pressure
and the new capillary function. To this purpose, we assume for the moment that the system
(3.1)-(3.5) admits a solution denoted (pα,h,δt)α=g,w.

Lemma 4.1. (Stability estimate on the saturations) Let (pα,h,δt)α=g,w be a solution to the
numerical scheme (3.1)-(3.5). Then, for α ∈ {g, w}, the discrete saturation of the α-phase
obeys its physical bounds i.e.

0 ≤ snα,K ≤ 1, ∀K ∈ V,∀n ∈ J0, NK.

Proof. Let α = g. We proceed by induction on the integer n to show that sng,K ≥ 0. For n = 0
this property is an immediate consequence of Assumption (A0). Let n ∈ J1, N − 1K. We now
suppose that slg,K ≥ 0 for every l ≤ n and prove that sn+1

g,K ≥ 0. To this end, we select a

vertex K ∈ VcD for which sn+1
g,K = minL∈VcD s

n+1
g,L . Multiplying (3.2) by (sn+1

g,K )− = −min(sn+1
g,K , 0)

implies

φK

(
ρg(p

n+1
g,K ) sn+1

g,K − ρg(p
n
g,K) sng,K

)
(sn+1
g,K )−

CONVn+1
K︷ ︸︸ ︷

− δt

|AK |
∑

T∈KTh

∑
L∈VKT

ρn+1
g,KLMg(s

n+1
g,KL)ΛTKLδ

n+1
KL pg(s

n+1
g,K )−

+ δtρg(p
n+1
g,K )sn+1

g,K f
n+1
P,K (sn+1

g,K )− = δtρ(pn+1
g,K )sn+1

g,I,Kf
n+1
P,K (sn+1

g,K )−. (4.1)

By the induction assumption on sng,K , the first term of the left hand side of the above equality
is nonpositive

φK

(
ρg(p

n+1
g,K )sn+1

g,K−ρg(p
n
g,K)sng,K

)
(sn+1
g,K )− = −φK

(
ρg(p

n+1
g,K )

∣∣∣(sn+1
g,K )−

∣∣∣2+ρg(p
n
g,K)sng,K(sn+1

g,K )−
)
≤ 0.

In (4.1), CONVn+1
K denotes the convective contribution multiplied by (sn+1

g,K )−. From the defi-

nition of sn+1
g,KL given in (3.9) one distinguishes two cases.

(i) We first assume that ΛTKL ≥ 0.

• In the case where pn+1
g,L − p

n+1
g,K ≥ 0 we observe

Mg(s
n+1
g,KL) = Mg(s

n+1
g,L ) ≥Mg(s

n+1
g,K ),

which implies

ρn+1
g,KL(sn+1

g,K )−Mg(s
n+1
g,KL)ΛTKLδ

n+1
KL pg ≥ ρ

n+1
g,KL(sn+1

g,K )−Mg(s
n+1
g,K )ΛTKLδ

n+1
KL pg = 0,

since Mg is nondecreasing and extended by zero on (−∞, 0].

• Now, if pn+1
g,L − p

n+1
g,K < 0, one gets

Mg(s
n+1
g,KL)(sn+1

g,K )− = Mg(s
n+1
g,K )(sn+1

g,K )− = 0.

(ii) Otherwise, we have min
J∈VT

(sn+1
g,J ) = sn+1

g,K for every T ∈ KTh . Therefore

ρn+1
g,KL(sn+1

g,K )−Mg(s
n+1
g,KL)ΛTKLδ

n+1
KL pg = ρn+1

g,KL(sn+1
g,K )−Mg(s

n+1
g,K )ΛTKLδ

n+1
KL pg = 0,

In both cases, one deduces that CONVn+1
K ≤ 0. Note that the source production term is also

nonpositive, that is

δtρ(pn+1
g,K )sn+1

g,K f
n+1
P,K (sn+1

g,K )− = −δtρ(pn+1
g,K )fn+1

P,K

∣∣∣(sn+1
g,K )−

∣∣∣2 ≤ 0,
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whereas the source injection term is nonnegative. Consequently, one has (sn+1
g,K )− = 0. Thus,

we deduce sn+1
g,K ≥ 0. Similarly, we can check that sn+1

w,K ≥ 0 using this time the liquid equation

(3.3). Thanks to the fact that sn+1
g,K + sn+1

w,K = 1, we automatically get sn+1
g,K , s

n+1
w,K ≤ 1. This

finishes up the proof.

Subsequently, we dissociate the interfaces of the dual mesh Ah with regards to the sign of
the transmissibility coefficients. Let us then write

E+ = {σTKL ∈ E : ΛTKL ≥ 0}.

For each phase we denote E+
α = {σTKL ∈ E+ : ΛTKLδ

n+1
KL pα ≤ 0}.

Lemma 4.2. For every σTKL ∈ E and n ∈ J0, N − 1K, there holds

Mn+1
gKL +Mn+1

wKL ≥ m0.

If further σTKL ∈ E+ then one has

m0

(
ΛTKL(δn+1

KL p)
2 + ΛTKL(δn+1

KL ξ)
2
)
≤ ΛTKLM

n+1
gKL (δn+1

KL pg)
2 + ΛTKLM

n+1
wKL(δn+1

KL pw)2. (4.2)

Proof. The proof of the first inequality is quite straightforward and it can be found, for instance,
in [21]. We also extend analogous ideas provided in the same reference so as to establish (4.2),
which represents the discrete counterpart of the inequality (1.11). Let us then study the different
possible cases as presented in [21].

(i) Let us first look at the case where σTKL ∈ E+
g and σTKL /∈ E+

w . According to (3.9) one has

sn+1
g,L ≤ s

n+1
g,K , and Mn+1

α,KL = max
[sn+1
g,L ,s

n+1
g,K ]

Mα.

It follows from the expression of p̂g(sg) that there exists some x0 ∈ [sn+1
g,L , s

n+1
g,K ] such that

δn+1
KL p̂g = fw(x0)δn+1

KL pc, δn+1
KL p̂w = fg(x0)δn+1

KL pc and fw(x0) + fg(x0) = 1,

where fα is the fractional flow function of the α-phase defined by

fα(sα) =
Msα(sα)

M(sg)
.

Based on the definition of the global pressure we find

(δn+1
KL p)

2 = (δn+1
KL pw + δn+1

KL p̂w)2

= (δn+1
KL pw)2 + 2fg(x0)δn+1

KL pwδ
n+1
KL pc + fg(x0)2(δn+1

KL pc)
2

= fw(x0)(δn+1
KL pw)2 + fg(x0)(δn+1

KL pw)2 + 2fg(x0)δn+1
KL pwδ

n+1
KL pc + fg(x0)(δn+1

KL pc)
2

− fg(x0)fw(x0)(δn+1
KL pc)

2.

Thereby

M(x0)
(

(δn+1
KL p)

2 + δn+1
KL p̂gδ

n+1
KL p̂w

)
= Mw(x0)(δn+1

KL pw)2 +Mg(x0)(δn+1
KL pg)

2.

Owing to the Cauchy-Schwarz inequality, we finally get

m0

(
(δn+1
KL p)

2 + (δn+1
KL ξ)

2
)
≤Mn+1

wKL(δn+1
KL pw)2 +Mn+1

gKL (δn+1
KL pg)

2.

(ii) The case σTKL /∈ E+
g and σTKL ∈ E+

w is similar to the point (i).
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(iii) We now consider σTKL ∈ E+
g ∩ E+

w . Then, Mn+1
gKL = Mg(s

n+1
g,K ) and Mn+1

wKL = Mw(sn+1
w,K). It

has proven in [21] that

2fg(s
n+1
g,K )δn+1

KL pwδ
n+1
KL pc + fg(s

n+1
g,K )(δn+1

KL pc)
2 ≥ 2δn+1

KL pwδ
n+1
KL p̂w + δn+1

KL pcδ
n+1
KL p̂w.

As a consequence of δn+1
KL pc = δn+1

KL p̂g + δn+1
KL p̂w, one writes

fw(sn+1
g,K )(δn+1

KL pw)2 + fg(s
n+1
g,K )

(
δn+1
KL pw + δn+1

KL pc
)2

≥ (δn+1
KL pw)2 + 2δn+1

KL pwδ
n+1
KL p̂w + (δn+1

KL p̂w)2 + δn+1
KL p̂gδ

n+1
KL p̂w.

Multiply each side by M(sn+1
g,K ) and use once more the Cauchy-Schwarz inequality to deduce

M(sn+1
g,K )

(
(δn+1
KL p)

2 + (δn+1
KL ξ)

2
)
≤Mn+1

gKL (δn+1
KL pg)

2 +Mn+1
wKL(δn+1

KL pw)2.

Whence, (4.2) is verified.

(iv) The last case σTKL /∈ E+
g ∩ E+

w is similar to the previous one. This completes the proof of
Lemma 4.2.

The next lemma shows the equivalence of two norms on the space V 0
h . Its proof is based

on elementary calculus of the finite element methodology. We refer to [7, 8] for a detailed
demonstration.

Lemma 4.3. There exists a constant C1 > 0 depending only on Λ,Λ and Θ mentioned in (2.1)
such that∑

σTKL∈ET

∣∣ΛTKL∣∣ (wK − wL)2 ≤ C1

∫
Ω

Λ∇wT · ∇wT dx, ∀wT =
∑
K∈VT

wKϕK ,∀T ∈ Th. (4.3)

In the sequel we set E±T =
{
σTKL ∈ ET /± ΛTKL ≥ 0

}
. The statement of the preceding result

can be reformulated in an equivalent manner as follows.

Lemma 4.4. For every T ∈ Th, the set ET contains at most one edge for which the corresponding
stiffness coefficient is nonpositive. Moreover, there exists a constant η ∈ (0, 1) depending only
on Λ,Λ and Θ such that

0 ≤
∑

σTKL∈E
−
T

ΛTKL(wK − wL)2 + (1− η)
∑

σTKL∈E
+
T

ΛTKL(wK − wL)2, ∀wT =
∑
K∈VT

wKϕK ,∀T ∈ Th.

Proof. Assume that there exist two nonpositive stiffness coefficients denoted by ΛTKL and ΛTKO
for example. As a result, one immediately gets ΛTKL + ΛTKO = ΛTKK ≤ 0. Thus ΛTKK = 0, which
contradicts with the original definition of the shape function ϕK|T .

Let T ∈ Th. Then, Lemma 4.3 and the formula∫
Ω

Λ∇wT · ∇wT dx =
∑

σTKL∈ET

ΛTKL(wK − wL)2,

leads to

0 ≤ (1 +
1

C1
)
∑

σTKL∈E
−
T

ΛTKL(wK − wL)2 + (1− 1

C1
)
∑

σTKL∈E
+
T

∣∣ΛTKL∣∣ (wK − wL)2.

Dividing each side by (1 +
1

C1
) entails

0 ≤
∑

σTKL∈E
−
T

ΛTKL(wK − wL)2 + (1− 2

C1 + 1
)
∑

σTKL∈E
+
T

∣∣ΛTKL∣∣ (wK − wL)2.

To conclude, one takes η =
2

C1 + 1
< 1. Note this parameter is independent of T ∈ Th.
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Proposition 4.1. Let (pα,h,δt)α=g,w be a solution to the nonlinear system (3.1)-(3.5). Then,
there exists a constant C2 independent of the discretization parameters namely h and δt such
that

N−1∑
n=0

δt
(∥∥pn+1

h

∥∥2

Vh
+
∥∥ξn+1
h

∥∥2

Vh

)
≤ C2, (4.4)

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈E

+
T

ΛTKLM
n+1
gKL (δn+1

KL pg)
2 + ΛTKLM

n+1
wKL(δn+1

KL pw)2 ≤ C2, (4.5)

and

0 ≤
N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

ΛTKLM
n+1
gKL (δn+1

KL pg)
2 + ΛTKLM

n+1
wKL(δn+1

KL pw)2 ≤ C2. (4.6)

Proof. Let us first focus on the proof of (4.4). We consider the function gα(pα) =

∫ pα

0

1

ρα(b)
db.

We multiply the discrete mass conservation equation for the α-phase by |AK | gα(pn+1
α,K ), which

is a concave function, and we add them together. We then sum up the result on K ∈ V and
n ∈ J0, N − 1K to obtain

Υ1 + Υ2 + Υ3 = 0, (4.7)

where we write

Υ1 =
∑

α∈{g,w}

N−1∑
n=0

∑
K∈V
|AK |φK

(
ρα(pn+1

α,K )sn+1
α,K − ρα(pnα,K)snα,K

)
gα(pn+1

α,K ),

Υ2 = −
∑

α∈{g,w}

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
L∈VKT

ρn+1
α,KLΛTKLM

n+1
αKL(δn+1

KL pα)gα(pn+1
α,K ),

Υ3 =
∑

α∈{g,w}

N−1∑
n=0

δt
∑
K∈V
|AK | ρα(pn+1

α,K )
(
sn+1
α,K fn+1

P,K − (sIα,K)n+1fn+1
I,K

)
gα(pn+1

α,K ).

To begin with, we want to determine a lower bound on Υ1. To do that, we introduce the

feature the following functions Hα(pα) = ρα(pα)gα(pα) − pα, Pc(sw) =

∫ sw

0

pc(1 − u) du. It

can be easily seen that the first function is nonnegative and vanishes at zero while the second
one is concave. Thanks to this information, it has shown in [27] that : for all sα, s

∗
α ≥ 0 with

sg + sw = s∗g + s∗w = 1 and pα, p
∗
α ∈ R one has

∑
α∈{g,w}

(
ρα(pα)sα − ρα(p∗α)s∗α

)
gα(pα) ≥

 ∑
α∈{g,w}

Hα(pα)sα −Hα(p∗α)s∗α

− Pc(sw) + Pc(s∗w).

As a result of this inequality and Lemma 4.1 one estimates Υ1 as follows

−Υ1 ≤ φ1

∥∥∥Pc(s̃0
w,h) +

∑
α∈{g,w}

Hα(p̃0
α,h)s̃0

α,h

∥∥∥
L1(Ω)


︸ ︷︷ ︸

C0

< +∞. (4.8)

We next treat the hyperbolic term. So, rearranging and gathering the expression of Υ2 by edges
gives

Υ2 =
∑

α∈{g,w}

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

ρn+1
α,KLΛTKLM

n+1
αKLδ

n+1
KL pαδ

n+1
KL gα(pα). (4.9)
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In light of (3.6) there holds

Υ2 =
∑

α∈{g,w}

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

ΛTKLM
n+1
αKL(δn+1

KL pα)2.

We denote

ΥT,n+1
2 =

∑
α∈{g,w}

∑
σTKL∈ET

ΛTKLM
n+1
αKL(δn+1

KL pα)2,

which we decompose as follows

ΥT,n+1
2 = η

 ∑
α∈{g,w}

∑
σTKL∈E

+
T

∣∣ΛTKL∣∣Mn+1
αKL(δn+1

KL pα)2

+ ΥT,n+1
2,∗ ,

where we set

ΥT,n+1
2,∗ =

∑
α∈{g,w}

(1− η)
∑

σTKL∈E
+
T

∣∣ΛTKL∣∣Mn+1
αKL(δn+1

KL pα)2 +
∑

σTKL∈E
−
T

ΛTKLM
n+1
αKL(δn+1

KL pα)2

 .

Thanks to the crucial choice of (3.9) we obtain

ΥT,n+1
2,∗ ≥

∑
α∈{g,w}

min
J∈VT

(Mα(sn+1
α,J ))

(1− η)
∑

σKL∈E+

∣∣ΛTKL∣∣ (δn+1
KL pα)2 +

∑
σKL∈E−

ΛTKL(δn+1
KL pα)2

 .

Now Lemma 4.4 ensures that ΥT,n+1
2,∗ ≥ 0. At this stage we can observe that Υ2 ≥ 0. This

estimate is enhanced thanks to Lemma 4.2. Indeed, combining this latter, the integration by
parts formula, and the coercivity of the tensor Λ we find

Υ2 ≥ η
∑

α∈{g,w}

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈E

+
T

ΛTKLM
n+1
αKL(δn+1

KL pα)2

≥ ηm0

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

ΛTKL

(
(δn+1
KL p)

2 + (δn+1
KL ξ)

2
)

≥ ηm0Λ
N−1∑
n=0

δt
(∥∥pn+1

h

∥∥2

Vh
+
∥∥ξn+1
h

∥∥2

Vh

)
. (4.10)

Following [33] there exists C ′1 and C ′2 depending only Ω, tf , fP , fI such that

|Υ3| ≤ C ′1

(
N−1∑
n=0

δt
∥∥pn+1

h

∥∥2

Vh

)1/2

+ C ′2.

Using Young’s inequality, ab ≤ εa2 +
1

4ε
b2, with ε =

ηm0Λ

2
implies

|Υ3| ≤
ηm0Λ

2

(
N−1∑
n=0

δt
∥∥pn+1

h

∥∥2

Vh

)
+

2C ′
2
1

ηm0Λ
+ C ′2. (4.11)

Let us set C2 =
2

ηm0Λ

(
2C ′

2
1

ηm0Λ
+ C ′2 + C0

)
. As a consequence of (4.7), (4.8), (4.10) and (4.11)

we ultimately obtain

N−1∑
n=0

δt
(∥∥pn+1

h

∥∥2

Vh
+
∥∥ξn+1
h

∥∥2

Vh

)
≤ C2.
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Finally, assertions (4.5)-(4.6) result from the previous inequality together with (4.7) and
(4.11). Therefore, the proof is concluded.

Corollary 4.1. Keeping the statement of Proposition 4.1, there holds :

N−1∑
n=0

δt
∥∥Bn+1

h

∥∥2

Vh
≤ C3, (4.12)

and

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

∣∣ΛTKL∣∣Mn+1
gKL (δn+1

KL p̂g)
2 ≤ C4, (4.13)

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

∣∣ΛTKL∣∣Mn+1
wKL(δn+1

KL p̂w)2 ≤ C5. (4.14)

Proof. It can be easily seen from Lemma 4.3 that

N−1∑
n=0

δt
∥∥Bn+1

h

∥∥2

Vh
≤ C1 ‖MgMw‖∞

N−1∑
n=0

δt
∥∥ξn+1
h

∥∥2

Vh
≤ C3 = C1C2 ‖MgMw‖∞ .

Now, the left hand side of (4.13) is dived into terms :

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈ET

∣∣ΛTKL∣∣Mn+1
gKL (δn+1

KL p̂g)
2 =

S1︷ ︸︸ ︷
N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈E

−
T

∣∣ΛTKL∣∣Mn+1
gKL (δn+1

KL p̂g)
2

+

N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈E

+
T

∣∣ΛTKL∣∣Mn+1
gKL (δn+1

KL p̂g)
2

︸ ︷︷ ︸
S2

.

By virtue of (3.9), we get

S1 ≤ C1 ‖Mw‖∞
N−1∑
n=0

δt
∥∥ξn+1
h

∥∥2

Vh
≤ C ′3.

Following [32] we estimate S2 with

S2 ≤
N−1∑
n=0

δt
∑
T∈T

∑
σTKL∈E

+
T

ΛTKL

(
Mn+1
gKL (δn+1

KL pg)
2 +Mn+1

wKL(δn+1
KL pw)2

)
≤ C ′4.

Then C4 = C ′3 + C ′4. To prove the inequality (4.14) we mimic the same steps.

We mention without proof the existence property of discrete solutions to the numerical
scheme (3.1)-(3.5). Certainly, this statement can be shown thanks to a fixed point result, see
for instance [17], based on the above energy estimates and the discrete maximum principle. We
refer to [23] for more information on the demonstration.

Proposition 4.2. There exists at least one solution to the nonlinear system (3.1)-(3.5).
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5 Convergence analysis

In this section we first present some relevant properties which are somehow mandatory for the
convergence of the proposed numerical scheme. To this purpose, we set Ũα,h,δt = ρα(p̃α,h,δt)s̃α,h,δt
and Uα,h,δt = ρα,h,δt(pα)sα,h,δt. Using the same arguments exhibited in [23] we can establish
straightforwardly that the underlined quantities enjoy similar patterns when the discretization
steps tend to zero.

Lemma 5.1. For α ∈ {g, w} there holds

lim
h,δt→0

∥∥∥Ũα,h,δt − Uα,h,δt∥∥∥
L1(Qtf )

= 0. (5.1)

The following lemma states classical compactness results namely the space and time trans-
lates on the sequence (Ũα,h,δt).

Lemma 5.2. (Compactness properties) Let (pα,h,δt)α=g,w be a solution to the nonlinear numer-
ical scheme (3.1)-(3.5). Then, the following estimates hold∫

Ω′×(0,tf )

∣∣∣Ũα,h,δt(x+ y, t)− Ũα,h,δt(x, t)
∣∣∣dxdt ≤ ωα(|y|), (5.2)

where for every y ∈ Rd we set Ω′ = {x ∈ Ω, [x, x+ y] ⊂ Ω} with ωα is a modulus of continuity
such that ωα(|y|)→ 0 as |y| → 0, and∫

Ω×(0,tf−τ)

∣∣∣Ũα,h,δt(x, t+ τ)− Ũα,h,δt(x, t)
∣∣∣2 dxdt ≤ ω∗α(τ), (5.3)

such that the modulus of continuity ω∗α(τ) tends to 0 as τ → 0.

The demonstration of this lemma is omitted because it mimics standard ideas as stressed in
[3, 6, 21]. In fact, the proof of inequality (5.2) leans essentially on the uniform estimate (4.2)
as conducted for instance in [23], whereas that of (5.3) is more intricate and it involves classical
arguments as addressed in [21] and later on in [3, 6].

Theorem 5.1. Under assumptions (A0)-(A7), let (Th) be a sequence of meshes to Ω such
that the shape regularity condition (2.1) holds. Let (pα,h,δt)α=g,w be the corresponding family
of discrete solutions to the numerical scheme (3.1)-(3.5). Then, as (h, δt) goes to (0, 0), the
following convergences hold up to a subsequence

Ũα,h,δt, Uα,h,δt −−−−−→ Uα strongly in L1(Qtf ) and a.e in Qtf , (5.4)

p̃α,h,δt, pα,h,δt −−−−−→ pα a.e. in Qtf , (5.5)

s̃α,h,δt, sα,h,δt −−−−−→ sα a.e. in Qtf , (5.6)

φ̃h −−−−−→ φ a.e. in Ω, (5.7)

ph,δt −−−−−→ p weakly in L2(Qtf ), (5.8)

∇ph,δt −−−−−→ ∇p weakly in L2(0, tf ;L2(Ω)d), (5.9)

∇ξh,δt −−−−−→ ∇ξ(sg) weakly in L2(0, tf ;L2(Ω)d). (5.10)

Furthermore, one has

0 ≤ sα ≤ 1 and Uα = ρα(pα)sα a.e in Qtf . (5.11)

Finally, the pair of pressures (pg)α=g,w is a weak solution to the mathematical model (1.1)-(1.5)
in the sense of Definition 1.1.

15



Proof. The strong convergence of Ũα,h,δt towards Uα (up to a subsequence) is ensured by
the space and the time translation estimates on the underlined sequence together with the
Fréchet–Kolmogorov compactness theorem [20]. The finite element reconstruction tends to the
same limit by virtue of Lemma 5.1. Let us next show the assertions (5.5) and (5.6) simultane-
ously.

Following [27], we define the map F : (pg, sg) ∈ R × [0, 1] −→ (Rg,Rw) ∈ F(R × [0, 1]) ⊂
[0, φ1ρ1]2 where

Rg = ρg(pg)sg, Rw = ρw(pg − pc(sg))(1− sg).

Computing the determinant of the Jacobian matrix of F yields

dF(pg, sg) = det


∂

∂pg
ρg(pg)sg

∂

∂sg
ρg(pg)sg

∂

∂pg
ρw(pg − pc(sg))(1− sg)

∂

∂sg
ρw(pg − pc(sg))(1− sg)


= −

(
ρ′g(pg)sg (p′c(sg)ρ

′
w(pg − pc(sg))(1− sg) + ρw(pg − pc(sg)))

+ ρ′w(pg − pc(sg))(1− sg)ρg(pg)
)
< 0, ∀(pg, sg) ∈ R× [0, 1].

Additionally, F is one-to-one. To see this, we should study the different possible cases as
follows. Let us take s1

g, s
2
g ∈ [0, 1] and p1

g, p
2
g ∈ R.

(i) First, we assume that s1
g = s2

g 6= 0 and p1
g 6= p2

g. Then, one has ρg(p
1
g) 6= ρg(p

2
g) since

ρg is increasing. Consequently, we get R1
g 6= R2

g. Otherwise, if s1
g = s2

g = 0, we obtain
R1
w = ρw(p1

g) 6= R2
w = ρw(p2

g) by the monotony of ρw.

(ii) Now, we suppose that s1
g 6= s2

g and p1
g = p2

g. This gives ρg(p
1
g) = ρg(p

2
g). Then, R1

g 6= R2
g.

(iii) Finally, we look at the last case s1
g 6= s2

g and p1
g 6= p2

g. The treatment of the situations
(s1
g = 0 and s2

g = 1) or (s1
g = 1 and s2

g = 0) is analogous to the point (ii). Hence, we
take s1

g, s
2
g belonging to the open segment (0, 1). Suppose by absurd that R1

g = R2
g and

R1
w = R2

w. Considering that s1
g < s2

g yields

1− s2
g

1− s1
g

< 1, and
s1
g

s2
g

< 1.

Therefore, the relationships

ρg(p
1
g)
s1
g

s2
g

= ρg(p
2
g), ρw(p1

g − pc(s1
g)) =

1− s2
g

1− s1
g

ρw(p2
g − pc(s2

g)),

imply
ρg(p

1
g) > ρg(p

2
g), ρw(p1

g − pc(s1
g)) < ρw(p2

g − pc(s2
g)).

Since ρg and ρw are increasing functions we deduce

p1
g > p2

g, p1
g − pc(s1

g) < p2
g − pc(s2

g).

Subtracting these inequalities leads to

pc(s
1
g) > pc(s

2
g).

The fact that the capillary function pc is also increasing gives a contradiction. Ultimately,
the case s1

g < s2
g is similar.
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Consequently, the map F is indeed an injection. On the other hand, the function F is onto by
construction. Hence, the global inversion theorem ensures the fact that F is a diffeomorphism.
Now, in view of (5.4) and the continuity of F−1 we infer

p̃α,h,δt, pα,h,δt −−−−−→ pα a.e. in Qtf ,

s̃α,h,δt, sα,h,δt −−−−−→ sα a.e. in Qtf .

Accordingly, one has 0 ≤ sα ≤ 1, Uα = ρα(pα)sα a.e. in Qtf . We recall that φ̃h is defined as
the average value of the porosity within each control volume AK of Ah. Thanks to Assumption
(A1) there holds

φ̃h −−−−−→ φ a.e. in Ω,

which establishes (5.7). Owing to (4.4), the sequence {∇ph,δt} remains bounded in L2(0, tf ;L2(Ω)d).
Then there exists G ∈ L2(0, tf ;L2(Ω)d) such that

∇ph,δt −−−−−→ G weakly in L2(0, tf ;L2(Ω)d),

up to another subsequence if needed. Moreover, the Poincaré inequality implies that {ph,δt} is
uniformly bounded in L2(Qtf ). Whence, one can find a p in the underlined space such that

ph,δt −−−−−→ p weakly in L2(Qtf ).

So, the identification of the limits is a direct consequence of the conforming nature of the P1

finite elements. Thus, ∇p = G in the sense of distributions and p ∈ L2(0, tf ;H1
ΓD

Ω). Thereby,
the proof of (5.8)-(5.9) is concluded. One mimics a similar fashion to draw the weak convergence
(5.10) for the capillary term. In light of (1.8), the strong convergence (5.6) on the saturations,
Assumptions (A2) and (A6) we entail that the discrete correction terms given in the relationships
(1.7) converge to p̂g(sg), p̂w(sg) almost everywhere in Qtf and strongly in L2(Qtf ). Then, it
follows that pα ∈ L2(Qtf ).

Let us now prove that (pg, pw) is a weak solution to the problem (1.1)-(1.5) in the sense of
Definition 1.1. Let us then provide the proof in the case where α = g. The proof of the case
α = w follows in the same fashion. To this purpose, let ψ ∈ C∞c (Ω × [0, tf )), with ψ = 0 on
ΓD× [0, tf ). We multiply the g-phase discrete equation (3.2) by |AK |ψn+1

K := |AK |ψ(xK , t
n+1),

for all K ∈ V and n ∈ J0, N − 1K. We sum up all the equations of the resulting system to get

Dh,δt1 +Dh,δt2 +Dh,δt3 = 0,

where we write

Dh,δt1 =

N−1∑
n=0

∑
K∈V
|AK |φK

(
ρg(p

n+1
g,K )sn+1

g,K − ρg(p
n
g,K)sng,K

)
ψn+1
K ,

Dh,δt2 = −
N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
L∈VKT

ρn+1
g,KLΛTKLM

n+1
gKL (δn+1

KL pg)ψ
n+1
K ,

Dh,δt3 =

N−1∑
n=0

δt
∑
K∈V
|AK | ρg(pn+1

g,K )
(
sn+1
g,K fn+1

P,K − (sIg,K)n+1fn+1
I,K

)
ψn+1
K .

We perform a discrete integration by parts in time to find that

Dh,δt1 = −
N−1∑
n=0

∑
K∈V

∫
AK

φKρg(p
n
g,K)sng,K

∫ tn+1

tn
∂tψ(xK , t) dx dt

−
∑
K∈V

∫
AK

φKρg(p
0
g,K)s0

g,Kψ(xK , 0) dx.
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By virtue of (5.4), (5.7), (5.11) and the smoothness of the test function ψ we infer

lim
h,δt→0

Dh,δt1 = −
∫
Qtf

φρg(pg)sg∂tψ dxdt−
∫

Ω

ρg(p
0
g)s

0
gψ(·, 0) dx.

We now treat the convergence of the convective contribution. Since we have no estimate on
the gradient of the gas pressure, we are led to pass to the limit through the artificial decompo-
sition of pg. This splits Dh,δt2 into two terms

Dh,δt2 = Dh,δt2,1 +Dh,δt2,2 ,

where we consider

Dh,δt2,1 = −
N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
L∈VKT

ρn+1
g,KLΛTKLM

n+1
gKL (δn+1

KL p) ψ
n+1
K

=

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

ρn+1
g,KLΛTKLM

n+1
gKL δ

n+1
KL p δ

n+1
KL ψ,

Dh,δt2,2 = −
N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
L∈VKT

ρn+1
g,KLΛTKLM

n+1
gKL (δn+1

KL p̂g) ψ
n+1
K

=

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

ρn+1
g,KLΛTKLM

n+1
gKL δ

n+1
KL p̂g δ

n+1
KL ψ.

In oder to study the convergence of the above expressions, we need to introduce the piecewise
functions (keeping in mind that w ∈ {pg, sg})

wn+1
T := max

x∈T
wn+1
h , wn+1

T := min
x∈T

wn+1
h .

wh,δt|T×(tn,tn+1]
:= wn+1

T , wh,δt|T×(tn,tn+1]
:= wn+1

T . (5.12)

Let us begin with the investigation of the limit of Dh,δt2,1 . To this end, we further define

Ch,δt2,1 = −
N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
L∈VKT

ρg(p
n+1
g,T

)ΛTKLMg(s
n+1
g,T )δn+1

KL p ψ
n+1
K .

The integration by parts formula allows to rewrite Ch,δt2,1 in the integral form

Ch,δt2,1 =

∫
Qtf

ρg(pg,h,δt)Mg(sg,h,δt)∇ph,δt · ∇ψh,δt dxdt.

Our goal hereafter is to make sure that

sg,h,δt −−−−−→ sg, p
g,h,δt

−−−−−→ pg a.e. in Qtf . (5.13)

Following [8, 33] one gets∫
Qtf

∣∣ξ(sg,h,δt)− ξ(sg,h,δt)∣∣2 dxdt ≤ C ′5h
N−1∑
n=0

δt
∥∥ξn+1
h

∥∥2

Vh
≤ C ′6h −−−−−→ 0, as h, δt −→ 0.

Up to the extraction of a new subsequence, one deduces∣∣ξ(sg,h,δt)− ξ(sg,h,δt)∣∣ −−−−−→ 0 a.e. in Qtf .
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It follows from the inequality ξ(sg,h,δt) ≤ ξ(sg,h,δt) ≤ ξ(sg,h,δt), and (5.6) that

sg,h,δt, sg,h,δt −−−−−→ sg a.e. in Qtf .

On the other hand

1

2

∫
Qtf

∣∣∣pg,h,δt − pg,h,δt∣∣∣2 dxdt ≤
∫
Qtf

∣∣∣ph,δt − ph,δt∣∣∣2 dxdt+

∫
Qtf

∣∣∣p̂g,h,δt − p̂g,h,δt∣∣∣2 dx dt.

(5.14)
The first integral of the right hand side of (5.14) can be estimated by∫

Qtf

∣∣∣ph,δt − ph,δt∣∣∣2 dxdt ≤ C ′7h
N−1∑
n=0

δt
∥∥pn+1

h

∥∥2

Vh
≤ C ′8h −−−−−→ 0, as h, δt −→ 0.

In addition, one has∫
Qtf

∣∣∣p̂g,h,δt − p̂g,h,δt∣∣∣2 dxdt ≤ C ′9
∫
Qtf

∣∣sg,h,δt − sg,h,δt∣∣2 dx dt −−−−−→ 0, as h, δt −→ 0.

Accordingly, one extracts another unlabeled subsequence if needed to obtain

pg,h,δt, pg,h,δt −−−−−→ pg a.e. in Qtf .

Now, as a consequence of the Lebesgue dominated convergence theorem (LDCT) we claim

lim
h,δt→0

Ch,δt2,1 =

∫
Qtf

ρg(pg)Mg(sg)∇p · ∇ψ dxdt.

We next check that

lim
h,δt→0

∣∣∣Ch,δt2,1 −D
h,δt
2,1

∣∣∣ = 0.

We compute the difference∣∣∣Ch,δt2,1 −D
h,δt
2,1

∣∣∣ ≤ ‖Mg‖∞R
h,δt
2,1 + ‖ρg‖∞ X

h,δt
2,1 ,

where

Rh,δt2,1 =

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣∣ρg(pg,h,δt)− ρg(pg,h,δt)∣∣∣ ∣∣ΛTKL∣∣ ∣∣δn+1
KL p

∣∣ ∣∣δn+1
KL ψ

∣∣ ,
X h,δt2,1 =

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣Mg(sg,h,δt)−Mg(sg,h,δt)
∣∣ ∣∣ΛTKL∣∣ ∣∣δn+1

KL p
∣∣ ∣∣δn+1

KL ψ
∣∣ .

In light of the smoothness of the function ψ, the regularity of the mesh and the Cauchy-Schwarz
inequality we discover

Rh,δt2,1 ≤ C ′10

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

|T |
∣∣∣ρg(pn+1

g,T )− ρg(pn+1
g,T

)
∣∣∣2
 1

2

×

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣δn+1
KL p

∣∣2 1
2
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Using Lemma 4.3, the a priori estimate (4.4), the almost everywhere convergence

ρg(pg,h,δt), ρg(pg,h,δt) −−−−−→ ρg(pg) a.e. in Qtf ,

and the LDCT, we ensure that

Rh,δt2,1 ≤ C ′11

(∫
Qtf

∣∣∣ρg(pg,h,δt)− ρg(pg,h,δt)∣∣∣2 dxdt

) 1
2
(
N−1∑
n=0

δt
∥∥pn+1

h

∥∥2

Vh

) 1
2

≤ C ′12h −−−−−→ 0, as h, δt −→ 0.

The same conclusion can be drawn for X h,δt2,1 i.e.

X h,δt2,1 ≤ C ′13h −−−−−→ 0, as h, δt −→ 0.

In conclusion, one has lim
h,δt→0

∣∣∣Ch,δt2,1 −D
h,δt
2,1

∣∣∣ = 0. Now, to conclude the convergence of Dh,δt2

it remains to establish that

lim
h,δt→0

Dh,δt2,2 =

∫
Qtf

ρg(pg)∇B(sg) · ∇ψ dx dt.

To this purpose we set

Ch,δt2,2 =

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σKL∈ET

ρn+1
g,KLΛTKLδ

n+1
KL B(sg)δ

n+1
KL ψ

n+1
K .

Using similar arguments as conducted for Ch,δt2,1 together with the weak convergence (5.10), we
can easily pass to the limit in the above expression and claim

lim
h,δt→0

Ch,δt2,2 =

∫
Qtf

ρg(pg)∇B(sg) · ∇ψ dxdt.

Let us prove that

lim
h,δt→0

∣∣∣Ch,δt2,2 −D
h,δt
2,2

∣∣∣ = 0.

For this, we consider zn+1
KL ∈ [min(sn+1

g,K , s
n+1
g,L ),max(sn+1

g,K , s
n+1
g,L )] such that

√
Mg(z

n+1
KL )

∫ sn+1
g,L

sn+1
g,K

√
Mw(1− u)

M(u)
p′c(u) du =

∫ sn+1
g,L

sn+1
g,K

√
Mg(u)Mw(1− u)

M(u)
p′c(u) du

:= δn+1
KL ξ. (5.15)

Similarly, let wn+1
KL ∈ [min(sn+1

w,K , s
n+1
w,L ),max(sn+1

w,K , s
n+1
w,L )] verifying

√
Mw(wn+1

KL )

∫ sn+1
g,L

sn+1
g,K

√
Mw(1− u)

M(u)
p′c(u) du =

∫ sn+1
g,L

sn+1
g,K

Mw(1− u)

M(u)
p′c(u) du := δn+1

KL p̂g. (5.16)

According to (5.15)-(5.16) we observe that√
Mg(z

n+1
KL )δn+1

KL p̂g =
√
Mw(wn+1

KL )δn+1
KL ξ. (5.17)
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Owing to this crucial relationship and the Cauchy-Schwarz inequality, we deduce∣∣∣Ch,δt2,2 −D
h,δt
2,2

∣∣∣ ≤ N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣∣∣√Mg(z
n+1
KL )Mw(wn+1

KL )δn+1
KL ξ − δ

n+1
KL B

∣∣∣∣ ∣∣δn+1
KL ψ

∣∣
︸ ︷︷ ︸

Yh,δt

+

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣Mg(z
n+1
KL )−Mn+1

gKL

∣∣ ∣∣ΛTKL∣∣ ∣∣δn+1
KL p̂g

∣∣ ∣∣δn+1
KL ψ

∣∣

≤ Yh,δt +

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣Mg(z
n+1
KL ) +Mn+1

gKL

∣∣ ∣∣δn+1
KL p̂g

∣∣2 1
2

×


N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣Mg(z
n+1
KL )−Mn+1

gKL

∣∣ ∣∣ΛTKL∣∣ ∣∣δn+1
KL ψ

∣∣2
︸ ︷︷ ︸

Zh,δt



1
2

≤ Yh,δt + C ′13Zh,δt.

Let us now estimate Yh,δt and Zh,δt. On the one hand, the function
√

(MgMw) ◦ ξ−1 is uni-
formly continuous on the compact [ξ(0), ξ(1)]. As a consequence, there exists a bounded modulus
of continuity ω of the same function such that (see e.g. [8])∣∣∣∣√Mg(z

n+1
KL )Mw(wn+1

KL )δn+1
KL ξ − δ

n+1
KL B

∣∣∣∣ ≤ ω(ξ
n+1

T − ξn+1

T
)
∣∣δn+1
KL ξ

∣∣ .
Apply once again the Cauchy-Schwarz inequality to infer

Yh,δt ≤

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣δn+1
KL ξ

∣∣2 1
2

×

N−1∑
n=0

δt
∑
K∈V

∑
T∈KTh

ω(ξ
n+1

T − ξn+1

T
)2

∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣δn+1
KL ψ

∣∣2 1
2

.

On the other hand, Lemma 4.3 entails the existence of a constant C ′14 such that∑
σTKL∈ET

∣∣ΛTKL∣∣ ∣∣δn+1
KL ψ

∣∣2 ≤ C ′14 |T | .

Therefore, one finds

Yh,δt ≤ C ′15

(∫
Qtf

∣∣ω (ξ(sg,h,δt)− ξ(sg,h,δt))∣∣2 dxdt

) 1
2

.

The function ω is continuous and bounded such that ω(0) = 0. In addition, the sequence(
ξ(sg,h,δt)− ξ(sg,h,δt)

)
is bounded and converges almost everywhere towards 0. As a result

lim
h,δt→0

Yh,δt = 0.

Taking into account Corollary 4.1, we follow an analogous reasoning to check that

lim
h,δt→0

Zh,δt = 0.
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Hence, the convergence proof of the convective term is finished. Finally, bearing in mind the
strong convergence of the gas saturation and and the a.e convergence of the gas pressure, we
apply the LDCT to demonstrate that

lim
h,δt→0

Dh,δt3 =

∫
Qtf

ρg(pg)
(
sgf

P − sIgf I
)
ψ dxdt.

This concludes the proof of Theorem 5.1.

6 Numerical validation

We now show the effectiveness and the robustness of the proposed method by numerical experi-
ments. In the all tests below, we indicate that the nonlinear system coming from the numerical
discretization is solved by the Newton-Raphson procedure. The stopping criterion is fixed to
10−10. The porous medium fills the quadrangle Ω = (0, Lx)× (0, Ly). The open Ω is discretized
with a refined sequence of triangular meshes taken from the benchmark [25]. The angles of
the triangulation are acute which permits to include the case of nonnegative transmissibilities
whenever the tensor Λ is the identity matrix. The latter property is evidently lost in anisotropic
occurrences.

6.1 Error assessment of the method

We first begin by illustrating the efficiency of the suggested approach for solving a nonlinear
degenerate parabolic equation through several selected exact solutions taken from [8, 9]. To this
end, let us then consider the academic problem{

∂ts− div (a(s)Λ∇f(s)) = 0 in Ω× (0, tf )

s(·, 0) = s0 in Ω
, (6.1)

subject to a Dirichlet’s boundary condition corresponding to the trace of the considered analyt-
ical solution. The nonlinear diffusion function a is continuous, nonincreasing and degenerate at
s = 0. We assume that a is extended by zero for all s < 0. Here, the permeability tensor Λ is
chosen as a homogeneous diagonal matrix

Λ =

[
λx 0
0 λy

]
. (6.2)

The proposed finite volume scheme for the discretization of the system (6.1) reads

s0
K =

1

|AK |

∫
AK

s0(x) dx, ∀K ∈ V, (6.3)

and ∀K ∈ VcD, ∀n ∈ J0, N − 1K

sn+1
K − snK −

δt

|AK |
∑

T∈KTh

∑
L∈VKT

ΛTKLa
T
KL

(
f(sn+1

L )− f(sn+1
K )

)
= 0. (6.4)

Contrary to the upwind scheme (3.9), at the interface σTKL, the nonlinear diffusion coefficient
aTKL is here centered expect for the negative case of the transmissibility

aTKL :=


a(sn+1

K ) + a(sn+1
L )

2
if ΛTKL ≥ 0

a
(

min
J∈VT

(sn+1
J )

)
if ΛTKL < 0

. (6.5)

This idea has been inspired from the work [8]. Notice that aTKL = aTLK regardless the sign of
ΛTKL. Since the angles of the simplices are acute we automatically have ΛTKL ≥ 0 for constant
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eigenvalues λx = λy. We indicate that in [8] the authors proposed an upwind based scheme
for aTKL. The reason behind the crucial choice (6.5) is twofolds : it first consists in reducing
the impact of the numerical diffusion and therefore getting a better convergence rate when the
discretization parameters tend to zero. This expectation is confirmed numerically as the tables
below exhibit. On a second place the expression of (6.5), especially the last case, guarantees
the coercivity-like property as highlighted in the proof of Proposition 4.1.

Theoretically, the scheme is positivity-preserving and convergent. A proof on the first prop-
erty is detailed in Lemma A.1. For the convergence results, it is sufficient to proceed as in [8, 10].
Now, to evaluate the error between the analytical solution and the discrete one we compute the
norms :

N r
h,δt = ||s− s̃h,δt||Lr(Qtf ), for r = 1, 2,∞.

In the sequel of this subsection, the final time is set to tf = 0.2. The time step is proportional
to the square of the mesh size h. We also set Lx = Ly = 1, then Ω = (0, 1)2.

6.1.1 Example 1: Heat equation in a nonlinear form

In this first example we compare the approximate solution provided by the numerical scheme
(6.3)-(6.4) with the exact solution :

se(x, y, t) =
cos(πx)e−π

2λxt + 1

2
, ∀(x, y, t) ∈ Ω× (0, tf ),

in the sense of the norm N r
h,δt. The nonlinearities used in the test are :

a(s) = s and f(s) = log(s). (6.6)

By substituting (6.6) into (6.1) we find the classical heat equation. In the next two tables we
list the obtained results for two different situations of the tensor Λ given in (6.2). In Table 1
we have considered the isotropic permeability matrix leading to λx = λy = 1 while in Table
2 we have taken λx = 1 and λy = 103. It can be seen that the method is accurate of second
order in the isotropic case whereas its convergence rate falls down to 1 in the anisotropic case.
Indeed, this is caused by the semi-upwind scheme (6.5) together with the influence of medium’s
anisotropy. On the other hand, the saturation s̃h,δt remains positive which a crucial gain. This
fact also sustains the robustness of the proposed discretization for the preservation of such a
bound.

h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.547 E-03 - 0.144 E-03 - 0.495 E-02 - 0.299 E-01
0.125 0.213 E-03 1.364 0.615 E-04 1.232 0.195 E-02 1.344 0.765 E-02
0.063 0.620 E-04 1.802 0.189 E-04 1.725 0.604 E-03 1.709 0.195 E-02
0.031 0.163 E-04 1.881 0.508 E-05 1.850 0.191 E-03 1.622 0.474 E-03
0.016 0.420 E-05 2.052 0.132 E-05 2.037 0.511 E-04 1.995 0.126 E-03

Table 1: Numerical errors for the first example with λx = λy = 1.

6.1.2 Example 2: Porous medium equation with a smooth solution

We now test our scheme on the well-known porous medium equation corresponding to

a(s) = 2s and f(s) = s.

In this second case, we consider its classical solution in two dimensions given by

se(x, y, t) =
(1/16λx)(x− 0.5)2 + (1/16λy)(y − 0.5)2

1− t
, ∀(x, y, t) ∈ Ω× (0, tf ).
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h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.468 E-02 - 0.124 E-02 - 0.418 E-01 - 0.299 E-01
0.125 0.242 E-02 0.950 0.686 E-03 0.858 0.232 E-01 0.851 0.765 E-02
0.063 0.126 E-02 0.955 0.341 E-03 1.020 0.149 E-01 0.646 0.195 E-02
0.031 0.659 E-03 0.914 0.167 E-03 1.005 0.103 E-01 0.515 0.474 E-03
0.016 0.349 E-03 0.961 0.831 E-04 1.058 0.681 E-02 0.627 0.126 E-03

Table 2: Numerical errors for the first example with λx = 1 and λy = 1000.

Tables 3-4 show the errors following the norms N r
h,δt and their corresponding convergence rates

respectively. In Table 3 we implemented an identical permeability with λx = λy = 1. As
predicted, a super-convergence is achieved as well as the discrete solution respects its physical
range. The situation is slightly different for the anisotropic problem where λx = 1 and λy = 10−5

as displayed in Table 4. The method based on the choice (6.5) loses its second order accuracy
with respect to the anisotropy of the permeability. Nonetheless, it is still of order ”one” even
if the ratio λx/λy is important. Otherwise, this latter has no effect on the positiveness of s̃h,δt,
which is a fundamental point as it is needed below in case of the compressible diphasic flow to
select at least one admissible solution.

h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.642 E-04 - 0.168 E-04 - 0.565 E-03 - 0.485 E-05
0.125 0.345 E-04 1.074 0.879 E-05 0.939 0.241 E-03 1.231 0.300 E-06
0.063 0.120 E-04 1.357 0.409 E-05 1.118 0.701 E-04 1.801 0.190 E-07
0.031 0.360 E-05 1.698 0.133 E-05 1.579 0.185 E-04 1.876 0.115 E-08
0.016 0.961 E-06 1.999 0.368 E-06 1.948 0.472 E-05 2.067 0.765 E-09

Table 3: Numerical errors for the second example with λx = λy = 1.

h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.111 E+03 - 0.402 E+02 - 0.498 E+03 - 0.157 E-01
0.125 0.735 E+02 0.644 0.286 E+02 0.491 0.287 E+03 0.577 0.157 E-01
0.063 0.459 E+02 0.688 0.180 E+02 0.674 0.190 E+03 0.603 0.156 E-01
0.031 0.277 E+02 0.712 0.108 E+02 0.725 0.120 E+03 0.651 0.156 E-01
0.016 0.163 E+02 0.805 0.622 E+01 0.832 0.755 E+02 0.698 0.156 E-01

Table 4: Numerical errors for the second example with λx = 1 and λy = 10−5.

6.1.3 Example 3: Porous medium equation with a low regular solution

This third test case continues with the porous medium equation where a particular emphasis is
set on the low regularity in space of the analytical solution :

se(x, y, t) = max(2λxt− x, 0), ∀(x, y, t) ∈ Ω× (0, tf ).

We have utilized the isotropic permeability λx = λy = 1 and the anisotropic one λx = 1,
λy = 100 to test the efficiency of our discretization. Tables 5-6 exhibit the corresponding
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results. In the first table we observe that the convergence rate is strictly less than two which is
not surprising since the exact solution does not belong to H2(Ω) in space. In addition to this
fact, the method becomes of an order approaching to 1 when h decreases in the anisotropic case
as highlighted in the second table. Negligible undershoots are also noted when the ratio λy/λx
increases.

h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.305 E-02 - 0.505 E-03 - 0.352 E-01 - 0
0.125 0.122 E-02 1.326 0.186 E-03 1.439 0.184 E-01 0.940 0
0.063 0.449 E-03 1.454 0.596 E-04 1.663 0.903 E-02 1.034 0
0.031 0.163 E-03 1.430 0.181 E-04 1.681 0.446 E-02 0.994 0
0.016 0.578 E-04 1.567 0.522 E-05 1.880 0.221 E-02 1.062 0

Table 5: Numerical errors for the third example with λx = λy = 1.

h N 2
h,δt Rate N 1

h,δt Rate N∞h,δt Rate min s̃h,δt
0.250 0.136 E-01 - 0.318 E-02 - 0.109 E-00 - - 0.444 E-21
0.125 0.967 E-02 0.488 0.227 E-02 0.485 0.855 E-01 0.344 - 0.157 E-26
0.063 0.686 E-02 0.501 0.148 E-02 0.627 0.681 E-01 0.332 - 0.151 E-33
0.031 0.482 E-02 0.496 0.931 E-03 0.651 0.527 E-01 0.360 - 0.297 E-41
0.016 0.332 E-02 0.562 0.568 E-03 0.746 0.407 E-01 0.393 - 0.795 E-25

Table 6: Numerical errors for the third example with λx = 1 and λy = 100.

To conclude this subsection, the convergence speed obtained by our approach is visibly
sensible to higher anisotropic fields. The same issue has been underlined in [8]. This is mainly
due to the choice (6.5) and the degeneracy character of the model problem (6.1). We however
conjecture that the method is at most of first order for any permeability tensor. We further
stress that it provides no undershoots nor overshoots. Compared to [8] our scheme seems
to behave better since the convergence rates are significantly enhanced. These latter results,
especially the first order accuracy, are somehow satisfactory and turn out the scheme in question
a robust compromise for the discretization of challenging complex problems. This motivates the
application of our idea to the diphasic compressible model since the mobilities of both phases are
often approximated by first order upwind schemes as investigated in many works [4, 6, 7, 29, 32]
and the references are therein.

6.2 Numerical experiments for a diphasic compressible flow in anisotropic
media

The physical data used in these tests are being inspired by [32]. This experiment is termed as
the five-spot problem in the literature. The goal is to simulate the secondary recovery of gas
occurring in a 2D anisotropic reservoir with respect to the permeability tensor. The domain of
computation representing the reservoir of interest is of length Lx = 1m and width Ly = 1m. It
is covered by 3584 triangles which makes 1857 dual control volumes as depicted in Figure 2.

We then consider the uniform porosity φ = 0.206. The phases of reference are gas as the
nonwetting phase and water as the wetting one. This is not an exhaustive choice, one may take
other options. We assume that the gas density obeys the well-known ideal gas law:

ρg(pg) = ρg,ref
pg

Pg,ref
,
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Figure 2: Primal mesh with 3584 triangles.

where we have fixed ρg,ref and Pg,ref to

ρg,ref = 400Kg.m−3, Pg,ref = 1.013× 105Pa.

On the other hand, the water phase is weakly compressible with regards to the gas. Therefore,
its density follows an exponential law with a small compressibility coefficient. Accordingly, we
consider

ρw(pw) = ρw,ref

(
1 + cref (pw − Pw,ref )

)
,

where we have set

ρw,ref = 1000Kg.m−3, cref = 10−6Pa−1, Pw,ref = 1.013× 105Pa.

The choice of both densities is mainly practical, especially for computing the analytical expres-
sion of the nonlinear formula (3.6) for the α-phase density ρn+1

α,KL at the interface between two
control volumes AK and AL.

The relative permeabilities are squared functions Kr,α(sα) = s2
α. The fluid viscosities are

respectively given by µg = 9 × 10−5Pa.s, µw = 10−3Pa.s. The capillary pressure is considered
to be a linear function in terms of the gas saturation Pc(sg) = Pmaxsg with Pmax = 105Pa.

The domain is initially occupied by gas with a uniform saturation i.e. s0
g = 1 where the

gaseous phase is at the standard atmospheric pressure P 0
g = 1.013× 105Pa. Under the pressure

P lw = 4.6732 × 105Pa, only water is injected in the upper left corner of the domain (x = 0,
0.8 ≤ y ≤ 1) with slw = 1. This pressure allows to displace the gas which flows freely outside
the medium. The extraction zone is located at the lower right corner (x = 1, 0 ≤ y ≤ 0.2) and
is considered at the atmospheric pressure. The rest of the boundary is impermeable as shown
on Figure 2. No source or sink terms are imposed, which means that fP = f I = 0.

6.2.1 Test case 1 : Isotropic permeability

In this test we consider that the medium is isotropic where the permeability matrix is given by

Λ(x, y) = 10−10

[
0.15 0

0 0.15

]
[m2]. (6.7)

This expression of Λ means that the water fluid flows within the medium regardless the space
directions. Figure 3 illustrates the behavior of water saturation and gas pressure at t1 = 10s,
t2 = 30s and t2 = 60s. The saturation exhibits a smooth front which is due to the capillary
forces. Since there is no principal axis, the water displaces diagonally the gas towards the
extraction zone. It is also observed that almost the whole amount of gas is recovered at the final
time. The compressibility of both phases especially of gas prevents the latter to exit immediately
the medium after the injection process. In other words, when water is injected it takes a little
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bit time for gas to be produced at the production region. We indicate that at every time the
computed saturation remains bounded between its physical ranges 0 and 1.

To get a better idea on the flow, Figure 4 shows separately a cross-section of the wetting
phase saturation and gas pressure profiles at the point (0, 0.9). After t = 50s, the water
front reaches the exit. Also, the domain becomes increasingly filled by water and emptied
from gas. On the other hand, the gas pressure is higher near the injector and lower when
the right boundary is approached. It seems to be regular owing to the parabolic kind of the
system. Even if it is not included in our theoretical part, it is shown that Pg is bounded with
1.013× 105Pa ≤ Pg ≤ 4.6732× 105Pa.

Figure 3: Test 1: Evolution of the water saturation (up) and the gas pressure (down) for simulation
times t1 = 10s, t2 = 30s and t2 = 60s with the permeability choice (6.7).

Figure 4: Test 1: Cross section of water saturation (left) and the gas pressure (right) at point
(0,0.9) for different times t ∈ {10s, 20s, 30s, 40s, 50s, 60s}.
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6.2.2 Test case 2 : Homogeneous anisotropic permeability

In this test, the permeability tensor is globally anisotropic. The flow action takes place in the
direction obtained by rotating the vertical axis with the angle π/10. Then

Λ(x, y) = 0.15× 10−10 ×Rθ0 ×
[
1 0
0 5

]
×R−1

θ0
[m2], (6.8)

where we have chosen Rθ0 for θ0 = π/10. This amounts to

Rθ0 =

[
cos(θ0) − sin(θ0)
sin(θ0) cos(θ0)

]
=

[
0.9511 −0.3090
0.3090 0.9511

]
.

Figure 5: Test 2: Evolution of the water saturation (up) and the gas pressure (down) for simulation
times t1 = 5s, t2 = 20s and t2 = 60s with the permeability choice (6.8).

Figure 6: Test 2: Cross section of water saturation (left) and the gas pressure (right) at point
(0,0.9) for different times t ∈ {10s, 20s, 30s, 40s, 50s, 60s}.
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Figure 5 depicts the water saturation and gas pressure subject to capillary, compressibility
and anisotropy constraints at different instants. However, our focus is set on the impact of the
latter kinds of effects. It is seen that the injection of water is keeping the movement of the
gas from the left side towards the right side. This is of course ensured by the high pressure
which is maintained in the y-direction rotated by π/10 in the negative sense. Compared to Test
1, the y-eigenvalue is much bigger in this test, therefore the pores are relatively large in this
direction. Consequently, more than the half amount of gas is recuperated in a short time as we
observe on the figure. It is also noticed that after t = 20s water becomes to leave the domain
where a considerable quantity of gas is remained therein. We emphasize that the calculated
saturation is always delimited by its boundary values 0 and 1 which confirms the theoretical
result established in Lemma 4.1.

The cross-section of the water profile presented in Figure 6 at the point (0, 0.9) shows that
the flow with respect to the x-axis is slightly similar (up to a rotation) to the first test case.
The gas pressure varies slowly at the begging of the recovery operation and achieves somehow
a threshold when the medium becomes to be saturated by water.

6.2.3 Test case 3 : Heterogeneous rotating anisotropic permeability

This test ensures the ability of our method to simulate the considered compressible two-phase
flow through a heterogeneous medium in terms of its permeability. The expression of this
property is taken from [28, 25] :

Λ(x, y) =
0.15× 10−10

x2 + y2

[
0.1x2 + y2 0.9xy

0.9xy x2 + 0.1y2

]
[m2], ∀(x, y) ∈ Ω. (6.9)

Here the flow of both fluids depends on the position since the permeability varies in space.
However, we continue by injecting water as in the previous tests. Figure 7 displays the behavior
of water in the medium. It is recorded that the wetting phase displaces faster horizontally.
Obviously, this fact is caused by the heterogeneity of the medium and therefore the location of
the injector. Indeed, at this spot, the x-variable is closer to 0 while the y-variable is around 1.
Consequently, the flow velocity is important around this area as the pressure sub-figures expose.
As the x-variable increases we see that the movement is relatively slowed which permits the
entry of water in the diagonal of the domain. Here again the saturation presents no oscillation
and is bounded between its natural limits 0 and 1. The same remark is made on the pressure.

Once more, the cross-section of the water saturation and gas pressure profiles is given in
Figure 8 at (0, 0.9). It is indicated that the process is taking more and more time to move all
the gas outside of the medium. This is natural since the pores are too tiny. We also remark
that the pressure changes its convexity shape.

6.2.4 Test case 4: Heterogeneous rotating anisotropic permeability with a
nondegenerate bounded gas density

In this last test case we place our attention on the flow where the density is satisfying Assumption
(A5). This means that the gas density should be uniformly bounded, especially away from
0. In this case, the problem is nondegenerate with respect to the gas pressure. To achieve
this situation, we keep all the data of the preceding Test case 3 except the gas density whose
expression is now given by :

ρg(pg) = ρg,ref

(
1 + γg(pg − Pg,ref )

)
,

where γ is chosen as γ = 10−4. It accounts for a compressibility factor. As previously, injecting
water on a part of the boundary with on overpressure allows its spreading within the medium.
We observe that the flow path obeys the preferential axes determined by the anisotropy of the
permeability. As expected, one observes on Figure 9 that the water takes less time compared to
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Figure 7: Test 3: Evolution of the water saturation (up) and the gas pressure (down) for simulation
times t1 = 10s, t2 = 30s and t2 = 60s with the permeability choice (6.9).

Figure 8: Test 3: Cross section of water saturation (left) and the gas pressure (right) at point
(0,0.9) for different times t ∈ {10s, 20s, 30s, 40s, 50s, 60s}.

Test case 3 to invade the reservoir. This goes back to the additional transport term coming from
the nondegeneracy effects of the gas density. A similar remark is clearly seen on the evolution of
the gas pressure. The water saturation remains always between its natural ranges 0 and 1. To
confirm these facts from a close viewpoint, we refer to the cross-section of the water saturation
and gas pressure profiles at (0, 0.9) given in Figure 10. As a consequence of the nondegeneracy
influence of the density function, a faster displacement of water is observed compared to Test
case 3 and a rapidly dispersive behavior of the gas pressure is noticed.

To summary, we presented the qualitative behavior of water saturation and the gas pressure
as a discrete solution to the numerical scheme (3.1)-(3.5). In the all aforementioned tests we have
focused our attention on the displacement of phases through the porous medium in the presence
of anisotropy of the permeability tensor. We noticed that the flow paths follow naturally the
principal axis, which matches with the real case. Moreover, numerical results showed that the
velocity of the flow is strongly depending on the choice of the phase density. We have also seen
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Figure 9: Test 4: Evolution of the water saturation (up) and the gas pressure (down) for simulation
times t1 = 10s, t2 = 30s and t2 = 60s with the permeability choice (6.9).

Figure 10: Test 4: Cross section of water saturation (left) and the gas pressure (right) at point
(0,0.9) for different times t ∈ {10s, 20s, 30s, 40s, 50s, 60s}.

that the proposed methodology respects the discrete maximum principle. On the other hand,
this point has a theoretical target allowing to get the main ingredients, namely the energy and
compactness estimates, for the convergence analysis of the scheme. It further provides a crucial
physical information on the solution.

A Appendix : On the positivity of the sub-upwinding
scheme for a nonlinear diffusion problem

In this appendix we show that the discretization (6.3)-(6.5) for the nonlinear diffusion problem
(6.1) preserves a nonnegative lower bound on the solution.
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Lemma A.1. The numerical scheme (6.3)-(6.5) is positivity-preserving in the sense that(
s0
K ≥ 0, ∀K ∈ V

)
implies

(
sn+1
K ≥ 0, ∀K ∈ V, n ∈ J0, N − 1K

)
.

Proof. To prove the above statement we resort to the induction. We select n ∈ J0, N − 1K. Let
us assume that slK ≥ 0 for every l ≤ n. We now check that sn+1

K ≥ 0 for all K ∈ V. We still
denote K the vertex of V such that sn+1

K = minL∈V s
n+1
L . The case sn+1

K ≥ 0 is trivial. We
therefore assume that sn+1

K < 0. We next multiply the line of the system (6.5) associated to K
by (sn+1

K )− = −min(sn+1
K , 0) to get

−
∣∣(sn+1

K )−
∣∣2 − snK(sn+1

K )− − δt

|AK |
∑

T∈KTh

∑
L∈VKT

ΛTKLa
T
KL

(
f(sn+1

L )− f(sn+1
K )

)
(sn+1
K )− = 0.

Using the fact that the function a(s) is extended by 0 for all ]−∞, 0[ and the definition of aTKL
given in (6.5), one obtains aTKL(sn+1

K )− = 0 in the case where ΛTKL < 0. Consequently

−
∣∣(sn+1

K )−
∣∣2︸ ︷︷ ︸

X

−snK(sn+1
K )−︸ ︷︷ ︸
Y

− δt

|AK |
∑

T∈KTh

∑
L∈VKT

(ΛTKL)+aTKL

(
f(sn+1

L )− f(sn+1
K )

)
(sn+1
K )−

︸ ︷︷ ︸
Z

= 0.

On the other hand, the quantity Y is nonpositive thanks to the induction assumption snK . Also,
one has Z ≤ 0 since the function f is nondecreasing. We then deduce

(sn+1
K )− = 0,

which yields a contradiction with the assumption (sn+1
K )− < 0. Therefore sn+1

K ≥ 0, ∀K ∈ V.
The proof is concluded.
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