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Hybrid Monte Carlo and deterministic s.anttlation
approach for modeling a computed rzd ography
iImaging chain from X-ray exposure to chucal readout

Min YAQ?, Valérie Kaftandjian®?, Angéla Peterzol-Parme tie’ , Andreas Schumm®
Philippe Duvauchelle®
& Laboratoire Vibrations Acoustique (LVA) INSA Lyon, 25, A Jean Capelle - 69621
Villeurbanne Cedex, France
b Eramatome / Intercontrdle 04, Rue Thomas Dumorey, 71 .u0 Cnaion sur Saone France
°© EDF — R&D, Département Matériaux et MécanigL= .es Composants, EDF LAB Les
Renardieres — ECUELLES, 77818 Moret-sur-Loing Cec >, Frar_e

Abstract: Simulation of radiographic inspection 15 2f great interest for experimental outcomes
prediction and optimal operating condition a ... *"2tion. As concerns computed radiography
(CR), the use of photo-stimulable imagira pla'2s and laser scanners, implies modeling the
behavior of a multi-stages detector. As a cuase™uence, both the X-ray and the optical system
responses have to be handled. Moreove. cr hgh energy X-rays, two issues often trouble CR
simulation: long running time and X-ray sc.ttering image contribution, which should not be
neglected. To overcome these issuec, w. have developed a complete hybrid model which is the
first available one at such energie. In ot - approach, the imaging process is decomposed into
three independent successive c.ages:. ..-ray attenuation by an object, X-ray latent image
generation, and optical readout. A sete ministic code is applied to obtain rapidly the transmitted
X-ray image emerging from a com..ex object. The energy deposition is then simulated by a
convolution of the transm.ctea .“-ray image with a CR detector response model, which was
obtained off-line by a M nte Carlo tool. Then, optical readout is modeled using the same hybrid
approach, where the opu.! response (laser light spreading in the imaging plate) was obtained by
Monte Carlo and las’ r sranning is modeled analytically. A good agreement has been observed
between the propose.' .1yb’«d model and a full Monte Carlo approach for the X-ray energy
deposition stage. A realiscic X-ray inspection case study has been chosen to emphasize the
interest of this cc nplete hybrid model. The comparison of three different detector configurations
and the influe’.ce of 1eadout laser power are illustrated.

Keywords : “om-uted Radiography, Imaging Plate, Monte Carlo simulation, deterministic
simulatior vy .22l readout modelling

1 Introduction
For over a century, film-based radiography has been used for industrial inspection. Recently, the
NDT community started considering alternative digital techniques [1]. Computed radiography

1



37
38
39
40
41
42
43
44

45
46
47
48
49
50
51

52
53
54
55
56
57
58
59
60

61
62
63
64
65
66
67
68
69
70
71
72
73
74

(CR), as the first standardized digital radiographic imaging technique, is an 1. *eresting alternative
[2], as it employs a flexible (i.e. which can be bent and cut) storage phos~hor imuging plate (IP)
as digital detector, which shares the same advantages in terms of hand’.ng s film. However, the
performance of standard CR systems is not as good as film-based r~dioy. "nhy at high energies
(i.e. several hundred keV up to MeV). For the inspection of high stter.ation specimens (e.g.
pipeline welding), high energy gamma sources, such as isotopes .ridi um- 292 and Cobalt-60, are
often required. Therefore, the unsatisfied CR performance at higi, =nergies is an issue to be
overcome in industrial applications.

The performance improvement of CR can be achieved by r.cans o1 introducing appropriate filters
and thin metallic screens in the system. Current inte.~~aon:| standards, concerning NDT
radiography with digital detectors, address general mew.''ic screen employment guidelines to
ensure a good imaging quality [2-4]. However, the “/e ant thickness of such screens are not
clearly defined and a large panel of possible configui.*ions uoes exit. Experimental studies on the

CR image quality [1,5-7], indicate that CR cannr* 1700 .ne requirements in all NDT cases, due
to the IP response and optical readout process.

Apart from experimental studies, computatinnal . ‘mulation is also an important tool for physical
phenomena comprehension and system pertcri,.2nce optimization [8-9]. It makes it possible to
study how the relevant operating paramc .= ~h ~ct the X-ray image without actually testing it in
real life. At present, Monte Carlo and dete.ministic techniques are widely used to simulate
radiation transport. Monte Carlo sim..a..2n is well accepted as the most accurate method [10]. It
can give insight on physical phe.omena but due to its random nature, a large amount of
computational time is required, e pecian, for complex geometry simulation [9-10]. Deterministic
methods, on the other hand, car. ha'.dle zasily complex geometries, and are quite computationally
efficient, but the estimation ¢ scatte.. 1g and fluorescence effects is quite difficult.

In prior works, many CR m~deling and simulation studies were dedicated to medical applications
[11-20]. Vedantham an’ K7 ellas have developed a complete (from X-ray exposure to digital
readout) analytic CR r.10der :~ analyze the system performance factor propagation during image
formation process s' =h =3 drective quantum efficiency (DQE) and modulation transfer function
(MTF) [11]. This m~der .~ Jased on a cascaded linear system approach [17,18], and based on the
assumption that (e X-re / scattering effect is negligible. However, for high energy CR, where the
scattering effect be >~ s dominant, this assumption is not appropriate. A more precise model is
needed for ;catter.ng effect estimation. In [19] and [20], E.M. Souza et al. proposed a
methodology .~r cr.nputed radiography simulation for industrial applications using Monte Carlo
code MC. 'r.: ="ing into account the energy-dependent response of imaging plate (IP) and the
digitization « fect. But in their approach, the spatial degradation due to X-ray interaction in the
detector has not been considered. Full Monte Carlo simulation could be the solution to overcome
the mentioned issues. However, due to its random nature, the computation time might be
extremely long.
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In this paper, we propose a CR model which combines the use of b’ .. Monte Carlo and
deterministic codes. Such a complete hybrid model is the first available nne to uur knowledge.
The CR imaging process is split into three successive stages: i) X-ray itter uation by the object;
i) energy deposition resulting in X-ray latent image generation; iii) aotic>! readout resulting in
the final digital image generation. The first stage is based on a deter~inis..~ code which provides
a realistic radiant image of a complex-shape object in a short tirz (t* pie.ily 0.1 s) based on the
object CAD model. The second stage is based on an offline CR rdete.r response model which is
obtained by means of off-line MC simulations accountin¢ for 'l physical effects such as
fluorescence, scattering and electrons interactions. The respons > fur_tion is then convolved with
the object radiant image. A database of several detector s /ster.. has been built in order to cover
all the industrial application range. As concerns the opucal eadout (third stage), the laser
spreading distribution function is obtained off-line by a deu.~ated optical MC tool developed on
purpose, while the laser scanning operation is modeleu >V an analytic function. Thus, we obtain a
complete model which is able to simulate a realistic 1..>nection case study in a reasonable time,
while taking into account all physical effects bo.~ for X-ray and optical photons effects. It is
worth noting that the presented model allows . ~~termine mean values and obviously does not
include noise. This approach allows to add ~vise afterwards while keeping a reasonable
computation time, even for a complex shape v, t. Thus, all Monte Carlo simulations are carried
out off-line, allowing to model all physic ! ~ffec*s in the form of response functions.

In the following, the CR principle is briefly reminded in section 2, together with an overview of
the model, then a detailed descript.on o1 the different simulation stages is given in section 3.
Section 4 and 5 show some results, be ~re _oncluding in section 6.

2 CRprinciple and ;~neral overview of the modelling approach

2.1 CR principle

As illustrated in Fiydre 1a, CR imaging consists first in the X-ray exposure itself (A), where the
energy transmitte 1 by ar object is deposited in the detector. The particularity of CR vyields in the
type of detect~., a piwwio-stimulable imaging plate (IP), in which the deposited energy allows to
create electr \n/hole pairs in the material. Some of these charges are trapped in the material,
forming a latei.. “..1iage which is stable during several hours. The second step (B) consists of
reading th.~ I7enc image. A laser beam allows to excite the storage centers and light is emitted
(photo-stimu, “tion mechanism). The third step is the erasure of the plate which makes the
detector available for a new image (C).

Only some specific materials present this photo-luminescence effect with sufficient stability of
the trapped electrons yielding a useful latent image. The most common material is BaFBr:Eu?*,
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available in the form of grains in a binder. Since the discovery of the .. ~to-stimulability of
BaFBr:Eu®*, several works have been done attempting to find out the physical mechanisms
occurring during X-ray radiation. Present day's well accepted .lec -on/hole production
mechanism is proposed by Koschnick et al. [21,22]. It is worth nu.~4 however that those
mechanisms are extremely complex and not fully understood.

BaFBr:Eu®* imaging plates are successfully used in the medical ‘elc’, because the X-ray energy
range gives rise mainly to photoelectric effects in the materi=! k.- higher energies (such as
Cobalt or Iridium sources), the efficiency of imaging plates 1s knc vn to be poor. To improve
performances, NDT standards [2] require the use of metallic s reens to be used together with IP
(front and back screens), such as what is done for radicgraphic tilms. However, unlike films
where the use of screens yields sufficient imaging perform, »n-.¢ at 1igh energy, in CR, the optimal
nature and thickness of screens is still to be found, such «. apt.:.al properties of the IP itself. This
is the reason why simulation can be interesting, to understa d the physical mechanisms during
image formation, and find optimal combinations of 'P/sc.en,.

A.X-Ray Exposure

2 X-ray source
A

Intense Light

e

Imaging Plate (1PN

Latent ime_
C.Erasure

B.Readout ‘!
(% .aser

X -

TR ‘fs Digitized
i ¥ i Signal prmm—

Im=aging Plate Moved Translationally

(@)
A. X-ray exposure B. Optical readout
detector I ‘
Srnirce object
@’ Transmitted ;

X-rays

Stage 1. X-rays attenuation by object
Stage 2. X-ray latentimage generation Stage 3. Digital image generation
(b)
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Figure 1: (a) CR principle with the acquisition procedure highlighted ,* X-ray exposure
which yields a latent image, B. Optical readout of the latent image, and C. rasure of the
image; (b) only part A and B are simulated, sub-divided in".0 ti ree stages.

2.2. Overview of the simulation approach

During X- or gamma-ray exposure, the radiation beam first i iteracts with the object, and owing
to the object attenuation, only part of the beam can arrive at .. » C", detector’. This transmitted
beam carries the object pattern, which is received by the C: de’._~tor; a portion of the transmitted
beam penetrates through the detector and escape from *.e s stem, while the other portion
interacts with the detector resulting in a latent image. ..~ C~ image formation is viewed as a
three-stage process (Figure 1b): X-ray attenuation, 'atent i1age generation and digital image
generation. Different simulation methods (Monte Ccorlo o ~eterministic) are applied to different
stages. The CR simulation method is summarized as fol. *s.

Stage 1: X-ray attenuation by an object (X-ray ~2am —. attenuated X-ray beam). In this step, the
source beam interacts with an object resulting i”. an object image. In this paper, the Virtual X-
ray Imaging (VXI) software, a determini. .~ co.= for fast complex imaging [23], [24], is used.
The output image should contain the enc.rgy information, namely a spectral image, here
denoted Obj(E,x,y).

Stage 2: X-ray latent image generation (X-i.y photons incoming the CR detector — storage
centers in IP). This stage is split ir’s . *0 sub-steps.

(a) X-ray/detector interaction (X-r7 v phottns incoming the detector — deposited energy in IP),
via the detector response moc'2l (u.~c.ed PSFge) resulting in a 3D deposited energy image.
The detector response model .s 0'.taired by means of an off-line Monte Carlo simulation.

(b) Latent image formation (d2pu. fed energy in IP — storage centers in IP). The latent image is
in fact the map of storage ~enter mstribution in IP. At present day, the latent image formation
mechanism is not clearly unde, ~tood. Hence this step is modeled as conversion factor, denoted

gSC-
The entire Stage 2 is mo.~le 4 by a convolution-based operator H1.:

L' ng(x,y,z) =H1(Obj; PSFdet) 1)

Stage 3: Digital i nage y *neration (storage centers — gray levels). This stage is also split into two
sub-steps.

(a) Optical re «dout ‘storage centers — photo-stimulated luminescence (PSL) photons). In CR, the
latent ima e is re adout by a scanning laser. Due to the IP's granular property, the laser light
spreads out .. .~; storage centers within the laser volume can be released resulting in PSL.
The las>r cuicading is simulated with a Monte Carlo tool developed on purpose. This tool
outputs a .aser distribution function f(x,y,z). The scanning is then modelled analytically, based
on the scanning parameters i.e. laser power P)aser, SCanning speed Vscan and pixel size lpy.

(b) Signal collection, amplification and digitization (PSL photons — gray levels).

"In the following, the term “detector” should be understood as the complete system including the IP itself and front
and back screens, which are metallic screens as recommended in the international standards.
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In this sub-step, the emitted PSL is collected by a light guide, then detec’< ' and amplified by a
photo-multiplier tube and finally digitized with an analog-to-digital converter. A PSL to gray
level conversion factor gys can be applied.

Stage 3 is modeled by an operator H2:
Dimg(x,y) = H2(Limg; f; scanning parameters, (@)
To summarize, as represented in Figure 2, the presented metl )d allc vs to simulate the complete

CR imaging chain, in which all the operating parameters suci as scrce, detector configuration
and optical readout parameters are taken into account throtyn th= operators H1 and H2.

| I Stage 2: X-ray '~tent image generation
| Spectral image off (Transf>rfunctio | of IP)

I object | w
; Latent image [
attenuation in  [JUNRICEAN Deposited : I
i w [ energy image generation
object : ) . (factor) |
|

' T\ 4

Stage 3: digital image gc "=1aii "
(Transfer function of optical . ~dout)

Latent image
Limg(x,y,z)

Optical Readout:
PSL image Laser stimulation &
Dimg(x,y) I PSL emission

Digital image

Figure 2: Schematic »~nresencation of the simulation of the entire CR imaging chain

Before introducing t' e d.cail- of the model, let’s introduce the assumptions adopted:

e As conce’as the X-ray exposure, the CR detector is considered as a linear system, so that
the convo. ition sperator H1 can be applied to obtain the X-ray detector response to any
object spect-al image obj.

e The e'actrors emerging from the object are neglected. Our approach deals with high
at' :~''ation object (i.e. high thickness); therefore, the fraction of electrons in the radiation
eme.~.ng from the object is very small. Moreover, before arriving at the detector, a great
part o1 the electrons are absorbed by air and cassette (normally the CR detector is handled
in a cassette). Be aware that the electrons produced by metallic screens and IP are not
neglected, and are taken into account in the detector model obtained by MC simulations.
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e Normal incidence of radiation on the detector. In reality, the tran<...**ted X-ray photons
arrive at the CR detector with a certain incident angle. In our mod=! we assume the X-ray
photons travel forwardly, with a normal incidence on the detectr..

e Normal incidence of laser beam on the imaging plate during tt.~ reau~tt process.

3 Detailed description of the model

3.1 Object image generation (spectral image)
In this step, to generate Obj(E,x,y), a deterministic code fc r si*.u 'ting complex imaging set-up is
preferred since it can offer a realistic object image in a s.>rt tim-,

To generate Obj(E,x,y), a virtual detector is used anu nlace s at the actual detector plane. This
virtual detector is divided into MxN pixels to recu. ™ the spatial distribution of the incident
photons. Each pixel pitch counts the incident f.«noun number, and classifies the photons into
different energy channels. The direct output ~f this \irtual detector is the photon number per
energy channel per pixel pitch, and the Obj(E,x,,\ ~nould be the output value divided by the pixel
pitch surface. Figure 3 is an example of ti.- ~hje.t image generation: (a) is a geometry set-up
generated using VX1 software [23,24], where < virtual detector (in green) is placed at the actual
detector plane; and (b) is the spectral image atected by the virtual detector Obj(E,x,y).

(@) (b)
Figure 3: Jo :ctral object image: (a) geometry setup and (b) illustration of a spectral image.
The example here is obtained with VXI software [23, 24]
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3.2 Detector dose response model generation
The detector dose response model, denoted PSFge(E,X,y,z), is the seconA input \equired by the
operator H1.

The detector considered in this study is a multiple-layered structure, in v."ich the imaging plate is
sandwiched between metallic screens (Figure 4a). The imaging ’1au: also consists of multiple
layers such as overcoat and phosphor layer. The phosphor layer *< t"ie etfective medium which
stores the latent image, and will be later readout by CR scan~:zr. he>ce the PSF here is a 3D
energy absorption efficiency map within the IP's phosphor la er. A\ 1onte Carlo simulation tool
[25], based on the use of PENELOPE [26], has been developc to “.naracterize the CR detector
response at different energies. In order to record the PS'-, a '~iform three-dimensional grid is
applied to the phosphor layer. As shown in Figure 4a, we +>".d a r 1ono-energetic pencil beam (E;)
to strike the detector det. The raw output DEP(X,y,z) of u.~ sinulation is illustrated in Figure 4b,
which is the deposited energy map (absorbed eneray per Init volume keV-cm™®) within the
phosphor layer. The PSF is obtained with:

DE: ‘x,y,z)
NCE (3)
where N; is the number of the incident photons. A", a Monte Carlo calculation contains statistical
noise, the incident photon number should b. o< lai e as possible to limit this noise. The impulse
response is of cylinder symmetry around z-a.'s, .1lence we also apply a radial averaging to the

PSF to reduce the noise, and the PSF is re."eeu 20 @ 2D function.
In such a way, the storage space can be sav.d. The storage digits can be further reduced by
applying an analytic fitting function *. c.~h 1D profile at different z.

PSFdet,Ei(xlyf Z) =

I:)SFdet,Ei (X' y’ Z)

_..&_.
(a) (b)
Figure 4: h.>nul< : response of a detector: (a) Geometry configuration and, (b) 3D energy
deposit. .. ~~n" the red arrow indicates the beam propagation direction which is also the

IP depth direction.

The second step of detector response model generation is to repeat the previous operations (i.e.
raw PSF simulation and radial averaging) by scanning all energies (see Figure 5). Different
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energies ranging from Epin to Enax are sampled to excite the detector u~t. After the radial
averaging operation, we have a set of PSF, and all these PSFs make up the respori.e model of the
detector det. In order to cover the energy range of common NDT radiat’on ¢ ources (such as 1r192
and Co60), Enn is assigned 0 keV, and Epax 1400 keV.

In order to build a database of detector models, several dete.*o configurations have been
simulated. At present, we have covered all the metallic s...ens \‘ront/back) combinations
proposed in the standards EN I1SO 16 371-2 [2] and 1SO1763 -2 [3] s well as other screens, for
different thicknesses and properties of BaFBr imaging nla.s *o form a database of 128
configurations.

2 e (X 2) ]

E PS"detj,Ez(lelZ)

L PREyD)
° —
_|—> PSFy £, (XY, 2)
P e, %Y1 2)

det

(%)
=
[
v
=
Q
(2]
=
©
-
§

Figure 5: Generatinr, e detector dose response function of a fixed detector det.

3.3 Latent image .omyp tation

The latent image ger era’.on ‘nvolves the energy deposition and storage center formation. Only a
portion of the depositc! e ergy is stored in the form of storage centers. At present day, the
storage center for.ning . "echanism is still not clearly understood [27-29]; moreover, it is different
from one to anow er me¢ erial. Therefore, the latent image (storage center) formation process is
simply mode’.u as a conversion factor gs. (unit: keV™). In the review of Rowlands[28], the
absorbed X- ay ene gy to storage center ratio in BaFBr is 2.4 keV™; while in [29], a different
ratio 7.98 keVv ' ic *ported. In the following, we assign the normalized value 1 keV™ to g.

Equation (4, 1ives the operation realized.
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Limg(x,y,z) = H1(Obj, PSF4,;)

= gSC](E Obj(E,x,y) *PSFdet(E,x,y,z))dE
E 4

= gscj E <ff Obj(E,u,v) PSFye;(E,x —u,y - v, ')ﬂ“dv) dE
B u,v

where:

- H1 represents the latent image generation model whicl is a 21) spatial convolution (along
x and y), at a given depth z, integrated over all enrargic~ ~ad finally multiplied by the
conversion factor gsc;

- gsc 1represents the absorbed X-ray energy to staraye cer.cer conversion efficiency (unit:
keV™);

- Obj(E,x,y) is the spectral object image, namel, the nurber of photons per unit surface per
energy channel (unit: cm™ . keV™);

- PSFge(E,X,y,2) is the detector model, which ic in - ct a set of point spread functions (unit:
cm’) for all energies;

- E is the X-ray photon energy (unit: ke\ .,

The term which is multiplied by gs. represer. s *he c2posited energy distribution (unit: keV. cm™).
Multiplying by gsc allows to convert this encrgy into a storage center distribution i.e. latent
image.

Numerically, this equation is reali: 2d enei Jy by energy. For each energy channel, we compute
the storage center distribution at riffere.”t _; by summing the latent images obtained for all energy
channels, we get the final outpu’ latr nt image.

The corresponding computat. > algorithm is:

Initialize the later. in age array Limg(x,y,z) = 0.
for  eacheneiy’ nannel Ei =0 to Emax do
for  cachIr depth:zj=0tod do
Cr mpr te the latent image at depth zj given by photons of energy Ei
AL g(XY,2)) = gse -[Objei(X,y) * PSFeiz (X,Y)];
A cumulate ALimg(x,y) to the corresponding depth slice zj in latent image

arre. !
Limg(x,y,zj) = Limg(x,y,zj) + ALimg(x,y,zj).

end

epd

Note that the numerical convolution requires the pixel size matching between Obj and PSFge. In
this paper, the sampling match is achieved by means of interpolation.

The algorithm output is a 3D latent image. We keep the information along detector depth (z)
direction, because the latent image is read by a scanning laser, the laser power modifies the

10
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penetration of the laser light, and thus the deep storage centers have le.. ~ontribution to the
readout image. With this in mind, we choose to keep the information alona z.

3.4 Optical readout

Readout is a crucial process that affects the final image quality (.1 eniciency, contrast and
spatial resolution). As shown previously in Figure 1a, the basic nrir.cipie of CR readout is the
“flying spot™: via a rotating mirror, the finely focused stimulati~g la_~r beam scans horizontally
the imaging plate (IP). Together with a continuous translation »f IP, . e stored information can be
released line by line through the whole imaging plate. This .~anni’.g process is usually called
raster scan (or raster scanning).

The imaging plate has a multiple-layered structure which ~2-.cal y consists of a protective layer,
a photo-stimulable phosphor (PSP) layer (the phosphor ain. ure embedded in polymer binder)
and a support layer. Sometimes, a reflective or an ahsorbiny layer is added between PSP layer
and support layer. Concerning the optical readout simu.~tio’,, we are only interested in the PSP
layer and the two layers in contact with it. The reasorn ‘< that the optical photons are much less
energetic comparing with X- or y-rays, thus the ~trects of the 'outer layers' can be neglected.
Therefore in this part, we simulate the light transpor. oroblem in a three-layered structure (see
Figure 6): top layer (e.g. protective layer), PSi" la/er and bottom layer (e.g., reflective layer or
support layer). The top and bottom layers ¢ ~ cor. idered to be clear media where the laser light
travels in a straight line, while the PSP layer 1s modeled as granular layer where the scattering
effect is pronounced.

Laser beam

PSL
A

Protective layer

Phosphor grain

Storage centers —Phosphor layer

(exposed phosphor grain)

Binder

Support (bottom layer)

Figure 6: Opti ~al effe -ts within imaging plate. A three-layered structure is considered: a
top layer, a P€P 1., =. and a bottom layer, where the top and bottom layer are clear media,
and the PSP fayer .~ granular. The laser beam (red) strikes perpendicularly the front side of
IP; it first p.sses *.arough the top layer without expanding the beam size; in the PSP layer,
the laser izt diffuses along its traveling path; at the interfaces, top-PSP and PSP-bottom,
the laser ."v.tons might be absorbed or reflected. Part of the storage centers within the red
volume will L» stimulated by laser photon resulting in PSL (blue arrows), which also suffers
multiple scattering effect; only a fraction of the emitted PSL could reach the front surface

and be detected contributing to the final image
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The optical readout process is viewed as a transfer function H2 (Figure 77, *~vhich also requires
two inputs: latent image and IP optical response model. Flying spot scanner is ti.. most common
CR reader: a finely focused laser is used to scan and release, line by !'ne, the latent image; the
latent image is modified while the laser spot traverses the IP [22]. 1.5, unlike the previous
operator H1, H2 is a modified convolution operation. The final digitax *mag. is computed using
the following equation, where Xy, Yy, denotes the coordinates of pi'.«er m.n 11 the image (x and m
refering to the laser scan direction, while y and n to the IP translat an r.irecuion):

Dimg(x,,Y,) = H,(Limg, f,scanning parameters)
- .[ P(Z)dz.”- Limg(m'n)(x’ Y, Z){l—exp[—()' - f (X_ ”.n! y .Jnv Z) : Plasertscan]}dXdy (5)
z X,y

where Limg™"(x,y,z) is the scanning modified late.* imare at reading point (Xmyn), whose
formula is given in relation (6). f(x,y,z) is the IP optic..' impulse response to a laser beam, P(z) is
the probability that a photon (emitted at z) could -cape 11om the front side of IP, ¢ is the optical
cross section of photo-stimulation, Py is the laser pu *er and tscan is the dwell time of laser spot
at (Xm,yn). This formula (5) is based on the las.r 'atent image interaction model in the work of
Thoms [30].

The IP optical response model f(x,y,z) .. ay2i* obtained through the Monte Carlo method. A
specific Monte Carlo code has been progran.med on purpose in Matlab to simulate the light
propagation problem in IP [31]. Sor ¢ pi. sical models of light/IP interaction adopted in the code
are based on [32] and [33]. Figure 7.} shov s an example of IP response to a normal incident laser
beam, for which 2x10° photons I ave bee:. generated to strike the imaging plate.

x 10"
10
. Int
Latent image ) g ens
Limg(x,y,z) « .. ity
| Digital image (ph
Dimg(x,y) = 6
E oto  FWHM
©
IP model < ns:
1x,,2) cm
. 2
\ 2 )

(a) (b)
Figure 7: a) Seneration of the digital image using the optical readout transfer function H2;
b) an example of IP model (impulse response of IP to laser light).

It is worth noting that the value of Limg™"(x,y,z) is modified by the laser scanning process, i.e. it
is changed while the laser spot moves from one position to another. For this reason, we
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emphasize that Limg™™(x,y,z) here refers to the storage center distributior . ~ht before the laser
beam arrives at pixel (m, n). In order to obtain Limg™™"(x,y,z), namely the sca.ning modified
latent image at reading point (xm,yn), the following formula is applied. "Aors details can be found
in [31].

Limg mn)(y Y, Z2)

—-2M-1

f(x —1 lpxty ]’ —Jj- lpxlrz)

j=0 i=0 (6)

1

m-—1
+ Z f(x —k- lpxlry_ (m—1)- lp. ’ J)I}lasertscan 0
k=0

= Limg(x,y,z)exp< —

-

with |y, being the optical readout output pixel siz.

The corresponding computation algorithm is:

Initialize the digital image array Dimg‘x,," = 0.
for eachline:n=1toN do
for  eachpixel: m=1ton’ do
Update the latent image Limg™"(x,y,2)
Compute the r utput ~ignal of the current pixel Dimg(Xm,yn)
end
end

4 Comparison with f*.a, Monte Carlo simulation

Monte Carlo method is co~"monly considered as the reference for radiation transport simulation.
The MC simulation par<agr PENELOPE [26] containing detailed physical models of both x-
ray/matter and charge i par..~le/matter interactions, is used here. Since it takes into account all
kinds of interactions th', siriulation running is slow. As a first step to validate our model, we
have chosen a verv csimy'~ imaging set-up to compare the simulation results obtained with a full
Monte Carlo co e ana 2ur model, comparing only the X-ray exposure part (i.e. without the
optical readout). i1, ~rd~, to validate the H1 operator.
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Figure 8: Geometric set-up of the comparison . -uuiauon. The object is a two-step iron step-
wedge. The detector isa 2 mm x 2 mm x 0.150 mi,. imaging plate. The beam aperture was
set 2/20U . au.

We have simulated the imaging set-up a. crescnted in Figure 8 with a full PENELOPE
simulation and our model H1. The sourre used was a fixed energy cone beam. The energy was
100 keV, and the beam aperture was set . ?/3u0 rad. The number of the incident photons was
10°. The PENELOPE simulation running took about 64 hours, we see that the object profile is
still noisy, while our H1 model take, abo.t 1 hour including VXI running time and H1 operation
time. Note that the comparison was 'ane 0'. a fine scale in order to see the accuracy. Thus, a very
fine sampling was used both in spectra, and spatial domain:1 keV energy sampling step and a
spatial IP sampling with a 10C <10 Jx1r0 grid for X, y, and z directions for a 2 mm x 2 mm x
0.150 mm imaging plate.

Figure 9 presents the ol,~ct profiles across the iron steps. All profiles have been normalized by
their mean signal val’'.e. The .lack one is the object ideal profile. The profile obtained with our
H1 model (blue) ayers p-rfectly with that obtained with PENELOPE (magenta). The H1
operator being a runvoluuon operator, the profile obtained with our model does not contain any
noise, which is nyrmal. "his comparison allows to show that the contrast due to the 1 mm step is
well modelled = the 1L operator, in comparison with a full MC simulation.
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Figure 9: Object grey-level profiles obtaine ' ~ith our H1 model compared with a full MC
simulation ("¢ NELOPE).

5 Result: complex imaging set-up simulation

The model has then been applied tc simulz ‘e the responses of different detector configurations to
the same geometric set-up as ill':stra.cd "n Figure 3a. A complex shape object with an image
quality indicator (1QI) was i’';ad’sed by a monochromatic (100 keV) point source. This
constitutes a realistic inspecti.n ca.~ <.udy where the 1QI allows to quantify the image quality in
terms of contrast resolution .o, different hole sizes. The virtual detector was set to 70x70 mm? in
size with a pixel size of 1°*10 um-. The photon energy was stored into different energy channels
from 1 keV to 100 keV  sith 1 channel width of 1 keV.

The detector was mode ed as an imaging plate sandwiched between metallic screens. The
imaging plate was se. 's # multiple-layered structure which consists of, in sequence: a 6 pum
protective layer, 150 ,'m phosphor layer, a 254 um support layer and a 25.4 um backing layer.
The materials o these layers are respectively Mylar for the protective and support layers,
BaFBr:Eu®* f.r the nhosphor layer and polycarbonate for the backing layer.

The responses .* *.ie following detector configurations were compared: a) IP alone; b) IP with
0.2mm Pb =cr.ens on both sides (denoted as IP+0.2Pb) and c) IP with 0.2 mm Pb and 0.8 mm Sn
screens on beh sides, where Sn is in contact with IP (denoted as IP+0.2Pb0.8Sn).

Figure 10 presents the full object image accounted by the virtual detector, i.e. the image Obj(x,y).
We see the object shape, and the image quality indicator (1QI) in the image center. Then we apply
our H1 model, to obtain the latent image detected with the three detector configurations,
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Limg(x,y,2). In order to have a better comparison, we only illustrate *.. region of interest
containing the 1QI. Figure 11 compares the 1QI zone images obtained ucing diticrent detectors,
where Limg(x,y) is obtained by summing Limg(x,y,z) over z. Owin 4 to the response of the
detector, the signal level drops and the resolution decreases. With the threc Jatectors, the smallest
hole can still be identified; however, the sharpness of IP+0.2Pb is ~at a. 700d as IP alone and
IP+0.2Pb0.8Sn. In order to compare the images sharpness, we h-.ve r.on..alized the four images
to their maximum value. We plot the normalized profiles along AB e Figure 10) in Figure 12.
The sharpness of IP alone is very close to the ideal detector, :xcept » small contrast loss at high
spatial frequency (difference at sharp edges). With IP+0.2Pb. tr.> im= ge sharpness is the worst.

X 105
B L 10
.30
9
20} E 8
N 7
-10 .
_ AVl :
S
E o | |
> |
4
10 1 .
9
3
20} . 2
30| 1

-30 20 -7 0 10 20 30
X (mm)

Figure 10: X-ray image on.1ined with VXI. This 2D illustration is obtained by summing the
Y-ray image Obj(E,x,y) along its energy axis.
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Figure 11: Comparison of the u~tected image using different detector configurations: a) is
the X-ray image obj/«,y, ' b) is the latent image Limg(x,y) detected by IP alone using a
summation over z dire tirn; ) is the latent image detected by IP with lead screens; and d)

is th : laten. ‘mage detected by IP with lead and tin screens.
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Figure 12: Normalized profiles along the 1QI hu:~s (AB line in figure 10): the red curve
corresponds to the X-ray image obj(y) at the Tix- & .:(AB) position; the green, pink and blue
curves correspond respectively to the latent iy age profiles Limg(y) obtained with the three

detector configurations 1> .?+u.2Pb and IP+0.2Pb0.8Sn.

We then investigated the influence of trc reauout process on image quality, for one detector
configuration. The readout signal depends on uie product of the laser power Pjasr and dwell time
tscan, therefore, in the following, we c.np. * use their product as a readout factor preag =Plaser -tscan -

Figure 13 shows the effect of tF2 opti.>” readout. The images in the upper half are the object
image Obj(E,x,y) and the energ® de’,osi*:on image in IP alone Limg(x,y,z) shown in Figure 11a&b
which are reminded here for a be.*er visual comparison. Only a fraction (~ 5%) of the object
image is detected by IP. Ir (~e lower half, we show the readout images using two different
reading factors preag = 10™ and p,.aq = 10™°. With large values of reading power, most of the
storage centers can be r:lea ed (not all the released storage center can contribute to the final
image), however a visiu.~ shift is observed (comparing Figure 13c&d) due to the scanning
process. We focused .ner on e dependency between the reading efficiency (output signal over
input signal) and the *as.r pr wer (Figure 14). It was observed that the efficiency increases slowly
at low laser powerz, whi.> a significant rise was pointed out between 10* and 10" pyeaq values;
and at 10'° the c irve st.'ts to reach its maximum. One may notice that the maximum efficiency
does not equal to . ne. I".deed, a high power increases the photoluminescence, but the photons are
emitted isotr spical'v and only a small fraction can escape from the front surface of IP and
contribute to the fir al image. In order to compare the image sharpness, the images have been
normalized by u...r maximum values. In Figure 15, profiles along the 1QI are presented, along
the y direc ior curresponding to the IP translation direction (with the notations of equations (5)).
The red curv ~ refers to the latent image profile. The curves of the first 2 powers overlap each
other, then we lose contrast by increasing the power. Comparing the profiles, we also see an
obvious shift between the black and the red curves in the IP translation direction due to the
scanning process modeled by equation (6).
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474 Thus, the optimum choice of the preag parameter represents a compromise ', *veen the need of a
475 large reading efficiency and the care on not degrade the spatial resolution v/ affecting the
476  neighboring pixels during readout process.
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479 Figure 13: Simulati’,n resui. @) object image obj(E,x,y), b) latent image Limg(x,y) obtained
480 with IP (same as i ‘a1 e 1.b), c) final Dimg(x,y) image with a readout factor preaq=10"°, d)
481 readout factor preaq =10%°.
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6 Discussion and conclusion
This paper presents a CR system model, where the CR detector and the optieal readout are
modeled as two different transfer functions. As concerns the X-ray e pos'.re part, which is the
most crucial step because it conditions the greater part of the final ir~age, *he comparison of H1
operator with the full MC simulation using PENELOPE shows a *ry y>ad accordance. More
details are given in [31] about the optical part simulation which “s in go.d correspondence with
[33].

A realistic inspection case study has been defined to illu trat, t » interest of this full model. As
an example, the performances of three different detc~tors ‘»'.re compared in this particular
inspection case. By comparing the obtained images, one vn determine the most appropriate
detector configuration. Then, different readout factc*s he. e “.een simulated (representing either a
change in laser power or a different scanning time). si..*wving the influence on the final image.
Increasing the laser power allows to obtain grea..* signal, although at the expense of spatial
resolution. The effect of scanning has beer. ...."'~lled analytically for the first time to our
knowledge, and appears as a translation of the im. je when the readout factor is important.

With this method, one can simulate the comple*e CR image formation, and take into account the
operating factors such as source paramew.*s (n the first step), detector configuration (in the
second step) and scanning parameters (in the 1ast step). This full model is “user-driven”, which
means that special emphasis has bee | tak. 1 to the selection of parameters which are accessible to
the user (such as laser power). Alsc 2 data jase of 128 detectors has been built thanks to the MC
off-line tool, with all physical rfects ., to energy of 1.4 MeV, which has never been done
before. This represents a huge r imFer ¢ simulation hours.

It has to be noted that the ar p..~ation of H1 and H2 operators requires the sampling match of Obj
with PSFdet and Limg with f. n.cerpolation can be used for this purpose. The computation
efficiency strongly depe'.ds n the array size of Obj(E,x,y), Limg(x,y,z), PSF(x,y,z) and f(x,y,z).
Great accuracy requires . -mall sampling size, and thus a large array size, which makes the
simulation slower. T'.e trtal simulation time varies from minutes to several tens of minutes or

even more. It is wu.** no'.ng that this model does not include noise and allows reasonable
simulation time. 7€ use. can thus optimize parameters for contrast optimization even for
complex shape ‘bjects without using noise. However, noise can be added afterwards for a

complete imarZ Juain..y assessment.

To summarize, :=~ .nterests of this global model are:

e Redu Ing simulation time. The detection efficiency of CR detector at high energy (>
hundreds keV) is very small (<1%), therefore, to obtain the same SNR level, a full MC
simulation including detector effects would need to generate hundreds times more
incident photons than our model H1. Thus, the running is accelerated by at least 100 times.
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Using a deterministic code to simulate the object image also reduces .= global simulation
time.

e Avoiding repeating simulation running. With a full MC simulat’ yn, .ne needs to rerun the
MC code for each detector configuration in order to determne u.~ optimal conditions.
Thanks to the detector transfer functions, no MC run i~ neeu.d during the current
simulation, as the MC codes are run off-line.

e 3D deposited energy distribution within IP. The CR ortical , ~adout is a crucial process
that limits the system sharpness and efficiency. The light ¢ ffuse along its penetrating
depth, hence knowing the 3D deposited energy distribution i important.

The presented simulation code has been successfully &, «ed in a realistic case study with
Selenium gamma source in order to compare the image y.2lity obtained using different screens
[34].
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Highlights :

We have developed and implemented a novel simulation tool for computed rac agraphy, including
not only the X-ray exposure part, but also optical readout.

In order to keep reasonable computing time, all physical effects have bee’ mc Jeled using Monte
Carlo code off-line. Two operators have been introduced to then simulate the c. “olete process in an
analytic way.

A database of 128 imaging systems (comprised of the phosphor imz_iing plate and front and back
metallic screens) have been modeled.



