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Fault diagnosis and novel fault type detection for PEMFC system based
on Spherical-Shaped Multiple-class Support Vector Machine

Zhongliang Li, Stefan Giurgea, Rachid Outbib, and Daniel Hissel

Abstract— In this paper, a data-based strategy is proposed for
PEMFC (polymer electrolyte membrane fuel cell) diagnosis. In
the strategy, the feature extraction method Fisher Discriminant
Analysis (FDA) is used firstly to extract the features from
individual cell voltages. After that, the classification method
Spherical-Shaped Multiple-class Support Vector Machine (SSM-
SVM) is used to classify the extracted features to various classes
related to health states. The potential novel failure mode can
be detected in the procedure. Experiments on a 40-cell stack
are dedicated to verify the approach.

I. INTRODUCTION

Increasing environment and resource issues motivate the
development and commercialization of fuel cell technologies.
PEMFC (polymer electrolyte membrane fuel cell) is one
of the most promising fuel cells, especially for mobile
applications. To improve the reliability and durability of
PEMFC, much effort is being made to the research of the
degradation mechanisms of materials, and the design and
assembly of fuel cells. Apart from the researches of internal
improvements, the topic of fault diagnosis for the PEMFC
system is currently receiving considerably increasing atten-
tion. It is considered that an efficient fault diagnosis strategy
can help PEMFC (stack) operating in a relatively optimal
condition, and thus mitigate the performance degradation of
fuel cells.

Due to the roadblock of identification of fuel cell inner
parameters, a sufficiently accurate and diagnosis oriented
model is usually difficult to obtain [1]. Data-based fault
diagnosis methodologies have been drawing more and more
attentions. Some data-based methods have been proposed
for PEMFC diagnosis during the recent years [2] [3] [4].
Although some preliminary results have been obtained by
these attempts, more effort is still deserved in this direction.
For instance, from the practical point of view, the perfor-
mance of the studied diagnostic methods, such as diagnosis
accuracy, computation cost, should be evaluated seriously.
Moreover, most of the diagnostic tools in the literature
concern some specific fault categories. The performance of
multi-fault isolation need to be investigated and verified.
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In the domain of data-based diagnosis, pattern classi-
fication techniques have been widely used for data-based
diagnosis. The classification based diagnostic procedure usu-
ally proceeds in two steps. Firstly, an empirical classifier is
established from prior knowledge and history data, which is
considered as a training process. Secondly, the real-time data
are processed by the classifier in order to determine whether
and which faults occur. In our previous work [5], clas-
sification techniques, Fisher Discriminant Analysis (FDA)
and Support Vector Machine (SVM), have been adopted to
detect the faults, named flooding and membrane drying. The
approach is highlighted by its high diagnosis accuracy and
low computation cost, and thus can be seen as a candidate
of online diagnostic tool of PEMFC system.

Nevertheless, the main disadvantage of the conventional
classification methods is: the classifiers trained using the pre-
existing data can only be used recognize the known failure
modes. An arbitrary example would be classified to a known
class even if it belongs to a new cluster which strongly differs
from the training dataset. For the industrial systems, such as
fuel cell system, it is usually not possible to get the data in
all the failure modes at the training stage. It can be imagined
that the data of unseen failure modes would be always mis-
classified. The capability of the detection of potential novel
fault type, seems to be needful in such cases.

In this paper, we propose a data-based fault diagnosis
strategy for PEMFC system. Similarly as the approach of our
previous work [5], the individual cell voltages are employed
as the original variables for diagnosis, and FDA is used to
extract the features for classification. A new classifier, named
Spherical-Shaped Multiple-class Support Vector Machine
(SSM-SVM) is adopted to classify the features to various
classes (fault free state and various fault states). At the same
time, the data from potential novel failure mode could be
detected.

The contributions of this paper are summarized as follows:
• Multiple faults, which involve various parts of PEMFC

system, can be detected and isolated with a high accu-
racy.

• The diagnostic approach can detect the data from a
potential novel cluster without supplemental procedures.

• The computation cost can certify the real-time imple-
mentation of the approach.

The rest of the paper is organized as follows: In section 2,
the diagnosis strategy is expounded. The whole framework
is given firstly. Following that, FDA, SSM-SVM and the
diagnosis decision rules are explained. In section 3, the
strategy is tested using the experimental data of a 40-cell



PEMFC stack. Finally, the conclusion and future work are
summarized in section 4.

II. DIAGNOSTIC STRATEGY

A. Framework of the strategy

Basically, the proposed diagnostic strategy includes two
stages: off-line training and on-line performing. Fig. 1 out-
lines the framework of the approach.

In the off-line training stage, the models of FDA and
SSM-SVM are trained successively based on the training
database (constructed by historical samples of cell voltages)
that distributes in various classes. In the on-line performing
stage, the real-time sample (cell voltages) is firstly processed
by the trained FDA model. Through the procedure, features
can be extracted from raw data. After that, with the aid of
trained SSM-SVM model, the features are classified either
to a certain known class to get the diagnostic decision, or
to a potential novel cluster. The data which are justified to
the potential novel cluster will be supplied to the training
database for retraining the diagnostic models.

Performing FDA

Performing SSM-
SVM

Realtime 
data

Off-line On-line

Training 
database

New cluster

Diagnostic 
decision

Training FDA

Training SSM-SVM

Add sample to 
training database

No

Yes

Fig. 1. Flowchart of the proposed diagnostic strategy

B. Problem description

The diagnostic problem can be abstracted mathematically
as follows: suppose that we have a training dataset of N H-
dimensional samples x1, x2, . . . , xN , which are distributed
in C classes denoted by ω1, ω2, . . . , ωC . The sample number
in ωi is Ni. FDA and SSM-SVM models are trained based
on the training dataset. Through the trained models, a real-
time sample x can be classified to a defined class ωi, i =
1, . . . , C or a novel cluster denoted by ωnovel.

C. FDA

FDA is a technique developed for feature extraction or
dimension reduction in hope of obtaining a more manage-
able classification problem. Through FDA, the original H-
dimensional samples are projected to a L-dimensional space
(L < H) with L unit projecting vectors (H-dimension):

zn = [wT
1 xn,w

T
2 xn, . . . ,w

T
Lxn]T n = 1, . . . , N (1)

where zn is the projected vector corresponding to xn, and
w1, w2, . . . , wL are projecting vectors. The projected
vectors are constructed by the features that locate in the
feature space.

The objective of training FDA is to find the projecting
vectors, which make the projected vectors in the same
class are concentrated, while those in different classes are
separated as possible [6].

Avoiding the detailed theoretical deducing process (which
can be found in [6] and [7]), the seeking of the projecting
vectors is converted to the following eigen vectors problem

Sbwi = λiSwwi i = 1, . . . , L and λ1 ≥ . . . ,≥ λL > 0
(2)

where Sw and Sb are within-class covariance matrix and
between-class covariance matrix, which are given

Sw =

C∑
i=1

∑
xn∈ωi

(xn − x̄i)(xn − x̄i)
T

and

Sb =

C∑
i=1

Ni(x̄i − x̄)(x̄i − x̄)T

where x̄i is mean vector in class ωi: x̄i =
∑

xn∈ωi
xn/Ni,

and x̄ is mean vector of total dataset: x̄ =
∑N

n=1 xn/N .
It is found that no more than C−1 of the eigenvalues are

nonzero and the projecting vectors are corresponding to these
nonzero eigenvalues [6]. Hence, the dimension of feature
space L should satisfy the constraint

L ≤ C − 1 (3)

In this study, the equalization case is preferred. After training
FDA, the projected vectors {zn} corresponding to {xn} are
exported to the next classification step. Projecting vectors,
w1, w2, . . . , wL, are saved for the use of performing.

D. SSM-SVM

Support vector machine (SVM) has been considered as a
powerful classifier, for its superior characteristics, such as
local minima can be avoided and the solutions can be repre-
sented sparsely [8]. In addition and to emphasize, compared
with another widely-used classifier Artificial Neural Net-
works (ANN), an attractive advantage of SVM is that SVMs
are less prone to over fitting problem [9]. SVM was originally
designed for binary classification. By combining the basic
binary classifiers, the binary SVM can be extended to multi-
class SVM classification (”one-against-one”, ”one-against-
all”, ”DAGSVM” [10]). Although the classifiers based on the



binary SVM can classify the known classes, the capability of
detecting a unseen cluster seems to be defective. As Fig. 2 (a)
shows, the bounders among trained classes (Class1, Class2,
and Class3) can be affirmed by a multi-class classifier based
on binary SVM. According to the decision of the trained
classifier, an arbitrary sample will be classified to one of the
three classes. Even if the data are from a novel cluster (as
Fig. 2 (b) shows).

Different from binary SVM based classification, authors
of [11] proposed spherical-structured multi-class SVM. The
approach finds a sphere for each class. The class-specific
sphere can enclose the samples from the corresponding class
while exclude those outside the class. As Fig. 2 (c) shows,
the closed bounders for all the known classes can be found
by training SSM-SVM. Thus, samples from a novel cluster
can be detected if they are out of all the closed bounders (as
Fig. 2 (d) shows).

(a) (b)

(c) (d)

Class1 Class2

Class3

Class1 Class2

Class3

Novel 

cluster

Class1 Class2

Class3

Novel 

cluster

Class1 Class2

Class3

Fig. 2. Schematic diagram of conventional multi-class SVM and SSM-
SVM

Following the FDA step, the training of SSM-SVM is
based on the projected vectors {zn}. To solve the nonlinear
classification problem, {zn} are firstly projected to a high-
dimensional space via a nonlinear transform Φ [11]. For ith
class, the method is realized by seeking the sphere with the
minimal radius in a high-dimensional space. The samples in
the ith class are enclosed in ith sphere, while those outside
ith class are excluded outside. This is formulated as

||Φ(zn)− ai||2 ≤ R2
i + ξin if zn ∈ ωi

||Φ(zn)− ai||2 ≥ R2
i − ξin if zn /∈ ωi

where Ri and ai are respectively the center and radius of the
ith sphere, and ξin are the slack variables, which allow the
inseparable data can be handled. The above two inequality
is reduced to

cin(||Φ(zn)− ai||2)− ξin ≤ 0 and ξin ≥ 0 ∀n (4)

where cin = 1 if zn ∈ ωi and cin 6= 1 if zn /∈ ωi. With the
constraint conditions of (4), the following quadratic problem
(QP) is formulated:

min
Ri,ai

R2
i +D

∑
n

ξin (5)

where D is a parameter controlling the penalty of misclas-
sified points.

By introducing Lagrange multipliers {αi
n}, and the kernel

function k(zn, zm) = Φ(zn)Φ(zm)1, the following dual
problem that involves {αi

n} is obtained (see [11])

min
∑
n

∑
m

αi
nc

i
nα

i
mc

i
mk(zn, zm)−

∑
n

αi
nc

i
nk(zn, zn)

(6)
subject to ∑

n

αi
nc

i
n = 1 and 0 ≤ αi

n ≤ D ∀i (7)

The training process is to solve the QP problem (6). In
our study, an incremental learning method, given by [12],
is adapted to solve the problem efficiently.

After solving the problem, the distance from a data point
z to the ith sphere center can be expressed (see [11])

d2i (z) = ||Φ(z)− ai||2

=k(z, z)− 2
∑
n

ainc
i
nk(z, zn) +

∑
n,m

ainc
i
na

i
mc

i
mk(zn, zm)

(8)
The radius Ri is given

R2
i = ||Φ(zn)− ai||2 ∀zn with αi

n ∈ (0, D) (9)

E. Diagnostic decision rules

The criterion, which weighs the membership degree of z
belonging to class ωi is given by the authors of [11], as

µi(z) =


0.5

(
1− di(z)/Ri

1 + λ1di(z)/Ri

)
+ 0.5 if di(z) ≤ Ri

0.5

(
1

1 + λ2(di(z)−Ri)

)
otherwise

(10)
where parameters λ1 and λ2 are constants which satisfy λ2 =
1/(Ri(1 + λ1)).

It could be observed that the greater di(z) is, the lower
µi(z) is. The value of µi(z) is larger than 0.5 if z is inside
the sphere (di(z) < Ri). In [11], the sample z belongs to
the class with the maximum criteria:

Class(z) = argmax
i
µi(z) (11)

Nevertheless, the capability of detection of novel cluster is
still omitted in this decision rule. In this paper, in order to
detect the potential novel cluster, the decision rule is modi-
fied by adding a judgment of the down limit of maxµi(z),
as

Class(z) =

{
arg max

i
µi(z) if maxµi(z) ≥ Thi

novel if maxµi(z) < Thi
(12)

where Thi is the threshold of the class ωi. The threshold
is set based on the calibration of the validation dataset. For

1Throughout this paper, the Gaussian kernel k(zn,zm) = exp(−||zn−
zm||2/σ) will be used.



instance, say we have Ni validation data in class ωi, Thi is
set using 3-sigma law

Thi = µ̄i(z)− 3

√
1

Ni − 1

∑
zn∈ωi

(µi(zn)− µ̄i(z))
2 (13)

where µ̄i(z) =
∑

zn∈ωi
µi(z)/Ni. Thus, it can be confirmed

that only 0.15% of the samples in the validation dataset are
mis-classified to the novel class.

III. EXPERIMENTAL RESULTS

A. PEMFC stack and testbench

A 5-kW PEMFC testbench is used to carry out the various
experiments (see Fig. 3). Other than the fuel cell stack, the
following subsystems are consisted in the testbench:
• Air supply subsystem: the flow rate, pressure, tem-

perature and hygrometry level at the air inlet can be
regulated to the required conditions.

• Hydrogen supply subsystem: the flow rate and pressure
at the hydrogen inlet, temperature and hygrometry level
at the hydrogen inlet can be regulated to the required
conditions.

• Temperature subsystem: this subsystem is dedicated to
the regulation of stack temperature.

• Electronic load: the load current can be flexibly varied
through an electronic load.

• Control/supervision unit: The controls of the test bench
and the parameter monitoring are fulfilled using Na-
tional Instruments Materials and Labview softwares
[13].

Fig. 3. Photograph of the used 5-kW PEMFC testbench

A 40-cell stack was used to carry out various experi-
mental tests, including the ones under fault conditions. The
stack was fabricated by french research organization CEA
(Alternative Energies and Atomic Energy Commission) in
the framework of the French ANR DIAPASON project. The
nominal operating conditions of the stack are summarized in
Table I.

B. Experimental database

The experiments of normal state and various fault states
were carried out in the testbench. The concerned faults
are listed in Table II. Each faulty experiment was repeated

TABLE I
NOMINAL CONDITIONS OF THE STACK

Parameter Value

Stoichiometry H2 1.5
Stoichiometry Air 2
Pressure at H2 inlet 150 kPa
Pressure at Air inlet 150 kPa
Differential of anode pressure and cathode pressure 30 kPa
Temperature (exit of cooling circuit) 80 ◦C
Anode relative humidity 50%
Cathode relative humidity 50%
Current 110 A
Voltage per cell 0.7 V
Electrical power 3080 W
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Figure 20: Accumulation eigenvalues of 8-cell stack and 40-cell stack
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Fig. 4. Evolution of cell voltages in different states. (a) Nl, (b) F1, (c)
F2, (d) F3, (e) F4



TABLE II
CONCERNED STATES (CLASSES)

Health state description Location Notation

Nominal operating state Whole system Nl
High current pulse or short circuit Default of electric circuit F1

Stop cooling water Default of temperature subsystem F2

High air stoichiometry Default of air supply subsystem F3

Low air stoichiometry Default of air supply subsystem F4

several times. Although various physical variables had been
sampled, only the cell voltages sampled during the exper-
iments were drawn to construct the training dataset and
the test (validation) dataset. That is to say, the original
dimensional number of the data is 40, which is equal to
the fuel cell number. For each state, data from one (or
several) experiment(s) were used as training data, while
data from others were considered as test data. The sample
numbers used for training and testing in different classes are
summarized in Table III.

TABLE III
SAMPLE NUMBERS OF THE TRAINING AND TEST DATA

Nl F1 F2 F3 F4

Training data 2202 108 302 400 400
Test data 2200 31 201 2500 2200

The evolution of cell voltages in different states is shown
in Fig. 4 (F1, F2 occurred in-between the experiments). It
could be found that the voltages of different cells have the
different responses to different faults. Actually, this character
is serviceable for fault diagnosis.

C. Results and discussion

1) Train data from all states: To verify the proposed
diagnosis strategy, firstly, we took all of the 5 states into
consideration. After training FDA, the data of 5 states were
projected to a 4-dimensional space. Fig. 5 shows the first 3
features of the projecting vectors. The samples from different
classes are dispersive from visual point of view.

The extracted features were used to train the SSM-SVM
classifier afterwards. By using the trained FDA and SSM-
SVM models, the diagnostic accuracy of the test dataset was
evaluated. The confusion matrix is shown in Table IV. From
the table, it could be seen that the diagnostic accuracy is
more than 95% for each class except the class F4. Actually,
F4 is the most light fault which has some overlaps with the
normal state. The phenomenon can also be observed from
Fig. 5.

2) Leave one fault class as a novel class: To test the
performance of novel failure mode detection, the data from
one fault state was assumed as a novel class, while the
models were trained using the data from other classes.
The confusion matrices, as the classes F1, F2, F3, F4 are
considered as novel classes, are shown respectively in Table
V-VIII.
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TABLE IV
CONFUSION MATRIX (%) AFTER TRAINING ON ALL CLASSES

Diagnosed class
Nl F1 F2 F3 F4

Actual class

Nl 95.95 0.14 0 0 3.91
F1 3.23 96.77 0 0 0
F2 0 4.76 95.24 0 0
F3 0 2.44 0 97.56 0
F4 8.55 0.95 0 0 90.50

TABLE V
CONFUSION MATRIX (%) WITH F1 AS NOVEL CLUSTER

Diagnosed class
Nl F2 F3 F4 NC

Actual class

Nl 98.91 0 0 1.09 0
F2 0 95.24 0 0 4.76
F3 0 0 99.00 0 1
F4 6.77 0 0 93.23 0
NC 3.23 0 0 0 96.77

TABLE VI
CONFUSION MATRIX (%) WITH F2 AS NOVEL CLUSTER

Diagnosed class
Nl F1 F3 F4 NC

Actual class

Nl 94.95 0 0 4.32 0.73
F1 3.32 83.87 0 0 12.9
F3 0 0 99.00 0 1.00
F4 8.55 0 0 90.36 1.09
NC 0 0 0 0 1



TABLE VII
CONFUSION MATRIX (%) WITH F3 AS NOVEL CLUSTER

Diagnosed class
Nl F1 F2 F4 NC

Actual class

Nl 94.68 0 0 4.68 0.64
F1 3.23 90.32 0 0 6.45
F2 0 0 95.24 0 4.76
F4 9.73 0 0 89.45 0.82
NC 0.12 0 0 4.52 95.36

TABLE VIII
CONFUSION MATRIX (%) WITH F4 AS NOVEL CLUSTER

Diagnosed class
Nl F1 F2 F3 NC

Actual class

Nl 99.59 0 0 0 0.41
F1 3.23 96.77 0 0 0
F2 0 0 95.24 0 4.76
F3 0 0 0 99.16 0.84
NC 46.91 13.23 0 0 39.86

For all the cases, the probabilities, that the data located
in the known classes are mis-classified to the novel classes,
are generally low. For the cases that F1, F2, and F3 are
considered as novel classes, the probabilities of detection
the novel class are more than 95%; while for the case that
F4 is considered as novel class, the probability is 39.86%,
which is a low level. It can be deduced that, it is difficult to
detect the data in the novel class, when they are closed to
the known classes.

3) Real-time implementation: It should be emphasized
that although it seems to be sophisticated to address the
training of the FDA and SSM-SVM models (The eigenvalue
problem and QP problem for instance), the performing
procedures of the trained models are much less burdened.
In our case, the approach can be performed within 0.7 ms
using ordinary PC. Hence, it is possible to implement the
approach in real-time.

IV. CONCLUSION AND PERSPECTIVE

A data-based diagnostic strategy is proposed for PEMFC
system. In the strategy, features are extracted from cell volt-
ages by using FDA, and the extracted features are diagnosed
by using the classification method SSM-SVM. Moreover, the
potential novel failure mode can be detected. The test results
of a 40-cell PEMFC stack have shown that, the probabilities
of detecting and isolating the known fault are high in most
cases. And the novel fault type can also be detected with a
high accuracy in most cases.

At present, the work of coding the approach in an em-
bedded computing chip and online testing is in process.
Additionally, how to online update the trained models is also
our focus.
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