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Carleman estimate for the Schr�odinger equation and application

to magnetic inverse problems

Xinchi HUANG, Yavar KIAN, �Eric SOCCORSI and Masahiro YAMAMOTO

December 22, 2018

Abstract

In this paper, we prove Lipschitz stable determination of the complex-valued electric potential

and the direction of the magnetic �eld appearing in the dynamic Schr�odinger equation with static

coe�cients, by �nitely many partial boundary measurements of the solution. This is by means of

the Bukhgeim-Klibanov method, based on an appropriate Carleman estimate. Since the time sym-

metrization of the static magnetic Schr�odinger equation around t = 0 is not possible, we preliminarily

establish a Carleman inequality speci�cally designed for this problem.

Keywords: Multidimensional inverse coe�cient problem, magnetic Schr�odinger equation, Carleman

estimate.

Mathematics subject classi�cation 2010 : 35R30

1 Introduction

Let T 2 (0;+1) and let 
 be a bounded domain in Rn, n 2 N := f1; 2; : : :g, with su�ciently s-
mooth boundary @
. We consider the following initial-boundary value problem (IBVP) for the magnetic
Schr�odinger equation 8><

>:
� i@tu��A0

u+ �0u = 0 in Q := 
� (0; T )

u = g on � := @
� (0; T )

u(�; 0) = u0 in 
;

(1)

with initial state u0 and non-homogeneous Dirichlet boundary condition g. Here, �0 : 
 ! C is a
complex-valued electric potential and

�A0
:= (r+ iA0)�(r+ iA0) = �+ 2iA0 �r+ i(r�A0)� jA0j

2
(2)

denotes the magnetic Laplace operator associated with the magnetic vector potential A0 : 
 ! Rn. In
the particular case where n = 3, the magnetic �eld induced by the magnetic potential vector A0 reads
curl A0 := r�A0.

1.1 What we are aiming for

In the present paper we examine the stability issue in the inverse problem of determining the electro-
magnetic potential (A0; �0) from �nitely many partial Neumann boundary measurements over the entire
time-span of the solution to (1), obtained by n + 1 times suitably changing the initial state u0. More
precisely, we shall actually establish the following three stability results:
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i) Case 1: Assuming that A0 is known, we stably determine the complex-valued electric potential �0
from a single partial boundary measurement over the entire time-span of the normal derivative of the
solution u to (1), measured on a sub-boundary �0 � @
. The result is valid for any two electrostatic
potentials with di�erence �, whose imaginary part of the logarithmic gradientr ln

�
��1�

�
is uniformly

bounded in 
, see condition (14) below;

ii) Case 2: We prove simultaneous stable reconstruction of the magnetic vector potential A0 (together
with its divergence r � A0) and the complex-valued electric potential �0, through n + 1 partial
Neumann observations of the solution, obtained by changing n + 1 times the initial condition u0
suitably. This is proved provided that the logarithmic gradient of the di�erence of the electromagnetic
potentials is uniformly bounded in 
, see assumptions (15), (16) and (17);

iii) Case 3: Assuming that �0 and the strength jA0j of the magnetic potential vector are known, we stably
retrieve the direction of A0 (together with the divergence), from n + 1 partial Neumann data. In
contrast with the two above results, there is no additional condition of the type of (14) or (15)-(17),
imposed on the magnetic vector potential for this result to hold.

Our �rst claim (see Theorem 1.2 below) extends the stability results of [2] to the case of complex-valued
electrostatic potentials. We refer to [25, Part 2, Section 14, Appendix B] for the physical relevance of
complex-valued electric potentials appearing in the Schr�odinger equation. Moreover, we point out that
the second and third claims (see Theorems 1.3 and 1.4) are, to the best of our knowledge, the only
stability results available in the mathematical literature for stationary magnetic potential vectors of the
Schr�odinger equation by �nitely many local Neumann data.

1.2 Carleman estimate and time-symmetrization of the Schr�odinger equation

In this article we aim for stable determination of the electromagnetic potential (A0; �0) in (1) through
�nitely many partial Neumann observations, by means of a Carleman estimate. We refer to [1, 2, 33, 37]
for actual examples of Carleman inequalities for the Schr�odinger equation. The idea of using Carleman
estimates for solving inverse coe�cient problems was �rst introduced by Bukhgeim and Klibanov in
[9]. Since then, this technique has then been successfully applied by numerous authors to various types
(parabolic, hyperbolic, elasticity, Maxwell, etc.) of inverse coe�cient problems in bounded domains, see
e.g. [4, 19, 22, 23, 36] and the references therein (recently, this method was adapted to the reconstruction
of non compactly supported unknown coe�cients in [5, 7, 20, 21]).

More speci�cally, in the framework of the Schr�odinger equation, the authors of [2, 11, 37] use a
Carleman inequality on the extended domain 
�(�T; T ) in order to avoid observation data at t = 0 over

, appearing in Carleman estimates onQ. This imposes that the solution u to (1), extended to 
�(�T; T )
by setting either u(x; t) = u(x;�t) or u(x; t) = �u(x;�t) for a.e. (x; t) 2 
 � (�T; 0), depending on
whether the initial state u0 is taken real-valued or purely imaginary, be a solution to the Schr�odinger
equation in 
� (�T; T ). It follows readily from the above time-symmetrization u(�; t) = �u(�;�t) that

(�i@t ���A0
+ �0)u(�; t) = �((�i@t ��A0

+ �0)u)(�;�t); t 2 (�T; 0); (3)

and hence that u is a solution to the Schr�odinger equation in 
 � (�T; T ) if and only if (�A0; �0) =
(A0; �0), i.e. A0 = 0 and �0 2 R (this is precisely the situation examined in [2], where Lipschitz stable
reconstruction of the real-valued electrostatic potential �0 is derived in absence of a magnetic potential),
in which case the right hand side of (3) is zero.

As a conclusion, the time-symmetrization method implemented in [2] does not work in presence of a
non-zero time-independent magnetic potential vector A0 (notice that this is no longer true for odd time-
dependent magnetic potentials: Indeed, when �0 and A0 depend on (x; t) then (3) reads (�i@t���A0(�;t)+

�0(�; t))u(�; t) = �((�i@t ��A0(�;�t) + �0(�;�t))u)(�;�t) for a.e. t 2 (�T; 0), so the extended solution

u ful�lls the magnetic Schr�odinger equation in 
 � (�T; T ) if and only if we have (�A0(�; t); �0(�; t)) =
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(A0(�;�t); �0(�;�t)), which corresponds to the framework of [11, 37]). Therefore, in contrast with [2, 11,
37], we cannot symmetrize the solution to (1) with respect to t in the framework of this paper. As a
consequence we need a modi�ed global Carleman estimate for the Schr�odinger operator in Q, as compared
to the ones of [2, 37] that are established in 
� (�T; T ), in order to adapt the Bukhgeim-Klibanov (BK)
method to the \stationary magnetic" Schr�odinger equation investigated here.

1.3 State of the art: a short bibliography

There are numerous papers available in the mathematical literature, dealing with inverse coe�cient
problems from knowledge of the Dirichlet-to-Neumann (DN) map. However in the particular case of the
stationary magnetic Schr�odinger equation, the DNmap �A0

is invariant under gauge transformation ofA0,
i.e. �A0+r = �A0

for all  2 C1(
) such that  j@
 = 0, see e.g. [14]. Therefore the magnetic potential
vector cannot be uniquely determined by the DN map and the best we can expect from knowledge of
�A0

is uniqueness modulo gauge transform of A0. However it is well known that the magnetic �eld dA0,
i.e. the exterior derivative of A0 de�ned as the 1-form

Pn
j=1(A0)jdxj (if n = 3 then dA0 is generated

by the curl of A0) is invariant under gauge transformation of A0. As a matter of fact it was proved in
[32] that the DN map uniquely determines the magnetic �eld provided the underlying magnetic vector
potential is su�ciently small in a suitable class. The smallness assumption was removed in [29] for C1

magnetic vector potentials. Later on, this smoothness assumption was weakened to C1 in [34] and to
Dini continuous in [30]. In [15], the author proved that the electromagnetic potential of the Schr�odinger
equation in domains with several obstacles, is uniquely de�ned by the DN map. In [3] the magnetic �eld
is stably retrieved by the dynamical DN map. The uniqueness and stability issues for time-dependent
electromagnetic potentials of the Schr�odinger equation are addressed in [16] and [18], respectively. All the
above cited results were obtained with the full DN map, which is made of measurements of the solution
taken on the whole boundary. The uniqueness problem by a local DN map was solved in [17] and it was
shown in [35] that the magnetic �eld depends stably on the DN map measured on any sub-boundary that
is slightly larger than half the boundary. This result was extended in [8] to arbitrary small sub-boundaries
provided the magnetic potential is known in the vicinity of the boundary.

Notice that an in�nite number of boundary observations of the solution to the magnetic Schr�odinger
equation were needed in all the above mentioned articles, in order to de�ne the DN map. By contrast, the
time independent and real-valued electric potential in a Schr�odinger equation was stably retrieved from
a single boundary measurement in [2, 27]. In these two papers, the observation zone ful�lls a geometric
condition related to geometric optics condition insuring observability. This geometric condition was
relaxed in [28] upon assuming that the electrostatic potential is known near the boundary. In [11], the
space varying part of the divergence free n dimensional magnetic potential was reconstructed by n partial
Neumann data, by changing the initial state of the Schr�odinger equation n times suitably. This result
was extended in [6] to simultaneous recovery of the space varying part of the divergence free magnetic
potential and the time-independent electric potential, by n+1 partial lateral observations of the solution.
Recently, the BK method was adapted to a system of coupled Schr�odinger equations in [13, 24].

1.4 Notations

Throughout this text x := (x1; : : : ; xn) denotes a generic point of 
 � Rn and we write @i :=
@
@xi

for

i = 1; : : : ; n. Next we set @2ij := @i@j for i; j = 1; : : : ; n, and as usual we use the notation @2i instead of

@2ii. For any multi-index k = (k1; k2; : : : ; kn) 2 N
n
0 , where N0 := f0g [ N, we write @kx := @k11 @k22 : : : @knn

and jkj :=
Pn
j=1 kj . Similarly, we put @t :=

@
@t

and @�u = @u
@�

:= ru � �, where � is the outward normal
vector to the boundary @
 and r is the gradient operator with respect to the space variable x. The
symbol � denotes the Euclidian scalar product in Rn and r� stands for the divergence operator.

Let us now introduce the following functional spaces. For X, a manifold, we set

Hr;s(X � (0; T )) := L2(0; T ;Hr(X)) \Hs(0; T ;L2(X)); r; s 2 (0;+1) ;
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where Hr(X) stands for the usual Sobolev space of order r. For convenience, we sometimes use the
notation H0(X) := L2(X). When X = 
, we write Hr;s(Q) = L2(0; T ;Hr(
))\Hs(0; T ;L2(
)) instead
of Hr;s(
� (0; T )) and for X = @
, we write Hr;s(�) = L2(0; T ;Hr(@
)) \Hs(0; T ;L2(@
)) instead of
Hr;s(@
� (0; T )).

1.5 Existence and uniqueness results

Our �rst statement is a global existence and uniqueness result for the IBVP (1).

Proposition 1.1. Assume that @
 is C2. ForM 2 (0;+1), let A0 2W
2;1(
;Rn) and �0 2W

1;1(
;C)
satisfy

kA0kW 2;1(
) + k�0kW 1;1(
) �M: (4)

Then, for all g 2 H
7
2 ;

7
4 (�) and all u0 2 H

3(
) obeying

g(�; 0) = u0 on @
; (5)

there exists a unique solution u 2 H2;1(Q) to the IBVP (1). Moreover we have the estimate

kukH2;1(Q) � C
�
ku0kH3(
) + kgk

H
7
2
; 7
4 (�)

�
; (6)

where C is a positive constant depending only on T , 
 and M .

Under stronger regularity assumptions on 
, A0, �0, u0 and g than in Proposition 1.1, we have the
following improved regularity result.

Theorem 1.1. Fixm 2 N and assume that @
 is C2(m+1). ForM 2 (0;+1), let A0 2W
2(m+1);1(
;Rn)

and �0 2W
2m+1;1(
;C) ful�ll

kA0kW 2(m+1);1(
) + k�0kW 2m+1;1(
) �M; (7)

and pick g 2 H2(m+ 7
4 );m+ 7

4 (�) and u0 2 H
2m+3(
) such that

@kt g(�; 0) = (�i(��A0
+ �0))

k
u0 on @
 for k = 0; 1; : : : ;m: (8)

Then there exists a unique solution u 2
Tm+1
k=0 H

m+1�k(0; T ;H2k(
)) to (1), satisfying

m+1X
k=0

kukHm+1�k(0;T ;H2k(
)) � C

�
ku0kH2m+3(
) + kgk

H
2(m+7

4 );m+7
4 (�)

�
; (9)

for some positive constant C depending only on T , 
 and M .

Remark 1.1. Theorem 1.1 is quite similar to [26, Chapter 5, Theorem 12.1] but cannot be deduced from
it (since @
 is assumed to be smooth and, more importantly, g is identically zero in [26, Chapter 5,
Theorem 12.1]). Moreover, as it will appear below, the regularity and the �xed boundary values imposed
on the admissible unknown coe�cients by the analysis of the inverse problem under consideration in
this paper, are directly requested by the application of Theorem 1.1 and by the compatibility conditions
(8). Furthermore, we stress that the energy estimate (9) is the main tool for establishing Corollary 1.1
below asserting that the solution to (1) lies in W 1;1(0; T ;L1(
)), which is essential for applying the BK
method in Section 4. For all the above reasons and for convenience of the readers, we give a detailed
proof of Theorem 1.1 in Section 2.
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Let N be the (unique) natural number ful�lling n
4 + 1 < N � n

4 + 2, i.e.

N 2 N \
�n
4
+ 1;

n

4
+ 2
i
: (10)

Since the IBVP (1) admits a unique solution u 2 H2(0; T ;H2(N�1)(
)), in virtue of Theorem 1.1 with
m = N , and since 2(N � 1) > n

2 by (10), then the Sobolev imbedding theorem entails the following:

Corollary 1.1. Under the conditions of Theorem 1.1 with m = N , the solution u to the IBVP (1) lies
in W 1;1(0; T ;L1(
)) and there exists a positive constant C, depending only on T , 
 and M , such that

kukW 1;1(0;T ;L1(
)) � C

�
ku0kH2N+3(
) + kgk

H
2(N+7

4 );N+7
4 (�)

�
: (11)

1.6 Inverse problem: main results

Let A0 2 W 2(N+1);1(
;Rn) and �0 2 W 2N+1;1(
;C) be �xed, where N is given by (10). For M 2
(0;+1) we de�ne the set of admissible unknown magnetic vector potentials as

AM (A0) := fA 2W 2(N+1);1(
;Rn) : kAkW 2(N+1);1(
) �M and @kxA = @kxA0 on @
; jkj � 2N � 1g;

and the set of admissible unknown electric potentials as

QM (�0) := f� 2W 2N+1(
;C) : k�kW 2N+1;1(
) �M and @kx� = @kx�0 on @
; jkj � 2(N � 1)g:

Remark 1.2. The regularity and the �xed boundary values imposed by AM (A0) on the unknown magnetic
potential vectors, and by QM (�0) on the unknown electric potentials, are requested by the application of
Theorem 1.1 in the mathematical analysis of the inverse problem under study in this article. This arises
from the stability inequalities presented in Theorems 1.2, 1.3 and 1.4 below, where the size of the di�erence
of two admissible unknown electromagnetic potentials (A1; �1) and (A2; �2), is estimated in terms of the
boundary measurement of u1�u2. Here uj, for j = 1; 2, is the W 1;1(0; T ;L1(
))-solution to the system
(1) where (A0; �0) is replaced by (Aj ; �j). In view of Theorem 1.1, each uj, j = 1; 2, is well-de�ned by

Corollary 1.1, provided the Dirichlet data g 2 H2(N+ 7
4 );N+ 7

4 (�), the initial state u0 2 H2N+3(
) and
the electromagnetic coe�cients (Aj ; �j) 2 W 2(N+1);1(
;Rn) �W 2N+1;1(
;C) ful�ll the compatibility
condition (8):

@kt g(�; 0) = (�i(��A1
+ �1))

k
u0 = (�i(��A2

+ �2))
k
u0 on @
; k = 0; 1; : : : ; N: (12)

One way to comply with the second equality of (12) is to impose �xed boundary values on (Aj ; �j), j = 1; 2,
as speci�ed in AM (A0)�QM (�0). However, since (12) should be satis�ed for any initial state u0, we see
that the aforementioned boundary conditions are necessary.

We �rst address the inverse problem of recovering the complex-valued electrostatic potential when
the magnetic vector potential is known.

Theorem 1.2. Assume that @
 is C2(N+1) and let u0 2 H
2N+3(
) and g 2 H2(N+ 7

4 );N+ 7
4 (�) ful�ll the

compatibility condition (8) with m = N . Suppose moreover that

9r0 2 (0;+1); ju0(x)j � r0; x 2 
: (13)

Fix M 2 (0;+1) and let �j 2 QM (�0), j = 1; 2, satisfy��� Im �
(�1 � �2)r(�1 � �2)

���� �M j�1 � �2j
2
a.e. in 
: (14)
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Then there exist a nonempty sub-boundary �0 � @
 and a positive constant C that depends only on 
,
T , M and (A0; �0), such that

k�1 � �2kL2(
) � Ck@�@t(u1 � u2)kL2(�0�(0;T )):

Here, uj for j = 1; 2, is the solution to the IBVP (1) associated with the electromagnetic potential (A0; �j),
which is given by Theorem 1.1.

Let us now brie
y comment on Theorem 1.2:

a) The assumption (13) allows for a far more 
exible choice of initial input u0 than in [2, 11], where it
is required to be either real-valued or purely imaginary.

b) The condition (14) holds true provided either of the real or imaginary parts of the electrostatic
potential, is known. Therefore Theorem 1.2 with A0 = 0 extends the stability result of [2].

c) Arguing as in [2], we can prove at the expense of higher regularity on the coe�cients and data of the
magnetic Schr�odinger equation that the following double-sided stability inequality

k�1 � �2kH1
0 (
)

� C1k@�@t(u1 � u2)kL2(�0�(0;T )) � C2k�1 � �2kH1
0 (
)

;

holds for two positive constants C1 and C2.

d) There are actual classes of complex-valued electrostatic potentials ful�lling condition (14). For in-

stance, this is the case of Ea := f�(x) = a+�hxi; � 2 Cg, where a 2 C is arbitrary and hxi := (1+jxj
2
)
1
2

for all x 2 Rn. Indeed, for any �j(x) = a+ �jhxi 2 Ea, j = 1; 2, it holds true that

jr(�1 � �2)(x)j = j�1 � �2j
jxj

hxi
� j�1 � �2j �

�
min
x2


hxi

��1
j(�1 � �2)(x)j; x 2 
:

e) The sub-boundary �0 ful�lls a speci�c geometrical condition expressed by (38). The same remark
holds for the sub-boundary �0 appearing in Theorems 1.3 and 1.4 below.

We next consider the inverse problem of determining the electromagnetic potential (A0; �0).

Theorem 1.3. Assume that @
 is C2(N+1). For M 2 (0;+1), let �j 2 QM (�0) and Aj 2 AM (A0),
j = 1; 2, ful�ll the three following conditions a.e. in 
:

jr(�1 � �2)j �M j�1 � �2j; (15)

max
i=1;:::;n

nX
j=1

j@i(A1 �A2)j j �M jA1 �A2j; (16)

jr(r � (A1 �A2))j �M jr � (A1 �A2)j; (17)

where (A1�A2)j, for j = 1; : : : ; n, denotes the j-th component of A1�A2. Then, there exist a nonempty
sub-boundary �0 � @
 and a set

f(uk0 ; g
k); k = 0; 1; : : : ; ng 2

�
(H2N+3(
;C)�H2(N+ 7

4 );N+ 7
4 (�)

�n+1

;

where each pair (uk0 ; g
k) obeys the compatibility condition (8) with m = N , such that the stability inequality

k�1 � �2kL2(
) + kA1 �A2kL2(
) + kr�A1 �r�A2kL2(
) � C

nX
k=0



@�@t(uk1 � uk2)



L2(�0�(0;T ))

holds for some positive constant C, depending only on T , 
, M and (A0; �0). Here, we denote by u
k
j , for

j = 1; 2 and k = 0; : : : ; n, the solution to (1) associated with the initial state uk0 , the boundary condition
gk and the electromagnetic potential (Aj ; �j).
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We stress out that actual examples of classes of electromagnetic potentials ful�lling conditions (15)-
(17) can be built in the same fashion as in Point d) of the remark following Theorem 1.2.

Remark 1.3. In view of the third line of (44) and the estimates (54)-(55) and (59)-(60) established in
the derivation of Theorem 1.3, presented in Section 4.3, the statement of the above result remains valid
upon replacing the three conditions (15), (16) and (17) by the 2(n+ 1) following ones:

���ki �� � C
�
k�k

2
L2(
) + kAk

2
L2(
) + kr �Ak

2
L2(
)

�
; i = 1; 2; k = 0; : : : ; n; (18)

with

�k1 := Im
��
2A � ruk0 + uk0r �A

� �
2JAruk0 + uk0r(r �A)

�
+ (�+ S �A)(r�+ JAS)

��uk0��2� ;
�k2 := Re

�
(�+ S �A)uk0(2JAru

k
0 + uk0r(r �A))� (2A � ruk0 + uk0r �A)uk0(r�+ JAS)

�
:

Here we used the notations A := A1 � A2, S := A1 + A2, � := �1 � �2 and JA stands for the Jacobian
matrix of A. It is apparent that (18) is ful�lled by any two electromagnetic potentials (A1; �1) and (A2; �2)
obeying(15), (16) and (17).

Finally, we consider the inverse problem of determining the direction of the magnetic vector potential
when its strength, together with the electric potential, is known.

Theorem 1.4. Assume that @
 is C2(N+1). For M 2 (0;+1), let Aj 2 AM (A0), j = 1; 2, be such that

jA1(x)j = jA2(x)j; x 2 
: (19)

Then there exist a nonempty sub-boundary �0 � @
, and a set

f(uk0 ; g
k); k = 0; 1; : : : ; ng 2

�
H2N+3(
;C)�H2(N+ 7

4 );N+ 7
4 (�)

�n+1

of initial states uk0 and boundary conditions gk, ful�lling (8) with m = N for each k = 0; 1; : : : ; n, such
that we have

kA1 �A2kL2(
) + kr �A1 �r �A2kL2(
) � C

nX
k=0



@�@t(uk1 � uk2)



L2(�0�(0;T ))

some positive constant C, depending only on T , 
, M and (A0; �0). Here, ukj , for j = 1; 2 and k =

0; : : : ; n, is the solution to (1) with initial state uk0 , boundary condition gk, magnetic potential vector
A0 = Aj and electric potential �0.

We point out that if the divergence of the magnetic vector potentials is known, in which case we have
r�(A1�A2) = 0 everywhere in 
, then it is easy to see from the derivation of Theorem 1.4 (given in Sub-
section 4.4) that the above stability inequality remains valid with only n local boundary measurements.
Such a result is optimal in the sense that the n components of the vector-valued function representing
the unknown magnetic vector potential are recovered with exactly n local boundary measurements of the
solution.

1.7 Overview

The paper is organized as follows. In Section 2 we study the forward problem associated with (1) by
proving Proposition 1.1 and Theorem 1.1. Section 3 is devoted to the derivation of a Carleman estimate
for the Schr�odinger equation in Q, needed by the analysis of the inverse problem under examination.
Finally, Section 4 contains the proof of Theorems 1.2, 1.3 and 1.4.
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2 Analysis of the direct problem

Let us �rst introduce the magnetic Dirichlet Laplacian in 
. For A0 2W
2;1(
;Rn) we denote by ��D

A0

the self-adjoint operator generated in L2(
) by the closed symmetric form

a(u; v) :=

Z



(r+ iA0)u(x) � (r+ iA0)v(x)dx; u; v 2 H
1
0 (
):

It is well known that the Dirichlet Laplacian �D
A0

acts on his domain H1
0 (
) \ H

2(
) as the operator
�A0

de�ned in (2).
Assume that �0 2 W 1;1(
;C). Then, upon applying [10, Lemma 2.1] (with X = L2(
), U = i�D

A0

and B(t) = �i�0 for all t 2 [0; T ]), we obtain:

Lemma 2.1. For all f 2 H0;1(Q) there exists a unique solution v 2 C([0; T ]; H1
0 (
) \ H2(
)) \

C1([0; T ]; L2(
)) to the Cauchy problem�
(�i@t ��D

A0
+ �0)v = f

v(�; 0) = 0:
(20)

Moreover v satis�es the following energy estimate

kvkC0([0;T ];H2(
)) + kvkC1([0;T ];L2(
)) � CkfkH0;1(Q): (21)

Here and in the remaining part of this section, C denotes a positive constant depending only on 
, T and
M .

2.1 Proof of Proposition 1.1

Since g 2 H
7
2 ;

7
4 (�) and u0 2 H3(
) ful�ll (5) then [26, Section 4, Theorem 2.3] yields existence of

G 2 H4;2(Q) such that we have simultaneously G(�; 0) = u0 in 
 and G = g on �, with the estimate

kGkH4;2(Q) � C
�
ku0kH3(
) + kgk

H
7
2
; 7
4 (�)

�
: (22)

Here and henceforth, C denotes a positive constant depending only on T , 
 and M . It is clear that u
solves (1) if and only if the function ~u := u�G is solution to the IBVP8<

:
(�i@t ��A0

+ �0)~u = fG in Q
~u = 0 on �
~u(�; 0) = 0 in 
;

(23)

with fG := �(�i@t � �A0
+ �0)G. Next, as G 2 H4;2(Q) yields @tG 2 H2;1(Q) with k@tGkH2;1(Q) �

CkGkH4;2(Q) in virtue of [26][Section 4, Proposition 2.3], then we have fG 2 H0;1(Q) and

kfGkH0;1(Q) � C
�
kGkH2;1(Q) + k@tGkH2;1(Q)

�
� CkGkH4;2(Q): (24)

Therefore, applying Lemma 2.1 to (23), we get that there is a unique solution ~u 2 H2;1(Q) to (23), such
that

k~ukH2;1(Q) � CkfGkH0;1(Q);

according to (21). Finally, putting this together with the estimates kukH2;1(Q) �
�
k~ukH2;1(Q) + kGkH2;1(Q)

�
,

(22) and (24), we obtain (6).
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2.2 Proof of Theorem 1.1

We prove the statement of Theorem 1.1 for m = 1 only, as the rest of the proof is obtained in a similar
fashion by induction on m.

Set m = 1 and put z := @tu, where u is the H2;1(Q)-solution to (1), given by Proposition 1.1. Then
we have 8<

:
(�i@t ��A0

+ �0)z = 0 in Q
z = @tg on �
z(�; 0) = z0 in 
;

(25)

where z0 := �i(��A0
+ �0)u0 2 H3(
). Moreover, as g 2 H

11
2 ;

11
4 (�), we have @tg 2 H

7
2 ;

7
4 (�) by

[26][Section 4, Proposition 2.3] and k@tgk
H

7
2
; 7
4 (�)

� Ckgk
H

11
2
; 11
4 (�)

. Therefore, in light of (25) and the

compatibility condition (8) with k = 1, we infer from Proposition 1.1 that z 2 H2;1(Q) satis�es

kzkH2;1(Q) � C
�
kz0kH3(
) + k@tgk

H
7
2
; 7
4 (�)

�
� C

�
ku0kH5(
) + kgk

H
11
2
; 11
4 (�)

�
: (26)

This entails that u 2
T2
k=1H

2�k(0; T ;H2k(
)) ful�lls

2X
k=1

kukH2�k(0;T ;H2k(
)) � C
�
ku0kH5(
) + kgk

H
11
2
; 11
4 (�)

�
: (27)

Next, with reference to (2), we infer for a.e. t 2 (0; T ) from the �rst line of (1) that u(�; t) is solution
to the following elliptic problem �

�u(�; t) = h(�; t) in 

u(�; t) = g(�; t);

(28)

where h(�; t) := �iz(�; t)�2iA0 �ru(�; t)+
�
jA0j

2
� ir �A0 + �0

�
u(�; t) 2 H1(
) and g(�; t) 2 H

11
2 (@
) �

H1+ 3
2 (@
). Thus we have u(�; t) 2 H3(
) by elliptic regularity, with

ku(�; t)kH3(
) � C
�
kh(�; t)kH1(
) + kg(�; t)k

H
5
2 (@
)

�
� C

�
kz(�; t)kH1(
) + ku(�; t)kH2(
) + kg(�; t)k

H
11
2 (@
)

�
: (29)

As a consequence we have h(�; t) 2 H2(
) for a.e. t 2 (0; T ), and since @
 is C4 and g(�; t) 2 H
11
2 (@
) �

H1+ 7
2 (@
), we deduce from (28) and the elliptic regularity theorem that u(�; t) 2 H4(
) ful�lls

ku(�; t)kH4(
) � C
�
kh(�; t)kH2(
) + kg(�; t)k

H
9
2 (@
)

�
� C

�
kz(�; t)kH2(
) + ku(�; t)kH3(
) + kg(�; t)k

H
11
2 (@
)

�
:

Putting this with (29) we get

ku(�; t)kH4(
) � C
�
kz(�; t)kH2(
) + ku(�; t)kH2(
) + kg(�; t)k

H
11
2 (@
)

�
; t 2 (0; T ):

Now, bearing in mind that u and z are both in L2(0; T ;H2(
)), and that g 2 L2(0; T ;H
11
2 (@
)), we infer

from the above estimate that u 2 L2(0; T ;H4(
)) and that

kukL2(0;T ;H4(
)) � C
�
kzkH2;1(
) + kukH2;1(Q) + kgk

H
11
2
; 11
4 (�)

�
:

This, (6) and (26) lead to

kukL2(0;T ;H4(
)) � C
�
ku0kH5(
) + kgk

H
11
2
; 11
4 (�)

�
;

which, combined with (27), entails (9) with m = 1.
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3 Global Carleman estimate

In this section, we establish a global Carleman estimate for the main part of the Schr�odinger operator

L := �i@t �� (30)

acting in Q = 
� (0; T ). Carleman estimates for the Schr�odinger operator in domains centered around
t = 0 such as 
 � (�T; T ) were derived in [37] with a regular weight function and in [2] with a sym-
metric singular weight function. However, since the solution u to (1) cannot be time-symmetrized in the
framework of this paper, we need to establish a Carleman estimate for the operator L in Q.

3.1 Settings and start of the calculation

To this end, we assume in the entire section that u 2 L2(0; T ;H1
0 (
)) and Lu 2 L

2(Q). Notice we further
use that @�u 2 L

2(�). Next we put w := es�u, where s 2 (0;+1) and � is a real-valued smooth function
we shall make precise in the next subsection, and set

Rw := es�Lu = es�L(e�s�w) = is(@t�)w +R1w +R2w = is(@t�)w +R3w;

with

R1w := �i@tw ��w � s2jr�j2w;

R2w := 2sr��rw + s(��)w; (31)

R3w := Rw � is(@t�)w = R1w +R2w:

Since the function w is complex-valued, we denote by wre its real part and by wim its imaginary part, in
such a way that w = wre + iwim. Similarly we decompose each Rjw, for j = 1; 2; 3, into the sum

Rjw = Pjw + iQjw;

where

P1w := @twim ��wre � s2jr�j2wre; Q1w := �@twre ��wim � s2jr�j2wim;

P2w := 2sr��rwre + s(��)wre; Q2w := 2sr��rwim + s(��)wim;

P3w := Re(Rw) + s(@t�)wim; Q3w := Im(Rw)� s(@t�)wre:

As we are aiming for computing jR3wj
2
and since

jR3wj
2
=

2X
j=1

jRjwj
2
+ 2Re

�
(R1w)R2w

�
=

2X
j=1

jRjwj
2
+ 2(P1w)P2w + 2(Q1w)Q2w; (32)

we start by expanding the two last terms in the right hand side of (32). We get that

2(P1w;P2w)L2(Q) =

Z
Q

4s(r��rwre)@twimdxdt+

Z
Q

2s(��)wre@twimdxdt�

Z
Q

4s(r��rwre)�wredxdt

�

Z
Q

2s(��)wre�wredxdt�

Z
Q

4s3jr�j2(r��rwre)wredxdt�

Z
Q

2s3jr�j2(��)jwrej
2dxdt

=:

6X
k=1

Ik

and

2(Q1w;Q2w)L2(Q) = �

Z
Q

4s(r��rwim)@twredxdt�

Z
Q

2s(��)wim@twredxdt�

Z
Q

4s(r��rwim)�wimdxdt

10



�

Z
Q

2s(��)wim�wimdxdt�

Z
Q

4s3jr�j2(r��rwim)wimdxdt�

Z
Q

2s3jr�j2(��)jwimj
2dxdt;

=:

6X
k=1

Jk;

hence are left with the task of computing Ik and Jk for j = 1; : : : ; 6. We proceed by integration by parts.
Bearing in mind that wj� = 0, we �nd through direct calculations that

I1 =

Z
Q

4s(r��rwre)@twimdxdt

= �

Z
Q

4s(��)wre@twimdxdt�

Z
Q

4swre(r� � @trwim)dxdt

= �

Z



4s(r��rwim)wredx
���t=T
t=0

+

Z
Q

4s(@tr� � rwim)wredxdt+

Z
Q

4s(r��rwim)@twredxdt

�

Z
Q

4s(��)wre@twimdxdt

= �

Z



2s(r��rwim)wredx
���t=T
t=0

+

Z



2s(r��rwre)wimdx
���t=T
t=0

+

Z



2s(��)wimwredx
���t=T
t=0

+

Z
Q

4s(@tr� � rwim)wredxdt+

Z
Q

4s(r��rwim)@twredxdt�

Z
Q

4s(��)wre@twimdxdt;

I2 =

Z
Q

2s(��)wre(@twim)dxdt;

I3 = �

Z
Q

4s(r��rwre)�wredxdt

=

Z
�

�4s(r��rwre)@�wred�+

Z
Q

4s

nX
i;j=1

(@2ij�)(@iwre)(@jwre)dxdt+

Z
Q

2sr��rjrwrej
2dxdt

=

Z
�

�
�4sr��rwre@�wre + 2s(@��)jrwrej

2
�
d�+

Z
Q

4s

nX
i;j=1

(@2ij�)(@iwre)(@jwre)dxdt�

Z
Q

2s��jrwrej
2dxdt

= �

Z
�

2s(@��) j@�wrej
2
d�+

Z
Q

4s

nX
i;j=1

(@2ij�)(@iwre)(@jwre)dxdt�

Z
Q

2s��jrwrej
2dxdt;

I4 = �

Z
Q

2s(��)wre�wredxdt

=

Z
Q

2s(��)jrwrej
2dxdt+

Z
Q

2s(r(��) � rwre)wredxdt

=

Z
Q

2s(��)jrwrej
2dxdt�

Z
Q

s(�2�)jwrej
2dxdt;

I5 = �

Z
Q

4s3jr�j2(r��rwre)wredxdt
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=

Z
Q

2s3(r � (jr�j2r�))jwrej
2dxdt;

I6 = �

Z
Q

2s3jr�j2(��)jwrej
2dxdt;

J1 = �

Z
Q

4s(r��rwim)@twredxdt;

J2 = �

Z
Q

2s(��)wim@twredxdt

= �

Z



2s(��)wimwredx
���t=T
t=0

+

Z
Q

2s(��)(@twim)wredxdt+

Z
Q

2s(@t��)wimwredxdt;

J3 = �

Z
Q

4s(r��rwim)�wimdxdt

=

Z
�

�4sr��rwim@�wimd�+

Z
Q

4s

nX
i;j=1

(@2ij�)(@iwim)(@jwim)dxdt+

Z
Q

2sr��rjrwimj
2dxdt

= �

Z
�

2s(@��) j@�wimj
2
d�+

Z
Q

4s

nX
i;j=1

(@2ij�)(@iwim)(@jwim)dxdt�

Z
Q

2s��jrwimj
2dxdt;

J4 = �

Z
Q

2s(��)wim�wimdxdt

=

Z
Q

2s(��)jrwimj
2dxdt+

Z
Q

2sr(��) � rwimwimdxdt

=

Z
Q

2s(��)jrwimj
2dxdt�

Z
Q

s(�2�)jwimj
2dxdt;

J5 = �

Z
Q

4s3jr�j2(r��rwim)wimdxdt

=

Z
Q

2s3(r � (jr�j2r�))jwimj
2dxdt;

J6 = �

Z
Q

2s3jr�j2(��)jwimj
2dxdt:

Therefore we have

2(P1w;P2w)L2(Q) + 2(Q1w;Q2w)L2(Q) =

6X
k=1

(Ik + Jk) =: Main1 +Main2 + Lower + Bndry;

with

Main1 :=

Z
Q

4s

nX
i;j=1

(@2ij�)
�
(@iwre)@jwre + (@iwim)@jwim

�
dxdt;
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Main2 :=

Z
Q

2s3
�
rjr�j2r�

�
jwj2dxdt

=

Z
Q

4s3
nX

i;j=1

(@2ij�)(@i�)(@j�)jwj
2dxdt;

Lower :=

Z
Q

4s(@tr� � rwim)wredxdt�

Z
Q

s(�2�)jwj2dxdt+

Z
Q

2s(@t��)wimwredxdt;

Bndry := �

Z
�

2s(@��)
�
j@�wrej

2
+ j@�wimj

2
�
d�+

Z



2s [(r��rwre)wim � (r��rwim)wre] dx
���t=T
t=0

:

3.2 Weight functions

We introduce the weight functions

�(x; t) =
e��(x) � e�K

`2(t)
and '(x; t) =

e��(x)

`2(t)
; � 2 (0;+1); (33)

where � 2 C4(
) is nonnegative and has no critical point, i.e.

�(x) � 0; jr�(x)j � c0 > 0; 8x 2 
; (34)

whereK := 2 supx2
 �(x) and ` 2 C
1[0; T ] is nonnegative, attains its maximum at the origin and vanishes

at T , i.e.,

`(T ) = 0; `(0) > `(t) � 0; 8t 2 (0; T ]: (35)

We assume in addition that � is pseudo-convex condition with respect to the Laplace operator, in the
sense that there exist two constants �0 2 (0;+1) and � 2 (0;+1) such that we have

�jr� � �j
2
+D2�(�; �) � �j�j

2
; � 2 Rn; � 2 [�0;+1); (36)

with D2�(�; �) :=
Pn
i;j=1(@

2
ij�)�i�j . For the sake of convenience we assume without loss of generality in

the sequel that
�0 � max(1; 2(ln 2)K�1): (37)

Next we de�ne the observation zone where the Neumann data used by the analysis of the inverse problems
examined in this text, are measured, as the sub-boundary

�0 := fx 2 @
 : r�(x) � �(x) � 0g: (38)

Remark 3.1. 1) It is worth mentioning that there exist functions � and ` ful�lling the conditions (34),

(35) and (36). As a matter of fact, for any �xed x0 =2 
, we may choose �(x) := jx� x0j
2
for all x 2 


and `(t) := (T + t)(T � t) for all t 2 [0; T ], as in [2]. In this case, (36) holds with � = 2 whenever �0 is
nonnegative, and the observation zone �0 coincides with the x0-shadowed face of the boundary @
, i.e.
�0 = fx 2 @
 : (x� x0) � �(x) � 0g.
2) In a similar way to [2, Proposition 1] and [37, Proposition 2.1], for the purpose of centering the
information around the initial state of (1), the function � de�ned by (33), (34) and (35), is maximal at
t = 0. Actually, � is inspired by the weight function introduced in [2]. However in contrast to this one,
which blows up at both ends �T of the time interval, the weight � that we use in this paper, is bounded
at the left endpoint of (0; T ). This will translate into the presence of the trace term sIs(u(�; 0)) on the
right hand side of the Carleman estimate (42), see Theorem 3.1 below, while the weighted energy traces
at t = �T vanish in [2, Proposition 1]. The same is true for [37, Proposition 2.1], but this is due to the
vanishing of u(�;�T ). As a matter of fact, the weight function of [37, Proposition 2.1] is quadratic in
time, hence it is bounded everywhere in (�T; T ).
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From the very de�nition of �, we see that limt!T ('w)(�; t) = 0, and for all i; j = 1; : : : ; n, that

r� = r' = �'r�; @i� = @i' = �'@i�; @2ij� = @2ij' = �2'(@i�)@j� + �'@2ij� (39)

j@t�j =

�����2`0(e�� � e�K)

`3

���� � C�'
3
2 ; j@tr�j = j�(@t')r�j � C�'

3
2 ; j@t��j � C�'

3
2 : (40)

Here and henceforth, C (resp., C�) denotes a generic constant that depends only on �, c0 and `(0) (resp.,
�, c0, k�kL1(
), l and �). In any case, C and C� are independent of s.

3.3 Completion of the proof

In light of (36) and (39)-(40) we have

Main1 =

Z
Q

4s

nX
i;j=1

(@2ij�)
�
(@iwre)@jwre + (@iwim)@jwim

�
dxdt

=

Z
Q

4s�'
�
�jr� �rwrej

2 + �jr� �rwimj
2 +D2�(rwre;rwre) +D2�(rwim;rwim)

�
dxdt

� 4�

Z
Q

s�'jrwj2dxdt;

Main2 =

Z
Q

2s3
nX

i;j=1

(@2ij�)(@i�)(@j�)jwj
2dxdt

=

Z
Q

2s3�3'3
�
�jr�j4 +D2�(r�;r�)

�
jwj2dxdt

� 2�c20

Z
Q

s3�3'3jwj2dxdt;

jLowerj =

����
Z
Q

4s(@tr�) � rwim)wredxdt�

Z
Q

s(�2�)jwj2dxdt+

Z
Q

2s(@t��)wimwredxdt

����
� C�s

� 1
2

Z
Q

(s'jrwj2 + s3'3jwj2)dxdt;

Bndry = �

Z
�

2s(@��)
�
j@�wrej

2
+ j@�wimj

2
�
d�+

Z



2s [(r��rwre)wim � (r��rwim)wre] dx
���t=T
t=0

= �

Z
�

2s�'(@��) j@�wj
2
d��

Z



2s�' [(r� �rure)uim � (r� �ruim)ure] e
2s�dx

���
t=0

� �

Z
�0

2s�'(@��) j@�wj
2
d��

Z



2s�' [(r� �rure)uim � (r� �ruim)ure] e
2s�dx

���
t=0

;

where �0 := (0; T )� �0. This and (32) imply

kR1wk
2
L2(Q) + kR2wk

2
L2(Q) + ks

1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q) � CkR3wk

2
L2(Q) + C�s




' 1
2 @�w




2
L2(�0)

+ C�s
� 1

2

�
ks

1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q)

�
+ C

����
Z



2s�' [(r� �rure)uim � (r� �ruim)ure] e
2s�dx

���
t=0

����
for all � � �0 � 1 and all s 2 (0;+1). Further, bearing in mind that R3w = Rw � is(@t�)w and
Rw = es�Lu, we infer from the above inequality that

kR1wk
2
L2(Q) + kR2wk

2
L2(Q) + ks

1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q) � CkRwk2L2(Q) + C�s




' 1
2 @�w




2
L2(�0)
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+ C�s
� 1

2

�
ks

1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q)

�
+ C

Z



2s�' j(r� �rure)uim � (r� �ruim)urej e
2s�dx

���
t=0

:

Thus, going back to u = e�s�w and taking � � �0 and s � s0(�) := 4C2
� > 0 in such a way that the low

order term C�s
� 1

2

�
ks

1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q)

�
in the right-hand side of the above inequality is

absorbed by ks
1
2'

1
2rwk2L2(Q) + ks

3
2'

3
2wk2L2(Q) in the left-hand side, we get for all s 2 [s0;+1) that

kR1(e
s�u)k2L2(Q) + kR2(e

s�u)k2L2(Q) + skes�'
1
2ruk2L2(Q) + s3k'

3
2 es�uk2L2(Q)

� Ckes�Luk2L2(Q) + C�s



es�' 1

2 @�u



2
L2(�0)

+ 2sC�

Z



'e2s� j(r� �rure)uim � (r� �ruim)urej dx
���
t=0

:

Finally, taking into account that `�2(0) � '(x; t) � e
�K
2 `�2(0) for all (x; t) 2 
� [0; T ], we obtain that

kR1(e
s�u)k2L2(Q) + kR2(e

s�u)k2L2(Q) + skes�ruk2L2(Q) + s3kes�uk2L2(Q)

� Ckes�Luk2L2(Q) + C�s



es�' 1

2 @�u



2
L2(�0)

+ C�sIs(u(�; 0)); s 2 [s0;+1);

where

Is(u(�; 0)) :=

Z



e2s�(x;0)jr�(x) � (uru� uru)(x; 0)jdx: (41)

3.4 Statement of the Carleman estimate and brief comments

Summerizing, we have proved the following:
Theorem 3.1. Let � and ' be de�ned by (33) where � 2 C4(
) and ` 2 C1[0; T ] ful�ll (34)-(36) for
some �xed � 2 [�0;+1), �0 obeying the condition (37). Then there exist two positive constants s0 and
C, both of them depending only on �, c0, �, `(0), k�kL1(
) and k`

0kL1(
), such that the estimate

kR1(e
s�u)k2L2(Q) + kR2(e

s�u)k2L2(Q) + skes�ruk2L2(Q) + s3kes�uk2L2(Q)

� C

�
kes�Luk2L2(Q) + s




' 1
2 es�@�u




2
L2(�0)

+ sIs(u(�; 0))

�
(42)

holds for all s 2 [s0;+1) and any function u 2 L2(0; T ;H1
0 (
)) satisfying Lu 2 L2(
 � (0; T )) and

@�u 2 L
2(0; T ;L2(@
)). Here the operators R1, R2 and L are de�ned in (30)-(31) and Is(u(�; 0)) is given

by (41).

The speci�c novelty of the Carleman estimate of Theorem 3.1 as opposed to those in [2, Proposition
1] or [37, Proposition 2.1], is the term sIs(u(�; 0)), where Is(u(�; 0)) is de�ned by (41), that cancels if
u(�; 0) 2 R or in iR. The presence of the integral sIs(u(�; 0)) in the Carleman estimate (42) boils down
to (35), and more speci�cally to the assumption `(0) > 0, which guarantees that the weight function
t 7! �(�; t) remains bounded at t = 0 (i.e. �(x; 0) 2 (�`�2(0)e��K ; 0) for all x 2 
). As a matter of fact
the corresponding term vanishes at �nal time since � blows up at the endpoint of the time interval (0; T )
(i.e. limt!T� �(x; t) = �1 for all x 2 
) as we have `(T ) = 0. This situation is quite reminiscent of the
one in [2], where `(t) = (T � t)(T + t) vanishes at both ends of the time interval (�T; T ) on which the
Carleman inequality is established. Similarly there is no such thing as Is in the Carleman estimate of
[37, Proposition 2.1], which is designed for functions with identically zero initial and �nal states.

Remark 3.2. We notice from (33), (34), (35) and (37) that the estimate

s'(x; t)e2s�(x;t) � s`�2(t)e
�K
2 e�2s`

�2(t)e
�K
2 � sup

r2(0;+1)
re�2r 2 (0; 1); � 2 [�0;+1);

holds uniformly in s 2 [s0;+1) and (x; t) 2 
 � [0; T ]. As a consequence the second term in the right
hand side of (42) is bounded as

s



' 1

2 es�@�u



2
L2(�0)

� k@�uk
2
L2(�0)

; s 2 [s0;+1): (43)
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4 Proof of Theorems 1.2, 1.3 and 1.4

In the entire section, we shall denote by C a generic constant that may change from line to line, but is
independent of the parameter s introduced in the Carleman estimate stated in Theorem 3.1. As a matter
of fact it can be checked that the various constants C that will appear in the remaining part of this text
depend only on 
, T , M and g.

4.1 Preliminary estimate

Let us recall from Theorem 1.1 that uj , j = 1; 2, is the H2(0; T ;L2(
)) \ H1(0; T ;H2(
))-solution to
the IBVP (1) where (A; �) is replaced by (Aj ; �j). Thus, taking the di�erence of the two systems, we get
that u := u1 � u2 solves8><

>:
(�i@t ��A1

+ �1)u = 2iA�ru2 � (�+ S �A� ir�A)u2 in Q

u = 0 on �

u(�; 0) = 0 on 
;

with A := A1 �A2, S := A1 +A2 and � := �1 � �2. Further, di�erentiating the above system w.r.t. the
time variable t, yields8><

>:
(�i@t ��A1

+ �1)v = 2iA�r@tu2 � (�+ S �A� ir�A) @tu2 in Q

v = 0 on �

v(�; 0) = �2A�ru0 � i (�+ S �A� ir�A)u0 in 
;

(44)

with v := @tu. Notice that all the above computations make sense as we have u 2 H2(0; T ;L2(
)) \
H1(0; T ;H2(
) \H1

0 (
)), and hence

v 2 H1(0; T ;L2(
)) \ L2(0; T ;H2(
) \H1
0 (
)): (45)

Moreover, it holds true for all s 2 (0;+1) that


es�(�;0)v(�; 0)


2
L2(
)

� s�
3
2

�
kR1e

s�vk
2
L2(Q) + s3kes�vk

2
L2(Q)

�
; (46)

where R1 is de�ned by (31). This can be seen through direct calculations. Indeed, in light of (33)-(35) we
see that lim

t
<
!T

�(x; t) = �1 for all x 2 
, whence lim
t
<
!T

es�(�;t)v(�; t) = 0 in L2(
). As a consequence
we have 


es�(�;0)v(�; 0)


2

L2(
)
= �

Z T

0

d

dt




es�(�;t)v(�; t)


2
L2(
)

dt = �

Z
Q

�
w@tw + (@tw)w

�
dx dt;

where w := es�v. Further, as @tw = i
�
R1w +�w + s2jr�j

2
w
�
from the very de�nition of R1, we have




es�(�;0)v(�; 0)


2
L2(
)

= i

Z
Q

�
w(R1w +�w + s2jr�j

2
w)� (R1w +�w + s2jr�j

2
w)w

�
dx dt

= i

Z
Q

�
wR1w � (R1w)w + w�w � w�w

�
dx dt:

Finally, since
R
Q
(w�w � w�w) dx dt = 0, we end up getting




es�(�;0)v(�; 0)


2
L2(
)

= 2Re

Z
Q

s
3
4 iw(x; t)s�

3
4R1w(x; t)dx dt � s�

3
2 kR1wk

2
L2(Q) + s

3
2 kwk

2
L2(Q);

with the help of the Cauchy-Schwarz and H�older inequalities. This immediately leads to (46).
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4.2 Proof of Theorem 1.2

Let us rewrite (44) in the context of Theorem 1.2, where A1 = A2 = A0 (and hence A = 0); We obtain:8><
>:
(�i@t ��A0

+ �1)v = ��@tu2 in Q

v = 0 on �

v(�; 0) = �i�u0 in 
:

(47)

Next, with reference to (30), the �rst line of (47) reads Lv = ��@tu2+2iA0 �rv+(ir�A0�jA0j
2
��1)v,

so we have Lv 2 L2(0; T ;L2(
)), with v 2 L2(0; T ;H1
0 (
)) and @�v 2 L

2(0; T ;L2(@
)), in virtue of (45).
Therefore, (42)-(43) yield

kR1(e
s�v)k

2
L2(Q) + kR2(e

s�v)k
2
L2(Q) + skes�rvk

2
L2(Q) + s3kes�vk

2
L2(Q)

� C

�
k@�vk

2
L2(�0)

+



es�(�@tu2 � 2iA0 � rv � (ir �A0 � jA0j

2
� �1)v)




2
L2(Q)

+ sIs(�i�u0)

�

� C
�
k@�vk

2
L2(�0)

+ kes�vk
2
L2(Q) + kes��k

2
L2(Q) + kes�rvk

2
L2(Q) + sIs(�i�u0)

�
; s 2 (s0;+1);

where Is is de�ned in (41). In the last line we used the energy estimate (11) where u2 is substituted for u.

Further, upon taking s1 2 [max(s0; 1);+1) so large that s1 � 2C (in such a way that C(kes�rvk
2
L2(Q)+

kes�vk
2
L2(Q)) is absorbed by skes�rvk

2
L2(Q) + s3kes�vk

2
L2(Q) for all s 2 (s1;+1)), we get that

kR1(e
s�v)k

2
L2(Q) + kR2(e

s�v)k
2
L2(Q) + skes�rvk

2
L2(Q) + s3kes�vk

2
L2(Q)

� C
�
k@�vk

2
L2(�0)

+ kes��k
2
L2(Q) + sIs(�i�u0)

�
; s 2 (s1;+1):

From this and (46), it then follows that




es�(�;0)v(�; 0)


2
L2(
)

� C
�
k@�vk

2
L2(�0)

+ s�
3
2 kes��k

2
L2(Q) + s�

1
2 Is(�i�u0)

�
; s 2 (s1;+1):

Moreover, we have


es�(�;0)v(�; 0)

2

L2(
)
=


es�(�;0)�u0

2L2(
) � r20



es�(�;0)�

2
L2(
)

for all s 2 (0;+1),

from (13) and the third line of (47), hence




es�(�;0)�


2
L2(
)

� C
�
k@�vk

2
L2(�0)

+ s�
3
2 kes��k

2
L2(Q) + s�

1
2 Is(�i�u0)

�
; s 2 (s1;+1): (48)

We are left with the task of estimating the two last terms appearing in the right-hand side of (48). For
the �rst one, we take advantage of the fact, arising from (33) and (35), that

�(x; t) � �(x; 0); (x; t) 2 Q: (49)

This yields

kes��k
2
L2(Q) �




es�(�;0)�


2
L2(Q)

= T



es�(�;0)�


2

L2(
)
; s 2 (0;+1): (50)

For the second term, we infer from (41) and the last line of (47) that

Is(�i�u0) =

Z



e2s�(x;0)
���r� � �ju0j2(�r�� �r�) + j�j

2
(u0ru0 � u0ru0)

�
(x)
���dx

� C

�Z



e2s�(x;0)j�r�� �r�j(x)dx+



es�(�;0)�


2

L2(
)

�
; s 2 (0;+1):
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Thus, with reference to (14), entailing j�r�� �r�j � Cj�j
2
a.e. in 
, we get that

Is(�i�u0) � C



es�(�;0)�


2

L2(
)
; s 2 (0;+1):

Now, putting this together with (48)-(50), we obtain




es�(�;0)�


2
L2(
)

� C

�
k@�vk

2
L2(�0)

+ (s�
1
2 + s�

3
2 )



es�(�;0)�


2

L2(
)

�
; s 2 (s1;+1):

Thus, taking s2 2 (s1;+1) so large that s
� 1

2
2 + s

� 3
2

2 is not greater than, say, 1
2C , then the above estimate

immediately yields 


es�(�;0)�


2
L2(
)

� Ck@�vk
2
L2(�0)

; s 2 (s2;+1): (51)

Finally, the desired result follows readily from this and the coming estimate, which follows from (33){(35):

es�(x;0) = es`
�2(0)(e��(x)�e�K) � es`

�2(0)(1�e�K) 2 (0;+1); x 2 
; s 2 (0;+1): (52)

4.3 Proof of Theorem 1.3

In light of (2), (30) and the �rst line of (44), we see that

Lv = 2iA�r@tu2 � (�+ S �A� ir�A) @tu2 + 2iA1 �rv � (�1 + jA1j
2
� ir�A1)v:

Therefore we have Lv 2 L2(0; T ;L2(
)), by (45), with

kes�Lvk
2
L2(Q) � C

�
kes��k

2
L2(Q) + kes�Ak

2
L2(Q) + kes�r �Ak

2
L2(Q) + kes�vk

2
L2(Q) + kes�rvk

2
L2(Q)

�
; s 2 (0;+1):

Here we used (11) where u is replaced by u2. Next, since v 2 L
2(0; T ;H1

0 (
)) and @�v 2 L
2(0; T ;L2(@
)),

we may apply the Carleman estimate of Theorem 3.1 and (43), getting

kR1(e
s�v)k

2
L2(Q) + kR2(e

s�v)k
2
L2(Q) + skes�rvk

2
L2(Q) + s3kes�vk

2
L2(Q)

� C
�
k@�vk

2
L2(�0)

+ kes��k
2
L2(Q) + kes�Ak

2
L2(Q) + kes�r �Ak

2
L2(Q) + kes�vk

2
L2(Q) + kes�rvk

2
L2(Q) + sIs(v(�; 0))

�
;

for all s 2 (s0;+1), where Is(v(�; 0)) is de�ned by (41) with v(�; 0) = �2A�ru0� i (�+ S �A� ir�A)u0,
in virtue of the third line of (44). Taking s1 2 (s0;+1) so large that min(s1; s

3
1) � 2C then yields

kR1(e
s�v)k

2
L2(Q) + kR2(e

s�v)k
2
L2(Q) + skes�rvk

2
L2(Q) + s3kes�vk

2
L2(Q)

� C
�
k@�vk

2
L2(�0)

+ kes��k
2
L2(Q) + kes�Ak

2
L2(Q) + kes�r�Ak

2
L2(Q) + sIs(v(�; 0))

�
; s 2 (s1;+1):

This and (46) imply


es�(�;0)v(�; 0)


2
L2(
)

� Cs�
3
2

�
k@�vk

2
L2(�0)

+ kes��k
2
L2(Q) + kes�Ak

2
L2(Q) + kes�r�Ak

2
L2(Q) + sIs(v(�; 0))

�
� Cs�

3
2

�
k@�vk

2
L2(�0)

+MA;�(s) + sIs(v(�; 0))
�
; (s1;+1); (53)

with

MA;�(s) :=



es�(�;0)�


2

L2(
)
+



es�(�;0)A


2

L2(
)
+



es�(�;0)r �A




2
L2(
)

: (54)

Here we applied the estimate kes�Y kL2(Q) � T
1
2



es�(�;0)Y 


L2(
)

, which follows from (49), to Y = �;A

and r �A, successively.
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The next step of the proof is to show that

Is(v(�; 0)) � CMA;�(s); s 2 (0;+1): (55)

To this end we start by noticing from the third line of (44) that




es�(�;0)v(�; 0)


2
L2(
)

� CMA;�(s); s 2 (0;+1); (56)

and that
rv(�; 0) = �(w0 + z0); (57)

with

w0 := 2D2
u0
A+ (r �A)ru0 + i (�+ S �A)ru0 + iu0JSA; (58)

z0 := 2JAru0 + u0r(r �A) + iu0 (r�+ JAS) ; (59)

where we set D2
u0

:=
�
@2iju0

�
1�i;j�n

and JY := (@iyj)1�i;j�n for all Y = (yj)1�j�n 2 H
1(
;Rn). There-

fore we have v(�; 0)rv(�; 0)� v(�; 0)rv(�; 0) = 2i ( Im (v(�; 0)w0) + Im (v(�; 0)z0)) and consequently

Is((v(�; 0)) � C

�


es�(x;0)v(�; 0)


2
L2(
)

+



es�(x;0)w0




2
L2(
)

+

Z



e2s�(x;0)
��� Im (v(x; 0)z0(x))

���dx� ;
for all s 2 (0;+1), by (41). Putting this together with (56) and the estimate




es�(�;0)w0




2
L2(
)

� CMA;�(s); s 2 (0;+1);

arising from (58), we �nd that

Is((v(�; 0)) � C

�
MA;�(s) +

Z



e2s�(x;0)
��� Im (v(x; 0)z0(x))

���dx� ; s 2 (0;+1): (60)

Further, since


es�(�;0)z0

L2(
) � C

�

es�(�;0)r�


L2(
)

+


es�(�;0)JA

L2(
) + 

es�(�;0)r(r �A)




L2(
)

�
,

by (59), then we have 


es�(�;0)z0


2
L2(
)

� CMA;�(s); s 2 (0;+1);

in virtue of the assumptions (15), (16) and (17). This and (56) yieldZ



e2s�(x;0)
��� Im (v(x; 0)z0(x))

���dx � CMA;�(s); s 2 (0;+1);

through the Cauchy-Schwarz inequality. In light of (60), we have obtained (55).
Let us now combine (53) with (55). We get that




es�(�;0)v(�; 0)


2
L2(
)

� C
�
k@�vk

2
L2(�0)

+ s�
1
2MA;�(s)

�
; s 2 (s1;+1): (61)

The last part of the proof is to lower estimate


es�(�;0)v(�; 0)

2

L2(
)
by MA;�(s), up to some multi-

plicative constant which is independent of s. This can be done by referring once more to the third line
of (44), giving

es�(�;0)v(�; 0) = �es�(�;0) (2A�ru0 + i (�+ S �A� ir�A)u0) ; s 2 (0;+1); (62)
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and choosing n+ 1 times the initial state u0 suitably, as described below.
First choice. We set u0 = u00, where u

0
0 is a non-zero constant of the complex plane, and we pick

g0 2 H2(N+ 7
4 );N+ 7

4 (�) such that the pair (u0; g0) ful�lls (8) with m = M . The estimates (61)-(62) then
yield 


es�(�;0)(�+ S �A� ir�A)




2
L2(
)

� C
�

@�v0

2L2(�0)

+ s�
1
2MA;�(s)

�
; s 2 (s1;+1); (63)

with v0 := @t(u
0
1 � u02).

Second choice. We are aiming for the same type of estimates as (63), where


es�(�;0)(�+ S �A� ir�A)




L2(
)

is replaced by


es�(�;0)A



L2(
)
. It is clear from (62)-(63) that this can be achieved upon building a suf-

�ciently rich set of m 2 N initial states uk0 , k = 1; : : : ;m, such that


es�(�;0)A

2

L2(
)
is upper bounded

by
Pm
k=1



es�(�;0)A � ruk0


2
L2(
)

, up to some multiplicative constant. Namely, we choose n functions

uk0 : 
! R, for k = 1; : : : ; n, such that the matrix U�0U0, where U0 :=
�
@lu

k
0

�
1�k;l�n

and U�0 denotes the

Hermitian conjugate matrix to U0, is strictly positive de�nite, i.e. such that

9r0 2 (0;+1); jU0�j � r0j�j; � 2 C
n: (64)

The strict positive de�nitness imposed by (64) on U0 is rather standard in the context of multidimensional
inverse coe�cient problems, see e.g. [6, 11]. Here, bearing in mind that es�(�;0)U0A = U0(e

s�(�;0)A) and
applying (64) with � = A, we obtain

nX
k=1




es�(�;0)A � ruk0




2
L2(
)

=



es�(�;0)U0A




2
L2(
)

� r20




es�(�;0)A


2
L2(
)

; (65)

from the de�nition of U0.
For each k = 1; : : : ; n, we pick gk 2 H2(N+ 7

4 );N+ 7
4 (�) in such a way that (uk0 ; g

k) ful�lls (8) with
m = N , and we combine the well-known estimate

j� + �j
2
�

1

2
j�j

2
� j�j

2
; �; � 2 Cn; (66)

where � = 2es�(�;0)A�ruk0 and � = ies�(�;0) (�+ S �A� ir�A)uk0 , with (62). We �nd that




es�(�;0)vk(�; 0)


2
L2(
)

� 2



es�(�;0)A�ruk0


2

L2(
)
�


uk0

2L1(
)




es�(�;0)(�+ S �A� ir�A)



2
L2(
)

; s 2 (0;+1);

with vk := @t(u
k
1 � uk2). Summing up the above estimate over k = 1; : : : ; n then yields

nX
k=1




es�(�;0)vk(�; 0)


2
L2(
)

� 2



es�(�;0)U0A




2
L2(
)

� C



es�(�;0)(�+ S �A� ir�A)




2
L2(
)

; s 2 (0;+1);

by de�nition of U0, and consequently

nX
k=1




es�(�;0)vk(�; 0)


2
L2(
)

� 2r20




es�(�;0)A


2
L2(
)

� C



es�(�;0)(�+ S �A� ir�A)




2
L2(
)

; s 2 (0;+1);

by (65). This and (61) entail




es�(�;0)A


2
L2(
)

� C

 
nX
k=1



@�vk

2L2(�0)
+ s�

1
2MA;�(s) +




es�(�;0)(�+ S �A� ir �A)



2
L2(
)

!
;
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for all s 2 (s1;+1), and hence




es�(�;0)A


2
L2(
)

� C

 
nX
k=0



@�vk

2L2(�0)
+ s�

1
2MA;�(s)

!
; (67)

by (63). Further, in light of (66) with � = es�(�;0)(� � ir�A) and � = es�(�;0)S � A, we have for all
s 2 (0;+1),


es�(�;0)(�+ S �A� ir�A)




2
L2(
)

�
1

2




es�(�;0)(�� ir�A)



2
L2(
)

�
�
kA1kL1(
) + kA2kL1(
)

�2 


es�(�;0)A


2
L2(
)

:

Putting this together with (63) and (67), we get that
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Having established (68), we turn now to estimating


es�(�;0)�



L2(
)
and
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L2(
)

in terms of

the boundary measurements


@�vk

2L2(�0)

, k = 0; : : : ; n, and MA;�(s). Let us �rst notice that we have
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2
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)
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2
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)
whenever the function � is real-valued,

in which case (68) yields
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In the general case where � : 
! C, we combine the inequality jr �Aj � nM jAj in 
, arising from (16),
with (67). We obtain that
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This, (68) and the estimate
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)
�
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L2(
)

+
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)
for all

s 2 (0;+1), yield (69).
Now, putting (67) and (69) together, and recalling (54), we �nd that

MA;�(s) � C
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1
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!
; s 2 (s1;+1):

Therefore there exists s2 2 (s1;+1) so large that MA;�(s) � C
Pn
k=0



@�vk

2L2(�0)
for all s 2 (s2;+1),

so the stability estimate of Theorem 1.3 follows from this and (52).

4.4 Proof of Theorem 1.4

We stick with the notations of Subsection 4.3 and we follow the same path as in the proof of Theorem
1.3, establishing (53). This shows existence of s1 2 (0;+1) such that the estimate


es�(�;0)v(�; 0)
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)
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3
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�
k@�vk

2
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holds for all s 2 (s1;+1), where

MA(s) :=MA;0(s) =
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)
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is obtained by taking � = 0 in (54). However, in the framework of Theorem 1.4 where none of the three
assumptions (15), (16) and (17) required by Theorem 1.3 is ful�lled, a more careful analysis is needed for
majorizing (up to some s-independent multiplicative constant) Is(v(�; 0)) by MA(s).

To this end we recall from (60) that

Is((v(�; 0)) � C

�
MA(s) +

Z



e2s�(x;0)
��� Im (v(x; 0)z0(x))

���dx� ; s 2 (0;+1); (71)

where z0 is de�ned from (59) with � = 0, i.e. z0 = 2JAru0 + u0r(r �A) + iu0JAS. Moreover, we notice
that

JSA+ JAS = 0;

here. This comes from the assumption jA1j = jA2j in 
, entailing

0 = @i

�
jA1(x)j

2
� jA2(x)j

2
�
= @i

0
@ nX
j=1

sj(x)aj(x)

1
A =

nX
j=1

(@isj(x)) aj(x) +

nX
j=1

(@iaj(x)) sj(x); x 2 
;

for each i = 1; : : : ; n, where we used the notations S = A1 + A2 = (sj)1�j�n and A = (aj)1�j�n. Thus
we have z0 = 2JAru0 + u0r(r �A)� iu0JSA and consequently

Im (v(�; 0)z0) = Im ((2A � ru0 + u0r �A) (2JAru0 + u0r(r �A))) + Re (u0(2A � ru0 + u0r �A)JSA) ;
(72)

from the third line of (44), as S �A = jA1j
2
� jA2j

2
= 0.

Next, since A 2 Rn by assumption, we choose u0 to be either real-valued or purely imaginary in 
,
in such a way that Im ((2A � ru0 + u0r �A) (2JAru0 + u0r(r �A))) = 0. From this and (72) it then
follows thatZ



e2s�(x;0)j Im (v(x; 0)z0(x))jdx � C

Z



e2s�(x;0)ju0(2A � ru0 + u0r �A)JSAj(x)dx � CMA(s); s 2 (0;+1):

Therefore we have Is((v(�; 0)) � CMA(s) by (71), and hence
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2
L2(
)
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2
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�
; s 2 (s1;+1) (73)

from (70).
The rest of the proof follows the same lines as the derivation of (63) and (67). Namely, by choosingu0 =

u00 in (62), where u00(x) = r0 for some r0 2 R n f0g and a.e. x 2 
, we get es�(�;0)v0(�; 0) = ies�(�;0)r0r�A
for every s 2 (0;+1). This leads to
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2L2(�0)
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�
; s 2 (s1;+1); (74)

in virtue of (73). Further we consider n real-valued functions uk0 , k = 1; : : : ; n, ful�lling (64), and we take
u0 = uk0 in (62). Then, by arguing as in the derivation of (67) where (74) is substituted for (63), we get
that 
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Putting this together with (74) we end up getting that MA(s) � C
�Pn

k=0
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2L2(�0)
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1
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�
for every s 2 (s1;+1). The desired result follows upon taking s 2

�
max

�
s1;

1
4C2

�
;+1

�
in the above

estimate.
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