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Abstract

This paper explores the use of Virtual Reality (VR) to study human-robot interactions during navigation tasks by both immersing a user and a robot in a shared virtual space. VR combines the advantages of being safe (as robots and humans interacting by the means of VR but can physically be in remote places) and ecological (realistic environments are perceived by the robot and the human, and natural behaviors can be observed). Nevertheless, VR can introduce perceptual biases in the interaction and affect in some ways the observed behaviors, which can be problematic when used to acquire experimental data. In our case, not only human perception is concerned, but also the one of the robot which requires to be simulated to perceive the VR world. Thus, the contribution of this paper is twofold. It first provides a technical solution to perform human robot interactions in navigation tasks through VR: we describe how we combine motion tracking, VR devices, as well as robot sensors simulation algorithms to immerse together a human and a robot in a shared virtual space. We then assess a simple interaction task that we replicate in real and in virtual conditions to perform a first estimation of the importance of the biases introduced by the use of VR on both a Human and a robot. Our conclusions are in favor of using VR to study human-robot interactions, and we are developing directions for future work.
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1 Introduction

This work stands at the interface between Virtual Reality and Robotics. The presence of mobile robots in places shared with humans has become a reality. This fact raises the question of the potential risks caused by the navigation techniques used by these robots in these places, which are dynamic and partially unpredictable by nature. Ideally, to ensure an essential level of safety, all possible configurations of interaction between humans and robots should be evaluated. This is tractable through a theoretical approach, but evaluating them empirically is difficult in practice. There are technical issues such as controlling the numerous interaction parameters, but also ethical ones as some of the most interesting configurations to study should present potential risks of collision between humans and robots.

Simulation, i.e., using algorithms to replicate the environment and the robot behaviors, partially mitigates this problem because it offers the possibility of sampling and standardizing a very large number of configurations to study how interactions unroll without the need to have human participants. However, it raises the question of the level of realism of the simulation, and the transposition of its results to real cases. In particular, the modeling of human behaviour largely remains an open problem.

In this work, our idea is to try to reconcile the advantages of simulation tools (effective and safe) with those of empirical tests involving real robots and humans (realistic conditions).

To do this, we use Virtual Reality (VR) to immerse robots and humans in the same virtual workspace in which they can interact with each other. In reality, they evolve in physically separated workspaces, as illustrated in Fig. 1, which removes any risk of the robot hurting the human.

The idea of using VR in the study of human-robot interactions is not new as discussed in Sect. 2. However, to our knowledge, this is the first time that, a mobile robot is immersed together with a human user to allow a natural interaction. Indeed, the novelty of our work lies in the fact that the sensory inputs of both the human and the
robot are simulated, preserving all the mechanisms of decision and action for each of them. For the robot, this means that it responds to the situation using the on-board electronics, algorithms, control and motors: its real capacities are preserved and replicated in the virtual world by motion capturing the resulting motion.

Our objective is also to explore the ability of such platform to generate realistic situations of interaction, i.e., verifying that the simulation of sensory input we generate for the robot and the human are of enough quality to allow a robot and a human to exhibit interaction behaviors which are similar to reality. This is a classical problem in VR when studying the immersion of a human, but this raises novel question concerning the immersion of a robot. Such a goal is however a long term one, we propose in this work a pilot study to explore whether we face the previously observed perception biases on the side of the human user, and we perform a first evaluation of biases which concern the robot sensing.

Our contributions are twofold:

- We provide the technical description of a VR platform. The design of the platform is specifically adapted to the study of human-robot interactions in navigation tasks.

- We perform a pilot evaluation of this platform, mainly to assess the perception of robot motion in the virtual environment by humans and vice-versa. To this end, we observe the influence of this mutual perception on the interaction.

Our first contribution is described in Sect. 3. Our second contribution is presented in Sect. 4. We set a robot and a human in a simple situation of interaction, face-to-face, and give the instruction successively to the robot and the human to preserve a distance between them while the other is moving forward and backward. We compare how this simple task is performed in real and VR conditions. This way, we assess the perception of motion and distances in VR and compare it to the real case. Our results are discussed in Sect. 4.4, before Conclusion.

2 RELATED WORK

This section provides an overview of the work related to our objectives in the areas of human-robot interaction, VR for robotics as well as VR for human behavioral studies.

2.1 Human-Robot Interaction

Service robotics is an expanding field [31, 48] and people have a growing trust and interest in robotics, and more especially in mobile robotics, i.e. robots that have a moving base. This makes human-aware navigation an active topic [22] with many emerging solutions to adapt robots behaviour to the proximity of humans. Such studies fall in the scope of Human-Robot Motion (HRM) defined in [33] as a sub-domain of Human-Robot Interaction (HRI) and focused on mobility aspects. One goal of HRM is to avoid the robot states that can lead to inevitable collisions with a human [18]. The difficulty of this exercise lies within the limits of the robot capabilities to sense and move as well as the predictability of human behaviors [17]. This is why sets of rules and heuristics were proposed to guide the design of robots [10, 42]. Evaluating the capabilities of robots to follow those guidelines is absolutely required before operating them among humans.

The standard work-flow generally includes a validation in simulation, followed by real experiments. For example, [6, 13, 40] used various algorithms to simulate human behaviors during interactions with robots. The use of simulators raises the question of their realism including, for example, the realism of the employed physics engines [21]. Nevertheless, the interest of simulators is undeniable. In particular, the trend is toward using machine learning approaches which are data-intensive, a need that simulator can, at least, partially satisfy. For example, CARLA [14] is becoming popular in the task of creating photo-realistic environments for robot training and evaluation. However, CARLA is dedicated to autonomous driving cars, a field where interactions with humans are limited since pedestrians are almost absent of roads and their behaviors is essentially driven by traffic regulations.

In service robotics, close interactions between humans and robots are the main issues simulators have to face. They generally include simplistic human models. For instance, Chi et al. [6] simulate humans with a simple point moving according to a predefined trajectory and the human-robot interaction is ignored. Real experiments remain then the only valid method to study interactions, at the cost of possible risks for the involved participants. To limit this risk, [27] managed to conduct experiments in real conditions with a lightweight robot moving in a crowded environment.

Positioning. The established practices to evaluate the capabilities of a robot to safely move in proximity with humans are based on two methods: simulation-based and experiment-based evaluations. The level of realism of simulators limits the nature and the usefulness of conclusions. The latter method, experiment-based, raises ethical questions when it comes to evaluating the safety levels of robots, since it requires to set robots and humans in situations of possible danger. This statement justifies the need for an alternative method that can combine the benefit of simulation and real experiment, that is explored in this paper. The means of VR can let real robots and real humans performing an interaction in shared virtual space, whilst they remain physically separated, and thus, without risk of collisions between them. The previous usage of VR in the field of robotics, that also study human behaviors and interactions, is addressed in the next section.

2.2 Virtual Reality for robotics and behavioral experiments

VR provides a unique way to control and manipulate human perception and, for this reason, has been used to study human behavior [38]. Beyond control of perception, the use of VR is also interesting to exactly reproduce situations over several participants, to facilitate data measurement and recording, or to avoid exposing participants at risks, when dangerous situations for them are studied. For example, VR has been used with post-stroke patients [2, 9] or to study emergency evacuation [28].

It is also used to study human locomotion [7, 37, 44] as well as their interactions with other humans [4, 26, 29, 41] or with their environment [25]. In the latter, Lin et al. propose a virtual scene for humans to interact with and suggest that the use cases can be extended to robotics applications. Such application is concretely explored in [20], where VR is used as an interface for industrial collaborative robot control, and in [11], where it is used to teach users how to drive a power wheelchair in safe conditions.

Nevertheless, VR might introduce some experimental biases. For instance, [43] suggests that a real robot is more appealing for humans than a simulated one displayed on a screen. Also, perception in VR is biased. It is known that for instance depth perception [3] is affected, and that objects are perceived closer than they are.

Then, comparing same tasks performed in VR and in real conditions is required to estimate those biases and avoid misinterpretations of experimental results. Such comparisons have been done for many different studies: locomotion toward a goal [1, 8], collision avoidance [1.5, 16, 30], personal space [19, 28], etc. Also, HRI experiments in VR in [23] explore the bias when the human only is immersed in VR. All these studies show that, while there is some quantitative differences, such as slower walking speed or bigger personal space, humans display similar patterns and behaviors in VR.

Positioning. Our objective is to further explore the use of VR for experimenting with robots. To the best of our knowledge, this is the first time that a real robot is immersed in VR in order to make it capable of operating in a real or a virtual environment in the
same way. In the closest work to our [23], the robot and the human positions are tracked based on HTC vive trackers for them to share their mutual position, the robot is not perceiving the human position through its sensors, and the tracking is a low dimensional one (the posture of the human and of the robot are ignored). The robot has direct access to its externally tracked position, thus not dealing with the robot sensing and processing capacities issues. In our case, this requires in particular to simulate the robot’s perception of its virtual environment. In comparison with previous works, we suggest using VR to safely experiment the robot navigation capabilities among humans, while keeping a real robot and real humans in the loop. We then describe in the next Section a platform that fulfills the requirements for such studies. Especially, we decide to immerse both a real robot and a real human in a shared virtual environment, instead of simulated ones, in order to reach a higher degree of realism than simulation. However, because the perception of distance and of motion are crucial in such tasks, our paper first proposes to perform a simple case of interactions in both VR and real world, and to estimate possible biases introduced by the use of VR.

3 Human-robot interactions through virtual reality

In this section, we provide a detailed technical description of our VR platform to study human-robot interactions.

3.1 Overview

Our technical objective, illustrated by Fig. 2, is to create a shared virtual workspace (VW) where the avatar of a human and a robot can interact through VR. We need an accurate representation of the human and its limb in virtual reality, first to give the human a better embodiment feeling, and second to simulate the robot sensors in the VW more realistically. In the same way, the virtual robot should move its joints by mimicking the real robot, so as to provide relevant visual cues to the human. To do so, they both directly control the motion of their avatar using motion capture. The human perceives the VW including the robot motion and its own avatar motion by graphically rendering the VW and displaying it through a Head Mounted Display (HMD). The Robot perceives the VW and the human avatar through virtual sensors that bypass the real ones.

3.2 Equipment

Here is the list of the main components of the platform, which are also represented in Fig. 2:

- A game engine: we used Unity3D [46]. The game engine generates the VW and provides tools and plugins to manage it and to link all the different components.
- A mobile robot: we here used Pepper [32]. It is a humanoid robot with an omni-directional mobile base built by Softbank Robotics to interact with humans. It embeds a processor Intel Atom E3845, and is equipped with Lidar, ultrasound and infrared proximity sensors, RGB cameras and RGB-D cameras to detect the surrounding obstacles. It is programmed to stop if it appears to be too close to an obstacle. The stop distance depends on the speed of the robot (0.30 m for a speed of 0.35 m/s, see [12]).
- A root position tracking system: we used the Vicon [39]. It is able to track multiple rigid objects using infrared cameras and reflective markers. It comes with a software, Tracker 3, which can process data in 1.5ms.
- A body movement tracking system: we used the Xsens suit [47] [36]. The suit is composed of 18 Inertial Measurement Units (IMU) connected together, to estimate the body pose.

Xsens ensure real-time, reliable and accurate human motion analysis, and the suit is easy to set up and calibrate.

- A robot movement tracking system: we used Pepper’s own odometry sensors.
- A VR system: we used the Fove [45]. It embeds a WQHD OLED (2560 X 1440) screen, which specifies a frame rate of 70fps, and a field of view of up to 100 degrees. The Fove tracking system combines IMU sensor and infrared-based tracking. It embeds gaze tracking possibilities even though they are not used in our current solution.

3.3 Workspaces and Virtual Environment

As shown in Fig. 1, there are three different workspaces used by the system. The robot and the human have their own workspace in the real world, and thus remain physically separated. All their actions, physically performed in their respective workspaces, are translated to the VW (see Sect. 3.3). They also both perceive the VW, instead of their respective workspaces (see Sect. 3.5).

The VW is a 3D scene that can be modeled and visualized using Unity. Fig. 2 shows the VW designed specifically for the experiment presented in Sect. 4. To prevent participants and robots to collide with physical obstacles, those in their own workspace should be accurately positioned in the VW (including the walls).

3.4 Sensing Human and Robot Actions

In order to replicate the actions of both the human and the robot in the VW, we need the full body motion. To do so, the human motion is tracked using the Vicon system and the Xsens suit while the robot’s motion is tracked using the Vicon system and its own odometry sensors, as described in figure 2.

In order to track an object with the Vicon system, we need to paste reflective markers all around the object to be detected by the cameras. Then we associate them in the software, creating a specific shape for this object. This system is sensitive to symmetries in the shape, and requires to have enough markers to be visible by the cameras in order to detect the object. The robot has 5 reflective markers on its base and 5 on its head while 7 markers were put on the Fove to track the human. These markers can be seen on the Fove in Fig. 2. The Vicon system is subject to tracking loss which can be caused by occlusions of markers, networking latency, bad lighting condition... Even if these losses are very brief, as we require real time and precise motion capture, they can lead to unrealistic behavior of the avatars. This can break immersion for the human participant, include huge biases or, even worst, lead to increase cybersickness ( [34]). For this reason, a second tracking system is used for the robot and the human.

For the robot, the Vicon tracking system is combined to the robot odometry sensors. The odometry sensors estimate the global position of the robot in the environment, and the joints position relatively to the global position. The odometry sensor of the robot’s base is less precise than the Vicon tracking (or the joint’s sensors) due to friction but does not suffer from data loss. In the end, the robot movement is estimated using the data from the odometry sensors and its global position is periodically calibrated using the Vicon data to prevent any drift on the global position. This estimation is only used to replicate the real robot pose in the virtual environment, however, the robot estimates his pose and global position using its own sensors only, in order to keep the imperfections of the robot odometry. In other words, the accurate positional information of the robot is required to simulate correctly sensed data according to the sensor position configuration.

The participant is equipped with a motion tracking suit Xsens. The Xsens suit estimates the global position of the participant in the environment, and the limb positions relatively to the global position. The embedded IMU accumulates errors over time and the estimated
Figure 2: System overview. A 3D virtual scene, the virtual workspace, is replicated from the 2 separated real workspaces in which the human and the robot move. Participants are embodied in an avatar in the virtual workspace thanks to the combination of the tracking systems. The participant perceives the virtual environment thanks to a Fove HMD. The robot Pepper can move in the robot workspace. A virtual robot mimics the real one in the virtual environment thanks to the tracking system and its sensors. The virtual robot sensors replace the real robot sensors in the control process of the real robot.

3.5 Perception of the Virtual Environment

Human perception The human perceives the VW mostly through vision and tactile sensation. Vision is managed thanks to a head-mounted display (HMD), in our case the Fove. While the human avatar is controlled by another tracking system (see Sect. 3.3), the camera rotation, through which the human perceives the VW, is controlled by IMU sensors of the Fove. Using the Fove sensors allows to be more precise in the calibration and reduces latency issues. This improves the experience of the human and decreases cybersickness. In order to provide the human a greater sense of presence in VR, the 3D environment is accurately replicating the real environment and is superimposed over it. This way, when the human gets to virtually touch a virtual wall, he/she also touch the real wall.

Robot perception First, the real robot perceives the VW based on simulated sensors. Therefore, we need to be able to bypass the sensors embedded into the robot, which might not be possible with a commercial robot. Typically, for the robot Pepper, the framework Naoqi [12] is used to manipulate the robot. The low level controller of this robot is called DCM, part of Naoqi, and handles electronic devices according to commands, then updates the memory with the sensors values. The DCM does not allow us to shut down the real sensors, so we solved this problem by working at the memory level, overwriting the real robot sensor memory as soon as the DCM updated its values.

Sensors Our virtual sensors have to give the same output as real ones. To achieve this, we need to have good knowledge of the robot sensors, by using the data-sheet or testing the sensors in many situations. Our simulated sensors offer the possibility to tune the usual parameters according to the real sensor properties, such as maximum and minimum distance of detection, maximum incidence angle required for detection, field of view, update rate, bit-precision...

In order to provide more realistic sensors simulation, we have the possibility to add various types of noise to any type of sensors. We implemented a Gaussian noise generator, an offset generator and a peak generator, which are configurable and can be added to the output of any kind of sensors described below.

Robot sensor data are generated thanks to the 3D elements of the VW: the scene, and the human avatar. We implemented simulated infrared (IR), ultrasound (US) proximity sensors, 2D laser (LIDAR) sensors, and depth camera (RGB-D), which are the sensors that Pepper uses (Fig. 2). The simulated sensors implementation uses the capabilities of Unity in terms of physics engine and GPU computation.

For the US, IR, and Lidar, the simulated sensors cast a predefined numbers of rays in a given detection zone. These rays are generated by the physics engine which returns a collision point when a ray hits a collider, i.e. a component which defines the shape of an obstacle for the purpose of physical collisions. The rays are cast evenly in the detection zone, according to the predefined number of rays. For a more realistic result, we propose to simulate the fact that such sensors fail to detect obstacles if the incidence angle is too high, by giving the possibility to specify a maximum incidence angle. If the ray hits an object in its path, and the hit angle is smaller than this value, then the object is detected and the distance between the sensor and the hitting point is recorded.

US sensors have specific detection zone, which we propose to approximate by a teardrop function centered on the position and the angle of the sensor in the VW. The simulated US sensor returns the smallest observed value from the set of rays. We propose to approximate the detection zone of a IR sensor by a cone centered on the sensor reference in the VW. The system supervisor can configure the maximum distance of detection, the angle of the cone and the level of sampling. We propose to simulate Lidar sensor by casting rays according to a partial sphere. The system supervisor is able...
to configure the angular resolution, the starting and ending angles, as well as the minimum and maximum range of the LIDAR. RGB cameras are simulated using simple images extracted from Unity. The depth component of the RGB-D camera is simulated using Unity shaders, which are usually in charge of rendering textures. We use them to generate a depth texture, that gives us a gray scale image where each pixel value corresponds to the depth value. Also, the simulated camera is highly configurable (e.g. field of view, resolution...).

4 EVALUATION

4.1 Objectives and Hypotheses

We intend to use our VR platform to study human-robot interactions. To this end, we seek to evaluate the ability of our platform to conduct these studies. In particular, we want to explore robots and humans behaviors by comparing a simple interaction performed both in VR and in reality. Our experiment is however a pilot one: we do not intend to explore novel aspects of perception and behavior in VR. In this new kind of situation of interactions between a robot and a human, we verify that the human perception biases are similar to what was described in the literature, and we report our observations concerning the robot sensing.

We first want to evaluate distant interactions happening in our platform. Our evaluation is based on the experiment of [15], which addresses the question of interpersonal coordination when a pair of participants walk simultaneously. In our case, we replace one of the humans by a robot. We set the robot and the human face-to-face. We give the instruction, alternatively to the robot and to the human, to be the leader, and to perform a back and forth motion. The other one is the follower, and has to keep a constant distance with the leader. Our hypotheses are:

- **H1:** In virtual and real conditions, the trajectories of the participant and the robot will be highly correlated over time.

- **H2:** The virtual condition will induce a higher reaction time from the robot and the participant than the real condition.

- **H3:** In the virtual condition, the human speed will be lower than in real condition, as it is a commonly observed fact [16].

4.2 Experiment Description

**Population** For this pilot study, 7 unpaid participants, recruited via internal mailing lists among students and staff, volunteered for the experiment. (2F, 5M; age: avg. = 27.2 ± 3.89, min=21, max=42). They were all naive to the purpose of the experiment, had normal or correct-to-normal vision, and gave written and informed consent. The study conformed to the declaration of Helsinki, and was approved by the local ethical committee. Because of tracking issues that appeared for 2 participants, only the data from 5 participants were finally used in this paper.

**Conditions** The tasks, detailed below, were performed under two conditions: real and virtual. The condition in which a participant started was chosen randomly.

- **Real condition:** this is our baseline situation. The robot and the human share the same physical workspace. Note that participant head pose was tracked by wearing glasses with reflective markers.

- **Virtual condition:** The participant is immersed with the robot in a virtual copy of the participant workspace. They are physically separated, in their own respective real workspaces, as shown in Fig. 1.

**Tasks** We propose 2 interaction tasks inspired by [15]. We define the interpersonal distance as the euclidean distance between the participant and the robot. The participants were asked to move in coordination with the robot, and always started by the task 1.

- **Task 1:** The robot leads the interaction. The participants were asked to stay in front of the robot and to maintain a constant interpersonal distance between the leader and the follower. The leader was either the robot (task 1) or the participant (task 2), and the task was performed in VR or in real condition.

- **Task 2:** The participant leads the interaction and was asked to have a similar behaviour as the robot in the task 1, as shown in Fig. 3. The participant had to move forward and backward in a periodic movement while facing the robot at all time.

Figure 3: Tasks and Conditions: The leader moved forward and backward with a sinusoidal movement. The follower tried to stay in front of the follower and to maintain a constant interpersonal distance between the leader and the follower. The leader was either the robot (task 1) or the participant (task 2), and the task was perform in VR or in real condition.
The robot, using its real or virtual sensors, tried to maintain a constant interpersonal distance of 1.5 m during one minute, and tried to stay face to face with the participant. Human detection was done with the real-time object detection neural network tiny-YOLO [35]. The obtained bounding box was used for control in orientation. The distance to the human was given by proximity sensors (US and LIDAR).

Experimental design The environment, shown in Fig. 1, was an empty space shaped by a 8mx5m rectangle, surrounded by walls and a protective net. The room was separated in two 4mx5m squares with a floor marking, delimiting the robot and the participant workspace. Participants started either in virtual condition or in real condition, alternatively. At the beginning of the virtual condition, we suggested to the participants to move around and feel the correspondence between the real walls of the room and the virtual walls of the VW. After a training of 1 minute of the task, participants performed two trials of 1 minute each of the experimental tasks for each of these conditions. In total, each participant performed 8 trials of 1 minute (2 Conditions × 2 Tasks × 2 repetitions). A re-calibration of the tracking system was done between each trial.

Collected Data During the experiment, the participant and the robot trajectories were recorded, as well as the robot sensors. Data acquisition used the Vicon system in real condition, and the Xsens suit and the robot inner odometry in virtual condition. The data were acquired with a frequency of 120Hz. Note that since the network communication relies on ROS which does not guarantee hard real-time constraints, this frequency is not precisely respected by the system.

4.4 Results
We sampled the data with a fixed frequency of 100Hz and filtered the data with a linear forward-backward filter, on each of the 60 seconds long records. We choose to limit the analysis according to the preferential direction of the interaction. We temporally normalized the data: we removed the 5 first seconds of each record which correspond to the time the robot needs to be fully stabilized in task 2. The statistics take into account all the values of each trials (5 participants per task, with 2x55 seconds of recording for each condition and each task).

Similarly to [15], we propose to analyze the similarities and delays between the leader and follower positions (which correspond to the robot or the human depending on the task) thanks to a partial cross-correlation over the time for each trial (i.e., performed on a moving time window). Our time window is 10s long, and is moved by steps of 2.5ms. Fig. 4 detail our computation over 1 example trial. More precisely, we estimate the variation of the Pearson correlation coefficient in time based on normalized cross correlation, as well as the variation of the delay between the two signals. This process results into both a Pearson coefficient function as well as a delay function over time. Their distribution is plotted for each participant and condition in Fig. 5.

We use a Lilliefors test [24] on the cross-correlation scores and delays, which rejected the normality hypothesis for each condition and task (p < 0.05 for each test). We then use a Wilcoxon signed rank test between the two conditions, for each task and for each of those variable. Those tests rejected the null hypothesis of zero median (p < 0.05), except for the cross correlation data on task 1 (p = 0.4620).

For each task and condition, we computed the interpersonal distance, at each time step for each trial of each participant, which has a value of [avg:1.39; std:0.05] m and [avg:1.03; std:0.06] m for the task 1 in real condition and virtual condition respectively, and [avg:1.73; std:0.17] m and [avg:1.74; std:0.12] m for the task 2 in real condition and virtual condition respectively.

We also computed the velocity of both the robot and the participant, summarized in the Table 1.

<table>
<thead>
<tr>
<th>Robot velocity</th>
<th>Human velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>VR</td>
</tr>
<tr>
<td>T1</td>
<td>-0.006±0.012</td>
</tr>
<tr>
<td>T2</td>
<td>-0.336; 0.349</td>
</tr>
<tr>
<td></td>
<td>-0.024; 0.086</td>
</tr>
<tr>
<td></td>
<td>-0.422; 0.373</td>
</tr>
</tbody>
</table>

Table 1: Mean and standard deviation (first line of a task), as well as amplitude (second line of a task), of the velocities of the robot and the human for each condition and each task.
We here discuss the results shown in Sect. 4.4. There are however quantitative differences between real and virtual human could anticipate the robot movements. The delays on task 1 are close to 0 for both conditions, which means that the participant is able to realize in time that the robot changed its velocity. Since the participants were able to hear the robot moving, we suppose that in VR they sometimes anticipated the movement of the robot, which explains the positive values for task 1 for participant 4. In [15], where the leader and follower are both humans, the author suggests that instead of anticipating, followers tend to be more reactive. In our case, when the robot was the follower, it was also reactive.

However, when the robot was the leader, it moved fairly slowly and with a predictable movement: the human could anticipate the robot movement efficiently instead of being reactive. Contrary to [15] who observes that velocities are higher when the leader walks backward and the follower forward, we do not observe this in our situation. We believe that the small maximal speed is in cause here, and it was easy for humans to follow the robot. However, it might be due to the way the robot is being controlled: for higher velocities, different controllers might have different influence on the forward and backward speeds of both the robot and the human, as leader or follower. Also, we notice that the average interpersonal distance during task 1 shows that the variable is smaller in VR than in real condition. It is possible that humans experience a fear of collision in the real scenario that is mitigated in VR. Also, when the robot was leading, the security distance (see Sect. 3) between the robot and the human was never reached: the human seems to have a bigger personal space than our robot. Therefore, humans were almost never surprised by brutal stops, which reinforce the idea that human could anticipate the robot movements.

The Fig. 5 shows a high score of cross-correlation for each condition for task 1, and the cross-correlation data for task 1 passed the Wilcoxon signed rank test. This verifies our hypothesis \( H_1 \) for this task, but not the second task. We explain the lower cross-correlation scores for task 2 with the fact that the participants had different pace between each other, while the robot was always moving at the same speed in task 1 with each participant. Also, the participants were attentive to the robot’s movements during the task 2: they were waiting for the robot because it was moving slowly, while the robot in task 1 was always in movement. We observe this behavior in both conditions, therefore this bias is not due to virtual reality.

Also, the participant speed for task 1 and 2 is zero centered, which differs from [15], and has higher maximum values in VR, which contradicts our hypothesis \( H_3 \) and [16]. However, the robot speed overestimated his speed in VR, so we cannot clearly assesses the bias here. For the second task, the small velocity of the robot (\(<0.35\) m/s) constrained the participant speed in both conditions, as explained in the previous paragraph. We believe that the default walking speed is smaller in VR but in our experiment, participants do not even reach their default walking speed. The hypothesis \( H_3 \) is then wrong in this specific case.

Finally, in [15], the trajectories were correlated, thus subjects were totally involved in a bidirectional interaction with mutual influences. We observe this when the experience involves a robot: the human and the robot were imitating each other by simply watching. Even with such a simple controller for the robot, the whole interaction was preserved thanks to the human.

**5 CONCLUSION**

In this paper, we present a new VR platform designed to study interactions between robots and humans. Its main originality is to immerse both a human and a robot in a shared virtual environment. Both the robot sensing as well as the human visual perception are synthetic, but the robot and the human are able to do actions as in real conditions. This is a safe method to study human-robot interactions, and it outperforms the level of realism that can be reached in a pure simulation environment. In particular, the human response to the robot behavior would be difficult to predict based on only algorithms.

In this work, we are concerned by the perception biases introduced by the use of VR technologies. Their effect on the interactions in our pilot study, a simple coordination task performed between a human and a robot, are limited. Thus, it seems that VR could be used to
perform HRI experiments, while the quantitative results should be interpreted with care, since slight differences can be found compared to real experiments.

We believe that our platform fills the gap between simulation and experiments in real conditions. It offers more realistic conditions than simulation, at the cost of setting up more hardware and recruiting participants which takes time, which means less data than if we use simulation. Also, it offers more control, reproducibility of the experiments, and safety than real condition experiments, at the cost of using a complex set up which generate less realistic data than real condition experiments.

We believe that our platform offers new capabilities for VR experiments on HRI, allowing us to directly develop new methodologies to study HRI. We believe that it is absolutely necessary to provide a detailed description of our platform, so in this paper, we designed a simple pilot experiment to introduce the platform as we don’t want important technical aspects to be eluded. Much more ambitious experiments are underway, which rely on the description in this paper.

It seems that latency, induced by the system described in Sect. 3, might be a major source of disturbance for the participant, and can cause cybersickness. The frequency of configurations updates in the VR world for both the human and the robot was 20.6Hz during the presented experiment.

Another limitation is that we used the robot odometry to estimate its motion during the experiment, which is subject to drifts and overestimation of velocity. To solve this issue, we would like to use a Kalman filter using both data from the Vicon tracker and the odometry to have a more precise tracking without any losses. Also, the system described in Sect. 3 is complex and expensive. There are some constraints, such as a limited area of tracking, limited real time capabilities. Each subsystem is subject to potential flaws, and has system requirements that make the whole platform difficult to maintain.

In addition, the robot velocity was limited to a maximum (0.35 m/s), which limited the scope of the results. Some participants reported that they heard the real robot moving around while they were in virtual reality and used this sound of the real robot moving in its own workspace, to synchronize their movement in VR. Some participants were also disturbed by their avatar, which did not perfectly fit their own body in terms of look. Moreover, the HMD we used has a limited field of view which impacts the participants immersion. Concerning the pilot experiment, the number of participants is low (5). However, it is enough to make a proof of concept and to identify ways of improvement. Finally, the tasks put velocities constraints on the participants, and lack of variation as the robot sinusoidal command is always the same during the whole experiment. This limits the variety of interactions, thus the scope of the results.

**Future work**

In the short-term, we must take into account the issues raised by this study to properly validate the platform. To do so, we must first deal with implementation issues. Preliminary optimization (post-experiment) showed that the frequency of data acquisition can reach at least 30Hz (20.6Hz during the experiments). Concerning the robot noise, the long-term solution will implement a second room equipped with a tracking system, synchronized with the tracking of the first room, in order to carry out the experiments in two separate rooms. For the short-term, the participant will be equipped with an active noise-canceling headset to cover the surrounding sound (or to relocate the sound source at the virtual robot position). We are also interested in improving the setup with a bigger tracking room. We would like to enhance the participant perception thanks to a HMD with a bigger field of view. Also, we would like include new sensations to the perception, using wearable haptics. In the long term, we consider adding Xsens systems to enable the participation of multiple users around the robot.

Our pilot study, despite its limitations, already highlight that the perception biases from the robot point of view are not quite of the same nature as the ones from the participant point of view. Once the technical and practical issues are solved, we will be able to conduct a series of experiments to evaluate remaining biases considering new interactions tasks. In particular, we should study the cases in which the robot is performing a motion using a combination of different sinusoids with different frequencies and phase shifts, as well as the case were the human performs a totally free movement, in order to compare more deeply with [15].

In addition, giving more freedom to the human will allow us to study the interaction with more metrics such as path efficiency, shoulder orientation, or jerkiness in the movement. Also, by design, the participant is safe from contacts with the robot and the platform allows to bypass robot security rules and to avoid classical issues in human-robot interactions such as the freezing robot problem.

Hence, we want to use this platform in HRI studies that present risks of collisions. For instance, we want to study human motion behavior before collisions with a robot, and we want to compare different navigation algorithms by reporting on virtual collisions. Moreover, we are highly interested in crossing scenarios (with or without collision-avoidance) and study risks of collision with this setup. Also, we would like to perform experiments with different robots, for instance with a smart power wheelchair. Also, this platform could be used to validate learning based algorithms which have been trained in simulation, and become the bridge between simulation and reality. Finally, generally speaking, we plan to improve the immersion provided by the platform, validate its usage in HRI study as it evolves, and use it in scenarios that present risks of collisions in order to study the human behavior in the presence of a robot, as well as evaluating navigation algorithms according to collisions related metrics.
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