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# Channel estimation: unified view of optimal performance and pilot sequences 

Luc Le Magoarou, Stéphane Paquelet


#### Abstract

Channel estimation is of paramount importance in most communication systems in order to maximize data rate. In modern systems, the possibly large number of transmit/receive antennas and subcarriers makes this task difficult. Several parametric models, either linear or nonlinear, have thus been proposed to ease channel estimation by reducing the dimension of the estimation problem. In this paper, the problem of estimating an object of interest parameterized according to a model, based on noisy complex linear observations is studied. The CramérRao bound (CRB) for this general problem is given, highlighting its key dependency on the introduced variation space. Then, identifiability conditions are given, and the minimal value of the CRB, as well as a general strategy to build minimal length power constrained observation matrices are determined. The results are finally illustrated in a general wideband MIMO context. They allow to retrieve well known previous results, but also to exhibit minimal length optimal pilot sequences in a simple nonlinear physical model setting. Note that the results of this paper are general and could perfectly be used in other applications as well.


Index Terms-Channel estimation, parametric model, CramérRao bound.

## I. Introduction

COMMUNICATION systems make use of a physical channel to convey information between a transmitter and a receiver [1]. Knowing the channel state at both ends of the link allows to maximize the data rate, hence the need to estimate the channel. This can be carried out by sending pilot signals known by both the transmitter and the receiver to gather noisy observations used to estimate the channel.

Recently, the ever-growing need for data rate in modern communication networks led to use channels of very high dimension, which makes channel estimation difficult. For example, it has been recently proposed to use massive multiple input multiple output (massive MIMO) wireless systems [2], [3], [4] with a large number of transmit and receive antennas in the millimeter-wave band [5], [6], where a large bandwidth can be exploited. In that case the channel comprises hundreds or even thousands of complex numbers, whose estimation is a very challenging signal processing problem [7].

In some cases, it is possible to express the channel as a function of a small number of parameters compared to its apparent dimension. This way, the dimension of the channel estimation problem is reduced, which allows to reduce both the estimation error and the quantity of pilots.

[^0]Contributions and organization. In this paper, we study channel estimation based on noisy linear observations and a deterministic channel model, be it linear or not, provided it is differentiable with respect to the parameters. The studied problem is formulated in section II. The notion of variation space is then introduced in section III, where a general result about $\mathbb{R}$-vector spaces is also stated in order to ease the remaining part of the paper. Then, the Cramér-Rao bound (CRB) [8], [9] of the considered problem is stated in section IV-A, where its dependency on the variation space is highlighted. Identifiability conditions on the observation matrices and the minimal number of observations for which they can be fulfilled are given in section IV-B. In section IV-C, we express the minimal variance of any unbiased estimator by optimizing the CRB under a power constraint on the observation matrix. Associated observation matrices of minimal length are also exhibited. Note that the strength of this study lies in its generality, since it encompasses all deterministic models, linear or not, depending on real or complex parameters, and is valid for any unbiased estimator. This renders the obtained results potentially useful well beyond the scope of channel estimation. These results are illustrated in a wideband MIMO context in section V. It is shown that the general framework allows to retrieve well-known results previously established for linear models, but also to derive optimal pilot sequences of minimal length in settings for which they had not been determined yet. The example of a very simple MIMO channel made of a single path is taken to illustrate this fact.

Note that this paper is based on some of our previous work [10], [11], in which the Cramér-Rao bound in the specific case of a physical channel model was stated. The novelty of this paper is that the Cramér-Rao bound is here optimized, and the derivation is more general since it is valid for any parametric model.
Related work. This paper generalizes results obtained in the case of a linear deterministic channel model, both in a MIMO context [12], [13] and for multicarrier systems [14], [15]. A notable difference is that the analysis of the present paper is based on the CRB (which depends only on the model and not on the estimation method) and not directly on the error incurred by a specific estimator, as is the case for the aforementioned papers.

There is also a vast body of literature regarding optimal pilot sequences in a bayesian channel estimation setting [16], [17], [18], for which the channel is assumed to follow a known distribution. In that case, the optimal pilot sequences have to span the space generated by the leading eigenvectors of the channel covariance matrix (which correspond in some
sense to the space most likely to contain the channel). These approaches are different in nature from the one of this paper, since (i) they consider a specific estimator (the linear minimum mean squared error (LMMSE)), and (ii) their objective is to minimize the estimation error in average over the channel distribution. On the other hand, the present paper is estimator independent and its objective can be seen as the minimization of the error for a given channel realization.

Recently, it has also been proposed to look for optimal pilot sequences in a multi-user bayesian setting. In [19], sequences are found by numerical optimization, minimizing a weighted sum of the channel estimation errors of each user. In [20] and [21], heuristics are proposed which amount to send pilot sequences that span the union of the spaces generated by the leading eigenvectors of the channel correlation matrices of all users.

The optimization part of this paper is in spirit similar to the one of [22]. Indeed, in [22] the objective is to find the optimal power constrained covariance matrix which maximizes the mutual information formula. Here, it is to find the optimal power constrained observation matrix which minimizes the CRB. Moreover, the proof of [22] uses a bound on the determinant of a matrix by the product of its diagonal entries, with an equality if and only if the matrix is diagonal (which is the case at the optimal). Here, we use a bound on the trace of the inverse of a matrix by the sum of the inverses of its diagonal entries, with an equality also if and only if the matrix is diagonal (which is also the case at the optimal).

## II. Problem formulation

Notations. Matrices and vectors are denoted by bold uppercase and lower-case letters: A and a (except 3D "spatial" vectors that are denoted $\vec{a}$ ); the $i$ th column of a matrix A by $\mathbf{a}_{i}$; its entry at the $i$ th line and $j$ th column by $a_{i j}$. $\mathbf{A}_{[i: j,:]}$ denotes the matrix built taking the rows $i$ to $j$ of $\mathbf{A}$ (matlab style indexing). A matrix transpose, conjugate and transconjugate is denoted by $\mathbf{A}^{T}, \mathbf{A}^{*}$ and $\mathbf{A}^{H}$ respectively. The trace of a linear transformation represented by $\mathbf{A}$ is denoted $\operatorname{Tr}(\mathbf{A})$. The linear span of a set of vectors $\mathcal{A}$ and its dimension (if it is a vector space) are denoted: $\operatorname{span}_{\mathbb{R}}(\mathcal{A})$ and $\operatorname{dim}_{\mathbb{R}}(\mathcal{A})$ when considering linear combinations with real coefficients, or $\operatorname{span}_{\mathbb{C}}(\mathcal{A})$ and $\operatorname{dim}_{\mathbb{C}}(\mathcal{A})$ when considering linear combinations with complex coefficients. The orthogonal complement of a subspace $\mathcal{W}$ is denoted $\mathcal{W}^{\perp}$. The Kronecker product is denoted by $\otimes$.The identity matrix is denoted by Id. $\mathcal{C N}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ denotes the standard complex gaussian distribution with mean $\boldsymbol{\mu}$ and covariance $\boldsymbol{\Sigma} \mathbb{E}(\cdot)$ denotes the expectation and $\operatorname{cov}(\cdot)$ the covariance of its argument.

We consider the general channel estimation setting where a channel $\mathbf{h} \in \mathbb{C}^{N_{d}}$ is to be estimated, where $N_{d}$ is the number of complex dimensions of the channel. We assume it is deterministic and follows a parametric model depending on $N_{p}$ real parameters. It can then be seen as a function $\mathbf{h}: \mathbb{R}^{N_{p}} \rightarrow \mathbb{C}^{N_{d}}$ that maps each parameters value to the corresponding channel (we will denote the channel indifferently $\mathbf{h}$ or $\mathbf{h}(\boldsymbol{\theta})$ depending on the context). Note that this is the most generic setting since
complex parameters can always be decomposed into real and imaginary parts (or modulus and angle) and thus correspond to two real parameters each. The only assumption that we make about the channel model is that the function $h$ is differentiable with respect to the parameters.

Estimation is made based on $N_{m}$ noisy linear measurements of the form

$$
\begin{equation*}
\mathbf{y}=\mathbf{M}^{H} \mathbf{h}+\mathbf{n} \tag{1}
\end{equation*}
$$

where $\mathbf{n} \in \mathbb{C}^{N_{m}}$ corresponds to the noise whose entries are assumed i.i.d. complex gaussians of variance $\sigma^{2}$, so that $\mathbf{n} \sim \mathcal{C N}\left(\mathbf{0}, \sigma^{2} \mathbf{I} \mathbf{d}_{N_{m}}\right)$, and $\mathbf{M} \in \mathbb{C}^{N_{d} \times N_{m}}$ is the observation matrix, which is entirely determined by the pilot sequences sent by the emitter and the combining operations done at the receiver. this way of expressing the observations is very general (an example in a MIMO wideband context is given in section $V$ ).

The estimator of the parameters is a function mapping obervations to estimates, denoted $\hat{\boldsymbol{\theta}}: \mathbb{C}^{N_{m}} \rightarrow \mathbb{R}^{N_{p}}$. The estimate $\hat{\boldsymbol{\theta}}(\mathbf{y})$ will be denoted $\hat{\boldsymbol{\theta}}$ (as the estimator) for shorter notations. The channel estimate is given by the model function, as $\mathbf{h}(\hat{\boldsymbol{\theta}})$.

The error is measured by the mean squared error (MSE):

$$
\begin{aligned}
\operatorname{MSE}(\hat{\boldsymbol{\theta}}) & \triangleq \mathbb{E}\left[\|\mathbf{h}(\boldsymbol{\theta})-\mathbf{h}(\hat{\boldsymbol{\theta}})\|_{2}^{2}\right] \\
& =\|\mathbf{h}(\boldsymbol{\theta})-\mathbb{E}[\mathbf{h}(\hat{\boldsymbol{\theta}})]\|_{2}^{2}+\mathbb{E}\left[\|\mathbf{h}(\hat{\boldsymbol{\theta}})-\mathbb{E}[\mathbf{h}(\hat{\boldsymbol{\theta}})]\|_{2}^{2}\right]
\end{aligned}
$$

where the expectation is taken over the noise distribution, and the second line corresponds to the well-known bias-variance decomposition [23]. We assume throughout the paper that the considered channel estimators are unbiased with respect to $\mathbf{h}(\boldsymbol{\theta})$, which reads $\mathbb{E}[\mathbf{h}(\hat{\boldsymbol{\theta}})]=\mathbf{h}(\boldsymbol{\theta})$. It follows

$$
\begin{equation*}
\operatorname{MSE}(\hat{\boldsymbol{\theta}})=\mathbb{E}\left[\|\mathbf{h}(\hat{\boldsymbol{\theta}})-\mathbb{E}[\mathbf{h}(\hat{\boldsymbol{\theta}})]\|_{2}^{2}\right]=\operatorname{Tr}[\operatorname{cov}(\mathbf{h}(\hat{\boldsymbol{\theta}}))] \tag{2}
\end{equation*}
$$

This way, the bias is null and the MSE is entirely due to the variance of the estimator $\mathbf{h}(\hat{\boldsymbol{\theta}})$.

In this paper, we express this variance term as a function of the observation matrix and optimize it under a power constraint in order to exhibit optimal pilot sequences and the associated minimal variance, for any deterministic channel model.

## III. Variation space

In this section, the notion of variation space, which plays a central role in the analysis we propose, is first introduced. Then, a result allowing to decompose it in order to ease the following analysis is stated.

## A. Preliminaries

We begin this section by defining notions needed for our analysis. First, let $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}} \triangleq\left(\frac{\partial \mathbf{h}}{\partial \theta_{1}}, \ldots, \frac{\partial \mathbf{h}}{\partial \theta_{N_{p}}}\right) \in \mathbb{C}^{N_{d} \times N_{p}}$ be the complex gradient of the channel with respect to its real parameters. We will make extensive use of the set defined below.

Definition 1. (Variation space) Let the set

$$
\mathcal{V}_{\boldsymbol{\theta}} \triangleq\left\{\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}} \mathbf{x}, \mathbf{x} \in \mathbb{R}^{N_{p}}\right\}
$$

be the variation space around the parameters value $\boldsymbol{\theta}$. This is the set corresponding to the potential directions of variation of the channel due to infinitesimal variations in the parameters value.

It is interesting to note that the variation space has the structure of an $\mathbb{R}$-vector space, since it contains all linear combinations of the columns of $\frac{\partial \mathbf{h}}{\partial \theta}$ with real coefficients. However, $\mathcal{V}_{\boldsymbol{\theta}}$ is not necessarily a $\mathbb{C}$-vector space, since it does not contain all linear combinations of the columns of $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}$ with complex coefficients. This subtle distinction will play a major role in the subsequent analysis, as evidenced in section IV. To makes things clearer, we define also the real inner product $\langle\mathbf{x}, \mathbf{y}\rangle_{\mathbb{R}} \triangleq \mathfrak{R e}\left\{\mathbf{x}^{H} \mathbf{y}\right\}$. Two vectors $\mathbf{x}$ and $\mathbf{y}$ are said to be real-orthogonal (or $\mathbb{R}$-orthogonal) if $\langle\mathbf{x}, \mathbf{y}\rangle_{\mathbb{R}}=0$. Let $\mathcal{E}$ be a $\mathbb{R}$-vector space, we denote $\operatorname{dim}_{\mathbb{R}}(\mathcal{E})$ its dimension with the scalar field $\mathbb{R}$. Similarly, we denote the classical complex inner product $\langle\mathbf{x}, \mathbf{y}\rangle_{\mathbb{C}} \triangleq \mathbf{x}^{H} \mathbf{y}$, and two vectors $\mathbf{x}$ and $\mathbf{y}$ are said to be complex-orthogonal ((or $\mathbb{C}$-orthogonal)) if $\langle\mathbf{x}, \mathbf{y}\rangle_{\mathbb{C}}=0$. Let $\mathcal{F}$ be a $\mathbb{C}$-vector space, we denote $\operatorname{dim}_{\mathbb{C}}(\mathcal{F})$ its dimension with the scalar field $\mathbb{C}$. Note that any $\mathbb{C}$-vector space is also a $\mathbb{R}$-vector space of doubled dimension, so that $\operatorname{dim}_{\mathbb{R}}(\mathcal{F})=2 \operatorname{dim}_{\mathbb{C}}(\mathcal{F})$.

## B. Decomposition of the variation space

As stated in the previous subsection, the set $\mathcal{V}_{\boldsymbol{\theta}}$ is an $\mathbb{R}$ vector space but not necessarily a $\mathbb{C}$-vector space. Indeed, the set $\mathcal{V}_{\boldsymbol{\theta}}$ is lacking stability when multiplying with the imaginary constant j to be a $\mathbb{C}$-vector space. However, the eigenspaces of the matrix $\mathbf{M M}{ }^{H}$ are intrinsically $\mathbb{C}$-vector spaces, so that it is necessary to characterize the set $\mathcal{V}_{\boldsymbol{\theta}}$ with respect to $\mathbb{C}$-vector spaces in order to fully understand the relationship between the variation space and the observation matrix, as will be useful when analyzing the CRB.

1) General result: To do so, let us first state an important result that will help decomposing $\mathcal{V}_{\boldsymbol{\theta}}$ into a direct sum of $\mathbb{C}$ orthogonal subspaces.

Lemma 1. (i) Any $\mathbb{R}$-vector space $\mathcal{E}$ of dimension d that belongs to a $\mathbb{C}$-vector space $\mathcal{F}$ (containing $\mathfrak{j} \mathcal{E}$ ) can be decomposed into the direct sum of subspaces of dimension 2 (and possibly a subspace of dimension one if $d$ is odd) that are mutually $\mathbb{C}$-orthogonal. (ii) The subspaces of the aforementioned decomposition belong to eigenspaces of $\mathbf{P}_{\mathcal{E}} \circ \mathbf{P}_{\mathfrak{j} \mathcal{E}}$, where $\mathbf{P}_{\mathcal{E}}$

Proof. (i) The general strategy of the proof is to exhibit an $\mathbb{R}$-orthonormal basis of $\mathcal{E}$ in which vectors can be grouped by two so that vectors of different groups are $\mathbb{C}$-orthogonal. The first step of the proof amounts to link the real and complex inner products as

$$
\begin{equation*}
\langle\mathbf{a}, \mathbf{b}\rangle_{\mathbb{C}}=\mathfrak{R e}\left\{\mathbf{a}^{H} \mathbf{b}\right\}+\mathrm{j} \mathfrak{I m}\left\{\mathbf{a}^{H} \mathbf{b}\right\}=\langle\mathbf{a}, \mathbf{b}\rangle_{\mathbb{R}}+\mathrm{j}\langle\mathbf{j} \mathbf{a}, \mathbf{b}\rangle_{\mathbb{R}} \tag{3}
\end{equation*}
$$

Now, the idea is to maximize the second term of this sum (which will automatically cancel the first one) in order to build recursively an $\mathbb{R}$-orthonormal basis of $\mathcal{E}$ with the sought properties. To do so, let us choose

$$
\begin{equation*}
\left(\mathbf{v}_{1}, \mathbf{w}_{1}\right) \in \underset{\substack{(\mathbf{v}, \mathbf{w}) \in \mathcal{E}^{2} \\\|\mathbf{v}\|_{2}=\|\mathbf{w}\|_{2}=1}}{\operatorname{argmax}}\langle\mathbf{v}, \mathbf{j} \mathbf{w}\rangle_{\mathbb{R}}, \tag{4}
\end{equation*}
$$

which necessarily exist since the function $\langle\mathbf{v}, \mathrm{jw}\rangle_{\mathbb{R}}$ to maximize is continuous and the constraint set is compact. Moreover, let

$$
\begin{equation*}
c_{1} \triangleq \max _{\substack{(\mathbf{v}, \mathbf{w}) \in \mathcal{E}^{2} \\\|\mathbf{v}\|_{2}=\|\mathbf{w}\|_{2}=1}}\langle\mathbf{v}, \mathbf{j} \mathbf{w}\rangle_{\mathbb{R}}=\left\langle\mathbf{v}_{1}, \mathbf{j} \mathbf{w}_{1}\right\rangle_{\mathbb{R}} \tag{5}
\end{equation*}
$$

Note that by the Cauchy-Schwarz inequality, $c_{1} \leq 1$. Moreover, $c_{1} \geq 0$ because if $\langle\mathbf{v}, \mathbf{j} \mathbf{w}\rangle_{\mathbb{R}} \leq 0$, then $\langle-\mathbf{v}, \mathbf{j w}\rangle_{\mathbb{R}} \geq$ $\langle\mathbf{v}, \mathbf{j} \mathbf{w}\rangle_{\mathbb{R}}$. The case $c_{1}=0$ is easily handled since in that case, any $\mathbb{R}$-orthogonal basis is automatically also $\mathbb{C}$-orthogonal and (i) is proven. For the case $0<c_{1} \leq 1$, let us write the Lagrangian of the constrained maximization problem (4):
$\mathcal{L}(\mathbf{v}, \mathbf{w}, \alpha, \beta) \triangleq\langle\mathbf{v}, \mathbf{j} \mathbf{w}\rangle_{\mathbb{R}}+\alpha\left(\langle\mathbf{v}, \mathbf{v}\rangle_{\mathbb{R}}-1\right)+\beta\left(\langle\mathbf{w}, \mathbf{w}\rangle_{\mathbb{R}}-1\right)$, where $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R}$ are the Lagrange multipliers (voluntarily ignoring the constraint $(\mathbf{v}, \mathbf{w}) \in \mathcal{E}^{2}$ for now). Differentiating it with respect to $\mathbf{v}$ and $\mathbf{w}$ and writing the optimality conditions (introducing the constraint $\left.(\mathbf{v}, \mathbf{w}) \in \mathcal{E}^{2}\right)$ yields $\forall \mathbf{z} \in \mathcal{E}$,

$$
\begin{equation*}
\left\langle j \mathbf{w}_{1}+2 \alpha \mathbf{v}_{1}, \mathbf{z}\right\rangle_{\mathbb{R}}=0 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\mathbf{j} \mathbf{v}_{1}+2 \beta \mathbf{w}_{1}, \mathbf{z}\right\rangle_{\mathbb{R}}=0 \tag{7}
\end{equation*}
$$

From there, injecting $\mathbf{z}=\mathbf{v}_{1}$ in (6) (resp. $\mathbf{z}=\mathbf{w}_{1}$ in (7)) yields $-2 \alpha=c_{1}$ (resp. $2 \beta=c_{1}$ ). Moreover, injecting $\mathbf{z}=\mathbf{w}_{1}$ in (6) yields $\mathbf{v}_{1} \perp_{\mathbb{R}} \mathbf{w}_{1}$, so that $\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{v}_{1}, \mathbf{w}_{1}\right\}\right)$ is of dimension two. Moreover, if $\mathbf{z} \in \mathcal{E}$ is $\mathbb{R}$-orthogonal to both $\mathbf{v}_{1}$ and $\mathbf{w}_{1}$, then (6) implies that $\mathbf{z} \perp_{\mathbb{C}} \mathbf{w}_{1}$ and (7) implies that $\mathbf{z} \perp_{\mathbb{C}} \mathbf{v}_{1}$. This means that $\mathcal{E}$ can be decomposed into the direct sum of a subspace of dimension $2\left(\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{v}_{1}, \mathbf{w}_{1}\right\}\right)\right)$ and a subspace of dimension $d-2$ (containing all the $\mathbf{z} \in \mathcal{E}$ that are $\mathbb{R}$ orthogonal to both $\mathbf{v}_{1}$ and $\mathbf{w}_{1}$ ) that are $\mathbb{C}$-orthogonal. The exact same reasoning can then be re-applied to the subspace of dimension $d-2$ to prove the lemma by descent, introducing the vectors $\mathbf{v}_{2}$ and $\mathbf{w}_{2}$ as the solution of (4) on this subspace and the quantity $c_{2}$ as the inner product $\left\langle\mathbf{v}_{2}, \mathbf{j} \mathbf{w}_{2}\right\rangle$. The descent stops when the dimension of the remaining subspace is strictly smaller than two, so that if $d$ is odd, the last subspace of the decomposition is of dimension one.
(ii) Now, let us prove that the subspace of dimension two identified at each step necessarily belongs to an eigenspace of the operator $\mathbf{P}_{\mathcal{E}} \circ \mathbf{P}_{\mathrm{j} \mathcal{E}}$. First of all, by the Hilbert projection theorem, for any $\mathbf{x} \in \mathcal{F}$ we can define $\mathbf{P}_{\mathcal{E}} \mathbf{x} \triangleq$ $\operatorname{argmin}_{\mathbf{s} \in \mathcal{E}}\|\mathbf{x}-\mathbf{s}\|_{2}$ and $\mathbf{P}_{\mathbf{j} \mathcal{E}} \mathbf{x} \triangleq \operatorname{argmin}_{\mathbf{s} \in \mathrm{j} \mathcal{E}}\|\mathbf{x}-\mathbf{s}\|_{2}$, which are the orthogonal projections of $\mathbf{x}$ onto $\mathcal{E}$ and $j \mathcal{E}$. One can notice that the two projections are linked since $\mathbf{P}_{\mathcal{E}}(\mathrm{j} \mathbf{x})=\mathrm{j} \mathbf{P}_{\mathrm{j} \mathcal{E}} \mathbf{x}$. Then, combining the definition of the projection operators with (4) and (5) yields

$$
c_{1} \mathbf{v}_{1}=\mathbf{P}_{\mathcal{E}}\left(\mathrm{j} \mathbf{w}_{1}\right)=\mathrm{j} \mathbf{P}_{\mathrm{j} \mathcal{E}} \mathbf{w}_{1}
$$

and

$$
c_{1} \mathbf{w}_{1}=\mathbf{P}_{\mathcal{E}}\left(\mathrm{j} \mathbf{v}_{1}\right)=\mathrm{j} \mathbf{P}_{\mathrm{j} \mathcal{E}} \mathbf{v}_{1}
$$

Combining these two equations, we get

$$
\mathbf{P}_{\mathcal{E}} \circ \mathbf{P}_{\mathrm{j} \mathcal{E}}\left(\mathbf{v}_{1}\right)=-c_{1}^{2} \mathbf{v}_{1}
$$

and

$$
\mathbf{P}_{\mathcal{E}} \circ \mathbf{P}_{\mathfrak{j} \mathcal{E}}\left(\mathbf{w}_{1}\right)=-c_{1}^{2} \mathbf{w}_{1}
$$

which proves our claim for the first step of the descent. The exact same reasoning can be applied at each subsequent step of the descent.

It is interesting to notice that another (more algebraic) proof of this lemma is possible, which gives a practical way to obtain the basis vectors corresponding to the decomposition. Indeed, let $\mathbf{U}$ be any matrix whose columns form an $\mathbb{R}$-orthonormal basis of $\mathcal{E}$. Then,

$$
\mathbf{U}^{H} \mathbf{U}=\mathbf{I d}+\mathrm{j} \mathbf{A}
$$

where the matrix $\mathbf{A}=\mathfrak{I m}\left\{\mathbf{U}^{H} \mathbf{U}\right\}$ is skew-symmetric, so that it admits the following normal form [24, Theorem 8.16] :

$$
\mathbf{Q}^{T} \mathbf{A Q}=\left(\begin{array}{cccccc}
0 & -c_{1} & & & & \\
c_{1} & 0 & & & & \\
& & 0 & -c_{2} & & \\
& & c_{2} & 0 & & \\
& & & & \ddots & \\
& & & & & 0
\end{array}\right) \triangleq \boldsymbol{\Gamma}
$$

with $\mathbf{Q} \in \mathbb{R}^{d \times d}$ a real orthogonal matrix $\left(\mathbf{Q}^{T} \mathbf{Q}=\mathbf{I d}\right)$ whose columns are eigenvectors of the symmetric positive semidefinite matrix $\mathbf{A}^{T} \mathbf{A}=-\mathbf{A}^{2}$ (whose nonzero eigenvalues are all of multiplicity two and correspond to $c_{1}^{2}, c_{2}^{2}, \ldots$ ), and where $0 \leq c_{k} \leq 1, \forall k$. This yields
$\mathbf{Q}^{T} \mathbf{U}^{H} \mathbf{U Q}=\mathbf{I} \mathbf{d}+\mathbf{j} \boldsymbol{\Gamma}=\left(\begin{array}{cccccc}1 & -\mathrm{j} c_{1} & & & & \\ \mathrm{j} c_{1} & 1 & & & & \\ & & 1 & -\mathrm{j} c_{2} & & \\ & & \mathrm{j} c_{2} & 1 & & \\ & & & & \ddots & \\ & & & & & 1\end{array}\right)$,
so that the columns of the matrix $\mathbf{U Q}$ form an $\mathbb{R}$-orthonormal basis of $\mathcal{E}$ in which vectors can be grouped by two so that vectors of different groups are $\mathbb{C}$-orthogonal. This is exactly the main claim of lemma 1.

We preferred giving a geometric proof here in order to give more insight on the interaction between $\mathbb{R}$-vector spaces and $\mathbb{C}$-vector spaces. Indeed, our proof highlights the fact that the quantity $c_{i}$ can be nicely interpreted as the squared cosine of the $i$-th principal angle [25] between $\mathcal{E}$ and $\mathrm{j} \mathcal{E}$.
2) Application to $\mathcal{V}_{\theta}$ : Applying lemma 1 to the variation space $\mathcal{V}_{\boldsymbol{\theta}}$ (assuming it is of dimension $N_{p}$ and $N_{p}$ is even), it is possible to decompose it as

$$
\begin{equation*}
\mathcal{V}_{\boldsymbol{\theta}}=\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{v}_{1}, \mathbf{w}_{1}, \ldots, \mathbf{v}_{\frac{N_{p}}{2}}, \mathbf{w}_{\frac{N_{p}}{2}}\right\}\right) \tag{8}
\end{equation*}
$$

where $\mathbf{v}_{m}^{H} \mathbf{v}_{n}=\delta_{m n}, \mathbf{w}_{m}^{H} \mathbf{w}_{n}=\delta_{m n}$ and $\mathbf{v}_{m}^{H} \mathbf{w}_{n}=-\delta_{m n j} c_{m}$ ( $\delta$ being the Kronecker symbol). Let us introduce the matrix

$$
\begin{equation*}
\mathbf{V} \triangleq\left(\mathbf{v}_{1}, \mathbf{w}_{1}, \ldots, \mathbf{v}_{\frac{N_{p}}{2}}, \mathbf{w}_{\frac{N_{p}}{2}}\right) \tag{9}
\end{equation*}
$$

whose columns form an $\mathbb{R}$-orthonormal basis of $\mathcal{V}_{\boldsymbol{\theta}}$. Similarly, if $N_{p}$ is odd, the decomposition reads

$$
\begin{equation*}
\mathcal{V}_{\boldsymbol{\theta}}=\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{v}_{1}, \mathbf{w}_{1}, \ldots, \mathbf{v}_{\left\lfloor\frac{N_{p}}{2}\right\rfloor}, \mathbf{w}_{\left\lfloor\frac{N_{p}}{2}\right\rfloor}, \mathbf{v}_{\left\lfloor\frac{N_{p}}{2}\right\rfloor+1}\right\}\right) \tag{10}
\end{equation*}
$$

where $\mathbf{v}_{m}^{H} \mathbf{v}_{n}=\delta_{m n}, \mathbf{w}_{m}^{H} \mathbf{w}_{n}=\delta_{m n}$ and $\mathbf{v}_{m}^{H} \mathbf{w}_{n}=-\delta_{m n} \mathbf{j} c_{m}$, and the matrix $\mathbf{V}$ can be built the same way. In practice, the matrix $\mathbf{V}$ can be obtained by exhibiting any matrix $\mathbf{U}$ whose columns form an $\mathbb{R}$-orthonormal basis of $\mathcal{V}_{\boldsymbol{\theta}}$, then finding a matrix $\mathbf{Q}$ whose columns form a basis of eigenvectors for the matrix $-\mathfrak{I m}\left\{\mathbf{U}^{H} \mathbf{U}\right\}^{2}$ (eigenvalues sorted in decreasing order). Then, we simply have $\mathbf{V}=\mathbf{U Q}$ and $c_{k}$ corresponds to the square root of the $k$-th greatest eigenvalue of $-\mathfrak{I m}\left\{\mathbf{U}^{H} \mathbf{U}\right\}^{2}$.

## IV. CRAMÉR-RAO BOUND AND OPTIMAL OBSERVATION MATRICES

In this section, the Cramér-Rao bound is analyzed in order to exhibit optimal observation matrices, from which can be deduced optimal pilot sequences. The expression of the CRB is first given. The identifiability of the parameters is then studied. Finally, optimal observations matrices under a power constraint are characterized.

## A. Expression of the $C R B$

Let us give a general expression for the Cramér-Rao bound [8], [9], which is a lower bound on the variance of any unbiased estimator. The complex CRB [26] takes the form

$$
\operatorname{CRB}(\boldsymbol{\theta}, \mathbf{M}) \triangleq \operatorname{Tr}\left[\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}} \mathbf{I}(\boldsymbol{\theta}, \mathbf{M})^{-1}{\frac{\partial \mathbf{h}}{}{ }^{H}}^{\boldsymbol{\theta}}\right]
$$

where $\mathbf{I}(\boldsymbol{\theta}, \mathbf{M}) \in \mathbb{R}^{N_{p} \times N_{p}}$ is the Fisher information matrix (FIM) which quantifies the amount of information about the parameters $\boldsymbol{\theta}$ that the observation $\mathbf{y}$ carries when using the observation matrix $\mathbf{M}$. This is a lower bound in the sense that

$$
\operatorname{Tr}[\operatorname{cov}(\mathbf{h}(\hat{\boldsymbol{\theta}}))] \geq \operatorname{CRB}(\boldsymbol{\theta}, \mathbf{M})
$$

In the general setting we consider, the CRB can be expressed in a very simple way, as shown by the following theorem.

Theorem 1. Provided $\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)=N_{p}$, the Cramér-Rao bound is expressed as

$$
C R B(\boldsymbol{\theta}, \mathbf{M})=\frac{\sigma^{2}}{2} \operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}^{-1}\right]
$$

where $\mathbf{U}$ is any matrix whose columns form an $\mathbb{R}$-orthonormal basis of the variation space $\mathcal{V}_{\boldsymbol{\theta}}$.

Proof. The observation defined in (1) follows a gaussian distribution,

$$
\mathbf{y} \sim \mathcal{C N}\left(\mathbf{M}^{H} \mathbf{h}, \sigma^{2} \mathbf{I} \mathbf{d}\right)
$$

so that the FIM is given by the Slepian-Bangs formula [27], [28], [29]:

$$
\mathbf{I}(\boldsymbol{\theta}, \mathbf{M})=\frac{2}{\sigma^{2}} \mathfrak{R e}\left\{{\frac{\partial \mathbf{h}^{H}}{\partial \boldsymbol{\theta}}}^{H} \mathbf{M}^{H} \frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}\right\}
$$

In this form, the FIM is difficult to invert, because it involves the real part of a complex matrix. In [10], we proposed to use real representations of complex matrices to get rid of this problem. Here, in order to gain a deeper geometric understanding of the bound, let us use the Gram-Schmidt
process on the gradient matrix $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}$, with the real inner product $\langle., .\rangle_{\mathbb{R}}$ to decompose it as

$$
\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}=\mathbf{U R}
$$

where $\mathbf{U} \in \mathbb{C}^{N_{d} \times K}$ is a matrix whose columns are $\mathbb{R}$ orthonormal (meaning that $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{U}\right\}=\mathbf{I d}_{K}$ ), $\mathbf{R} \in$ $\mathbb{R}^{K \times N_{p}}$ is a real upper-triangular matrix, and $K=\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)$. This decomposition of the gradient matrix allows to rewrite the FIM

$$
\mathbf{I}(\boldsymbol{\theta}, \mathbf{M})=\frac{2}{\sigma^{2}} \mathbf{R}^{T} \mathfrak{R} \mathfrak{e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\} \mathbf{R}
$$

since $\mathfrak{R e}\left\{\mathbf{A}^{H} \mathbf{B} \mathbf{A}\right\}=\mathbf{A}^{T} \mathfrak{R e}\{\mathbf{B}\} \mathbf{A}$ as soon as $\mathbf{A}$ is a real matrix. Now, if and only if $\mathbf{R}$ is invertible, which is equivalent to $K=N_{p}$, the CRB is expressed

$$
\begin{aligned}
& \mathbf{C R B}(\boldsymbol{\theta}, \mathbf{M})=\operatorname{Tr}\left[\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}} \mathbf{I}(\boldsymbol{\theta}, \mathbf{M})^{-1} \frac{\partial \mathbf{h}^{H}}{\partial \boldsymbol{\theta}}\right]^{-1} \\
& =\frac{\sigma^{2}}{2} \operatorname{Tr}\left[\mathbf{U R} \mathbf{R}^{-1} \mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}^{-1} \mathbf{R}^{-T} \mathbf{R}^{T} \mathbf{U}^{H}\right] \\
& =\frac{\sigma^{2}}{2} \operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}^{-1}\right] .
\end{aligned}
$$

In order to conclude, one can remark that
$\operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}^{-1}\right]=\operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{Q}^{T} \mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U Q}\right\}^{-1}\right]$
for any real orthogonal matrix $\mathbf{Q} \in \mathbb{R}^{N_{p} \times N_{p}}$, so that the equation holds true for any matrix whose columns form an $\mathbb{R}$-orthogonal basis of $\mathcal{V}_{\boldsymbol{\theta}}$.

The result of this theorem shows an invariance property, it is true for any matrix $\mathbf{U}$ whose columns are an $\mathbb{R}$-orthonormal basis of $\mathcal{V}_{\boldsymbol{\theta}}$. Moreover, the matrix $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}$ can be given a nice interpretation. Indeed, the orthogonal projection $\mathbf{P}_{\mathcal{V}_{\theta}} \mathbf{z}$ of any vector $\mathbf{z}$ onto $\mathcal{V}_{\boldsymbol{\theta}}$ is expressed

$$
\mathbf{P}_{\mathcal{V}_{\theta}} \mathbf{z}=\sum_{i=1}^{N_{p}}\left\langle\mathbf{u}_{i}, \mathbf{z}\right\rangle_{\mathbb{R}} \mathbf{u}_{i}=\mathbf{U \Re e}\left\{\mathbf{U}^{H} \mathbf{z}\right\},
$$

so that $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{z}\right\}$ corresponds to the coordinates of the projection in the basis given by $\mathbf{U}$. Now, if $\mathbf{z}=\mathbf{M M}^{H} \mathbf{t}$ with $\mathbf{t} \in \mathcal{V}_{\boldsymbol{\theta}}$ then $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{t}\right\}=\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\} \mathbf{r}$ for some $\mathbf{r} \in \mathbb{R}^{N_{p}}$ corresponding to the coordinates of $\mathbf{t}$ in the basis given by $\mathbf{U}$. It means that $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}$ is the matrix that corresponds to the operator $\mathbf{P}_{\mathcal{V}_{\theta}} \mathbf{M M}{ }^{H}$ restricted to $\mathcal{V}_{\boldsymbol{\theta}}$ when expressed in the basis given by $\mathbf{U}$. Such an operator corresponds to the notion of compression in functional analysis.

Definition 2. (Compression [30, p.120]) Let $\mathcal{H}$ be a subspace of a Hilbert space $\mathcal{K}$, let $\mathbf{P}_{\mathcal{H}}$ be the orthogonal projection from $\mathcal{K}$ onto $\mathcal{H}$, and let $\mathbf{B}: \mathcal{K} \rightarrow \mathcal{K}$ be a linear operator on $\mathcal{K}$. The linear operator $\mathbf{A}: \mathcal{H} \rightarrow \mathcal{H}$ is the compression of $\mathbf{B}$ to $\mathcal{H}$, denoted $[\mathbf{B}]_{\mathcal{H}}$, if

$$
\mathbf{A} \mathbf{x}=\mathbf{P}_{\mathcal{H}} \mathbf{B} \mathbf{x}, \quad \forall \mathbf{x} \in \mathcal{H}
$$

In the following, and when no confusion is possible, we denote the same way a matrix $\mathbf{A}$ and the operator associated
to the multiplication by $\mathbf{A}$. Moreover, for an operator $\mathbf{A}$ : $\mathcal{H} \rightarrow \mathcal{H}$ where $\mathcal{H}$ is a $\mathbb{K}$-vector space $(\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$ ), we define its trace as

$$
\operatorname{Tr}[\mathbf{A}] \triangleq \sum_{i=1}^{N_{p}}\left\langle\mathbf{v}_{i}, \mathbf{A} \mathbf{v}_{i}\right\rangle_{\mathbb{K}}
$$

where $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{N_{p}}\right\}$ is any $\mathbb{K}$-orthonormal basis of $\mathcal{H}$. It coincides with the sum of the diagonal elements of a matrix when the operator action is a matrix multiplication. These two notions allow to express the CRB in a simpler form, as in the following corollary (which is nothing more than a coordinatefree version of theorem 1).
Corollary 1. Provided $\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)=N_{p}$, the Cramér-Rao bound admits an intrinsic expression as

$$
\operatorname{CRB}(\boldsymbol{\theta}, \mathbf{M})=\frac{\sigma^{2}}{2} \operatorname{Tr}\left[\left(\left[\mathbf{M M}^{H}\right]_{\mathcal{V}_{\boldsymbol{\theta}}}\right)^{-1}\right]
$$

where $\left[\mathbf{M M}^{H}\right]_{\mathcal{V}_{\theta}}$ is the compression of $\mathbf{M} \mathbf{M}^{H}$ to the variation space $\mathcal{V}_{\boldsymbol{\theta}}$.

This form of the CRB shows that the minimal variance of any unbiased estimator is determined by the interaction between the observation matrix $\mathbf{M}$ and the potential directions of variations of the channel due to infinitesimal variations of the parameters around their value, represented by the set $\mathcal{V}_{\boldsymbol{\theta}}$. This fact, which is key in our analysis, is further exploited in the following subsections.

## B. Identifiability

Parameters are said to be identifiable if and only if the CRB is finite,

$$
\text { Identifiability } \Leftrightarrow \mathbf{C R B}(\boldsymbol{\theta}, \mathbf{M})<+\infty
$$

Identifiability imposes conditions on the variation space $\mathcal{V}_{\boldsymbol{\theta}}$ and on the observation matrix $\mathbf{M}$, as stated in the following theorem.

Theorem 2. The parameters are identifiable if and only if

$$
\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)=N_{p}
$$

and

$$
\mathcal{V}_{\boldsymbol{\theta}} \cap \operatorname{im}_{\mathbb{C}}(\mathbf{M})^{\perp}=\{\mathbf{0}\} .
$$

Proof. The first condition $\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)=N_{p}$ is equivalent to the invertibility of $\mathbf{R}$ that was shown to be a necessary condition for the CRB to be finite in section IV-A. When this condition is fulfilled, identifiability holds if and only if the matrix $\mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\}$ is invertible. This matrix being symmetric, it is invertible if and only if

$$
\forall \mathbf{x} \neq \mathbf{0} \in \mathbb{R}^{N_{p}}, \mathbf{x}^{T} \mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M M}^{H} \mathbf{U}\right\} \mathbf{x} \neq 0
$$

Moreover, for any real vector $\mathbf{x}, \mathbf{x}^{T} \mathfrak{R e}\left\{\mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U}\right\} \mathbf{x}=$ $\mathbf{x}^{T} \mathbf{U}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{U x}$. Thus, recalling that $\mathcal{V}_{\boldsymbol{\theta}}=\operatorname{im}_{\mathbb{R}}(\mathbf{U})$, identifiability holds if and only if

$$
\forall \mathbf{z} \neq \mathbf{0} \in \mathcal{V}_{\boldsymbol{\theta}}, \mathbf{z}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{z}=\left\|\mathbf{M}^{H} \mathbf{z}\right\|_{2}^{2} \neq 0
$$

which is equivalent (since $\operatorname{ker}\left(\mathbf{M}^{H}\right)=\operatorname{im}_{\mathbb{C}}(\mathbf{M})^{\perp}$ ) to

$$
\mathcal{V}_{\boldsymbol{\theta}} \cap \mathrm{im}_{\mathbb{C}}(\mathbf{M})^{\perp}=\{\mathbf{0}\} .
$$

Interpretations. The first identifiability condition $\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right)=N_{p}$ means that the columns of $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}$ have to be linearly independent over $\mathbb{R}$ for identifiability to be possible, whatever the observation matrix. Said differently, the number of degrees of freedom of the variation space has to be equal to the number of parameters to estimate, so that small variations of the channel $\mathbf{h}$ due to an infinitesimal variation in the value of any parameter cannot be mistaken with small variations of the channel due to infinitesimal variations in the values of the other parameters. Note that since $\operatorname{dim}_{\mathbb{R}}\left(\mathcal{V}_{\boldsymbol{\theta}}\right) \leq 2 N_{d}$, this condition implies $N_{p} \leq 2 N_{d}$, which means that it is impossible to identify a number of parameters that is more than twice the dimension of the observations space.

Then, if the first condition is fulfilled, the second condition $\mathcal{V}_{\boldsymbol{\theta}} \cap \operatorname{im}_{\mathbb{C}}(\mathbf{M})^{\perp}=\{\mathbf{0}\}$ means that no nonzero vector in the space of variations $\mathcal{V}_{\boldsymbol{\theta}}$ can be orthogonal to the column space of the observation matrix $\mathbf{M}$ for identifiability to hold. Said differently, the observation matrix has to preserve some energy for any element of the space of variations, every infinitesimal variation in the values of the parameters has to cause a change in the observation vector $\mathbf{y}$.
Number of observations. Identifiability directly imposes a minimal number of observations $N_{m}$, as stated in the following corollary.

Corollary 2. Parameters can be identifiable only if

$$
N_{m} \geq \frac{N_{p}}{2}
$$

Proof. Identifiability can be stated:

$$
\forall \mathbf{z} \neq \mathbf{0} \in \mathcal{V}_{\boldsymbol{\theta}}, \mathbf{M}^{H} \mathbf{z} \neq \mathbf{0}
$$

which is possible only if the $\mathbb{R}$-dimension of $\operatorname{ker}\left(\mathbf{M}^{H}\right)$ plus the $\mathbb{R}$-dimension of $\mathcal{V}_{\theta}$ is no greater than the $\mathbb{R}$-dimension of the ambient space $\mathbb{C}^{N_{d}}$ (so that they can have a trivial intersection). This writes

$$
\operatorname{dim}_{\mathbb{R}}\left(\operatorname{ker}\left(\mathbf{M}^{H}\right)\right)+N_{p} \leq 2 N_{d}
$$

Moreover, $\operatorname{dim}_{\mathbb{R}}\left(\operatorname{ker}\left(\mathbf{M}^{H}\right)\right)=2 N_{d}-\operatorname{dim}_{\mathbb{R}}\left(\operatorname{im}_{\mathbb{C}}\left(\mathbf{M}^{H}\right)\right)($ ranknullity theorem), so that we end up with

$$
\operatorname{dim}_{\mathbb{R}}\left(\operatorname{im}_{\mathbb{C}}\left(\mathbf{M}^{H}\right)\right) \geq N_{p}
$$

The $\mathbb{R}$-dimension of a $\mathbb{C}$-vector space being twice its $\mathbb{C}$ dimension and the $\mathbb{C}$-dimension being upper-bounded by the number of columns, we finally get

$$
N_{m} \geq \operatorname{dim}_{\mathbb{C}}\left(\operatorname{im}_{\mathbb{C}}\left(\mathbf{M}^{H}\right)\right) \geq \frac{N_{p}}{2}
$$

which proves the result.
We just showed that the minimal number of observations $N_{m}$ required for identifiability to be possible is $\left\lceil\frac{N_{p}}{2}\right\rceil$. In other
words, the matrix $\mathbf{M}$ has to have at least $\left\lceil\frac{N_{p}}{2}\right\rceil$ columns for the CRB to be finite. As will be shown in the next subsection, there always exist an optimal observation matrix having $\left\lceil\frac{N_{p}}{2}\right\rceil$ columns.

## C. Optimality

Let us now determine the minimal value of the CRB under a power constraint, and the observation matrices allowing to attain it. This corresponds to solve the optimization problem:

$$
\begin{array}{ll}
\underset{\mathbf{M}}{\operatorname{minimize}} & \mathrm{CRB}(\boldsymbol{\theta}, \mathbf{M}),  \tag{11}\\
\text { subject to } & \|\mathbf{M}\|_{F}^{2}=P .
\end{array}
$$

Note that the quantity $\|\mathbf{M}\|_{F}^{2}=P=\operatorname{Tr}\left(\mathbf{M M}^{H}\right)$ corresponds to the observation power, which is proportional to the received power not directly equal to the transmitted power. The two quantities are linked in section V . The main result of this paper is given by the following theorem.
Theorem 3. If $N_{p}$ is even, the minimal value of the CRB is

$$
C R B_{m i n}(\boldsymbol{\theta}) \triangleq \frac{2 \sigma^{2}}{P}\left(\sum_{k=1}^{\frac{N_{p}}{2}} \frac{1}{\sqrt{1+c_{k}}}\right)^{2}
$$

where the scalars $c_{k}$ are defined at (8). It is attained with

$$
\mathbf{M}=\sqrt{\frac{P}{C}}\left(\frac{\mathbf{v}_{1}+\mathbf{j} \mathbf{w}_{1}}{\left(1+c_{1}\right)^{\frac{3}{4}}}, \ldots, \frac{\mathbf{v}_{\frac{N_{p}}{2}}+\mathbf{j} \mathbf{w}_{\frac{N_{p}}{2}}}{\left(1+c_{\frac{N_{p}}{2}}\right)^{\frac{3}{4}}}\right)
$$

where $C \triangleq 2 \sum_{l=1}^{\frac{N_{p}}{2}} \frac{1}{\sqrt{1+c_{l}}}$ and the vectors $\mathbf{v}_{k}, \mathbf{w}_{k}$ are defined at (8).
If $N_{p}$ is odd, the minimal value of the $C R B$ is

$$
C R B_{\text {min }}(\boldsymbol{\theta}) \triangleq \frac{2 \sigma^{2}}{P}\left(\sum_{k=1}^{\left\lfloor\frac{N_{p}}{2}\right\rfloor} \frac{1}{\sqrt{1+c_{k}}}+\frac{1}{2}\right)^{2}
$$

where the scalars $c_{k}$ are defined at (10). It is attained with
$\mathbf{M}=\sqrt{\frac{P}{C}}\left(\frac{\mathbf{v}_{1}+\mathbf{j} \mathbf{w}_{1}}{\left(1+c_{1}\right)^{\frac{3}{4}}}, \ldots, \frac{\mathbf{v}_{\left\lfloor\frac{N_{p}}{2}\right\rfloor}{ }^{+\mathbf{j} \mathbf{w}}\left\lfloor\frac{N_{p}}{2}\right\rfloor}{\left(1+c\left\lfloor\frac{N_{p}}{2}\right\rfloor\right)^{\frac{3}{4}}}, \mathbf{v}_{\left\lfloor\frac{N_{p}}{2}\right\rfloor+1}\right)$,
where $C \triangleq 2 \sum_{l=1}^{\left\lfloor\frac{N_{p}}{2}\right\rfloor} \frac{1}{\sqrt{1+c_{l}}}+1$ and the vectors $\mathbf{v}_{k}, \mathbf{w}_{k}$ are defined at (10).

Proof. Let us first consider the case where $N_{p}$ is even. Starting from the result of theorem 1 and using the fact that it holds true for any matrix whose columns form an $\mathbb{R}$-orthonormal basis of $\mathcal{V}_{\boldsymbol{\theta}}$, we express the CRB as

$$
\operatorname{CRB}(\boldsymbol{\theta}, \mathbf{M})=\frac{\sigma^{2}}{2} \operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{V}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{V}\right\}^{-1}\right]
$$

where $\mathbf{V}$ is the matrix defined in (9) when applying lemma 1 to $\mathcal{V}_{\theta}$.

Next, using the fact that for a symmetric positive semidefinite matrix $\mathbf{A},\left(\mathbf{A}^{-1}\right)_{i i} \geq \frac{1}{a_{i i}}, \forall i$ [31, Theorem 7.7.15], we get
$\operatorname{Tr}\left[\mathfrak{R e}\left\{\mathbf{V}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{V}\right\}^{-1}\right] \geq \sum_{k=1}^{\frac{N_{p}}{2}} \frac{1}{\left\|\mathbf{M}^{H} \mathbf{v}_{k}\right\|_{2}^{2}}+\frac{1}{\left\|\mathbf{M}^{H} \mathbf{w}_{k}\right\|_{2}^{2}}$,
with an equality if and only if the matrix $\mathfrak{R e}\left\{\mathbf{V}^{H} \mathbf{M M}^{H} \mathbf{V}\right\}$ is diagonal. In order to proceed, let us define

$$
\tilde{\mathbf{u}}_{k}^{+}=\frac{1}{\sqrt{2\left(1+c_{k}\right)}}\left(\mathbf{v}_{k}+\mathrm{j} \mathbf{w}_{k}\right)
$$

and

$$
\tilde{\mathbf{u}}_{k}^{-}=\frac{1}{\sqrt{2\left(1-c_{k}\right)}}\left(\mathbf{v}_{k}-\mathbf{j} \mathbf{w}_{k}\right)
$$

which are unitary vectors such that $\tilde{\mathbf{u}}_{k}^{+} \perp_{\mathbb{C}} \tilde{\mathbf{u}}_{k}^{-}, \forall k$. These vectors allow to express

$$
\begin{gathered}
\left\|\mathbf{M}^{H} \mathbf{v}_{k}\right\|_{2}^{2}=\frac{1}{2}\left[\left(1+c_{k}\right)\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{+}\right\|_{2}^{2}+\left(1-c_{k}\right)\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\|_{2}^{2}\right. \\
\\
\left.+\sqrt{1-c_{k}^{2}} \Re \mathfrak{R e}\left\{\left(\tilde{\mathbf{u}}_{k}^{+}\right)^{H} \mathbf{M} \mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\}\right]
\end{gathered}
$$

and

$$
\begin{aligned}
\left\|\mathbf{M}^{H} \mathbf{w}_{k}\right\|_{2}^{2}=\frac{1}{2}[ & \left(1+c_{k}\right)\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{+}\right\|_{2}^{2}+\left(1-c_{k}\right)\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\|_{2}^{2} \\
& \left.-\sqrt{1-c_{k}^{2}} \mathfrak{\Re e}\left\{\left(\tilde{\mathbf{u}}_{k}^{+}\right)^{H} \mathbf{M} \mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\}\right] .
\end{aligned}
$$

Now, let us define $P_{k}^{+} \triangleq\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{+}\right\|_{2}^{2}, P_{k}^{-} \triangleq\left\|\mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\|_{2}^{2}$ and $d_{k} \triangleq \sqrt{1-c_{k}^{2}} \mathfrak{R e}\left\{\left(\tilde{\mathbf{u}}_{k}^{+}\right)^{H} \mathbf{M} \mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\}$, so that we have

$$
\begin{aligned}
& \sum_{k=1}^{\frac{N_{p}}{2}} \frac{1}{\left\|\mathbf{M}^{H} \mathbf{v}_{k}\right\|_{2}^{2}}+\frac{1}{\left\|\mathbf{M}^{H} \mathbf{w}_{k}\right\|_{2}^{2}} \\
= & \sum_{k=1}^{\frac{N_{p}}{2}} \frac{2}{\left(1+c_{k}\right) P_{k}^{+}+\left(1-c_{k}\right) P_{k}^{-}+d_{k}} \\
& +\frac{2}{\left(1-c_{k}\right) P_{k}^{-}+\left(1+c_{k}\right) P_{k}^{+}-d_{k}} \\
\geq & \sum_{k=1}^{\frac{N_{p}}{2}} \frac{4}{\left(1-c_{k}\right) P_{k}^{-}+\left(1+c_{k}\right) P_{k}^{+}},
\end{aligned}
$$

the last inequality being a direct consequence of the fact that $\frac{1}{a+b}+\frac{1}{a-b} \geq \frac{2}{a}$ (because of the convexity of the inverse function on $\mathbb{R}_{+}$). It becomes an equality if and only if $d_{k}=\sqrt{1-c_{k}^{2}} \mathfrak{\Re e}\left\{\left(\tilde{\mathbf{u}}_{k}^{+}\right)^{H} \mathbf{M} \mathbf{M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\}=0, \forall k$.

In summary, we have

$$
\operatorname{CRB}(\boldsymbol{\theta}, \mathbf{M})=\frac{\sigma^{2}}{2} \sum_{k=1}^{\frac{N_{p}}{2}} \frac{4}{\left(1-c_{k}\right) P_{k}^{-}+\left(1+c_{k}\right) P_{k}^{+}}
$$

if and only if $\mathfrak{R e}\left\{\mathbf{V}^{H} \mathbf{M} \mathbf{M}^{H} \mathbf{V}\right\}$ is diagonal and $\mathfrak{R e}\left\{\left(\tilde{\mathbf{u}}_{k}^{+}\right)^{H} \mathbf{M M}^{H} \tilde{\mathbf{u}}_{k}^{-}\right\}_{N_{p}}=0, \quad \forall k$. Moreover, $\|\mathbf{M}\|_{F}^{2}=\operatorname{Tr}\left[\mathbf{M M}^{H}\right] \geq \sum_{k=1}^{\frac{N_{p}}{2}} P_{k}^{+}+P_{k}^{-}$, with an equality if and only if $\operatorname{im}_{\mathbb{C}}(\mathbf{M}) \subset \operatorname{span}_{\mathbb{C}}\left(\left\{\tilde{\mathbf{u}}_{k}^{+}, \tilde{\mathbf{u}}_{k}^{-}\right\}_{k=1}^{\frac{N_{p}}{2}}\right)$. The optimization problem (11) is thus lower-bounded by the simpler problem

$$
\begin{align*}
\underset{P_{k}^{+}, P_{k}^{-}, k=1, \ldots, \frac{N_{p}}{2}}{\operatorname{minimize}} & \sum_{k=1}^{\frac{N_{p}}{2}} \frac{4}{\left(1-c_{k}\right) P_{k}^{-}+\left(1+c_{k}\right) P_{k}^{+}},  \tag{12}\\
\text {subject to } & \sum_{k=1}^{\frac{N_{p}}{2}} P_{k}^{+}+P_{k}^{-}=P .
\end{align*}
$$

Let us solve this problem and then identify matrices $\mathbf{M}$ for which the optimal values of (12) and (11) coincide. It is
obvious that at the optimum of (12), $P_{k}^{-}=0, \forall k$, so that it is equivalent to solve the even simpler problem

$$
\begin{align*}
\underset{P_{k}^{+}, k=1, \ldots, \frac{N_{p}}{2}}{\operatorname{minimize}} & \sum_{k=1}^{\frac{N_{p}}{2}} \frac{4}{\left(1+c_{k}\right) P_{k}^{+}},  \tag{13}\\
\text {subject to } & \sum_{k=1}^{\frac{N_{p}}{2}} P_{k}^{+}=P
\end{align*}
$$

Using the Lagrange multipliers method, it is straightforward to obtain the optimal powers

$$
\left(P_{k}^{+}\right)_{\mathrm{opt}}=\frac{P}{\sqrt{1+c_{k}} \sum_{j=1}^{\frac{N_{p}}{2}} \frac{1}{\sqrt{1+c_{j}}}}
$$

and the optimal value of the optimization problems (12) and (13) is

$$
\sum_{k=1}^{\frac{N_{p}}{2}} \frac{4}{\left(1+c_{k}\right)\left(P_{k}^{+}\right)_{\mathrm{opt}}}=\frac{4}{P}\left(\sum_{k=1}^{\frac{N_{p}}{2}} \frac{1}{\sqrt{1+c_{k}}}\right)^{2}
$$

It is also the optimal value of problem (11), since it is attained with the observation matrix

$$
\mathbf{M}_{\mathrm{opt}}=\left(\sqrt{\left(P_{1}^{+}\right)_{\mathrm{opt}}} \tilde{\mathbf{u}}_{1}^{+}, \ldots, \sqrt{\left(P_{\frac{N p}{2}}^{+}\right)_{\mathrm{opt}}} \tilde{\mathbf{u}}_{\frac{N p}{2}}^{+}\right)
$$

which indeed guarantees that $P_{k}^{+}=\left(P_{k}^{+}\right)_{\text {opt }}$ and $d_{k}=0, \forall k$, that $\mathfrak{R e}\left\{\mathbf{V}^{H} \mathbf{M}_{\mathrm{opt}} \mathbf{M}_{\mathrm{opt}}^{H} \mathbf{V}\right\}$ is diagonal, and that $\left\|\mathbf{M}_{\mathrm{opt}}\right\|_{F}^{2}=$ $P$.

The proof is very similar in the case where $N_{p}$ is odd, the only difference being that the decomposition of $\mathcal{V}_{\boldsymbol{\theta}}$ is the one given in (10) rather than the one given in (8).

This theorem exhibits the fact that the optimal CRB depends on the noise level $\sigma^{2}$, the observation power $P$ and the properties of the variation space $\mathcal{V}_{\boldsymbol{\theta}}$, namely its dimension $N_{p}$ and the quantities $c_{k}$. Moreover it can be bounded above and below as

$$
\frac{\sigma^{2} N_{p}^{2}}{4 P} \leq \mathrm{CRB}_{\min }(\boldsymbol{\theta}) \leq \frac{\sigma^{2} N_{p}^{2}}{2 P}
$$

with an equality on the left if and only if $N_{p}$ is even and $c_{k}=1, \forall k\left(\mathcal{V}_{\boldsymbol{\theta}}\right.$ is then a $\mathbb{C}$-vector space), and equality on the right if and only if $c_{k}=0, \forall k\left(\mathcal{V}_{\boldsymbol{\theta}}\right.$ is then $\mathbb{R}$-orthogonal to $\mathrm{j} \mathcal{V}_{\boldsymbol{\theta}}$.

Regarding the optimal observation matrices, a generic strategy to design them is the following:

1) Compute $\frac{\partial \mathbf{h}}{\partial \theta}$,
2) Perform a $Q R$ factorization to get $\mathbf{U}$,
3) Compute the eigendecomposition of $\mathfrak{I m}\left\{\mathbf{U}^{H} \mathbf{U}\right\}$ to get $\mathbf{v}_{k}, \mathbf{w}_{k}, c_{k}, \forall k$,
4) Apply theorem 3.

Note that this strategy does not always lead to schemes that are realizable in practice. Indeed, $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}$ may depend on the true parameters value $\boldsymbol{\theta}$ (which is unknown). The strategy can be implemented only if; either $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}}$ is a constant with respect to $\boldsymbol{\theta}$, or it can be estimated beforehand (as evoked in the next section in the case of MIMO channel estimation, where it can be determined based on the uplink channel estimates).

## V. ILLUSTRATIONS OF THE RESULTS

Let us now introduce the most widespread parametric models used for channel estimation in a wideband MIMO context, which will be used to illustrate the applicability of the main results of the paper. However, note that the results are applicable to any parametric model and any application context, not just those presented here.
Setting. We consider the general case where the channel to estimate is between $N_{t}$ transmit antennas and $N_{r}$ receive antennas, on $N_{f}$ subcarriers. This situation leads to a complex channel vector of dimension $N_{d}=N_{r} N_{t} N_{f}$ denoted $\mathbf{h} \in \mathbb{C}^{N_{r} N_{t} N_{f}}$, where $h_{i j k}$ is the channel between the $j$ th transmit antenna and the $i$-th receive antenna on the $k$-th subcarriers. The observation matrix $\mathbf{M}$ takes a particular form in this context. Indeed, if the transmitter sends a pilot sequence of length $T$ corresponding to the matrix $\mathbf{X} \in \mathbb{C}^{N_{t} \times T}$ on $N_{\mathrm{ps}}$ pilot subcarriers, then the signal at the receive antennas can be written as in (1) with

$$
\begin{equation*}
\mathbf{M}=\mathbf{I} \mathbf{d}_{N_{r}} \otimes \mathbf{X} \otimes \mathbf{F} \in \mathbb{C}^{N_{r} N_{t} N_{f} \times N_{r} T N_{\mathrm{ps}}} \tag{14}
\end{equation*}
$$

where $\mathbf{F} \in\{0,1\}^{N_{f} \times N_{\mathrm{ps}}}$ is a column-sampled identity matrix, keeping only the columns corresponding to the selected pilot subcarriers. In such a setting, the number of complex observations is $N_{m}=N_{r} T N_{\mathrm{ps}}$, and the transmitted power is $P_{t} \triangleq N_{\mathrm{ps}}\|\mathbf{X}\|_{2}^{2}$. On the other hand, the observation power which is constrained in the optimization problem (11), is expressed $P=\|\mathbf{M}\|_{2}^{2}=N_{r} N_{\mathrm{ps}}\|\mathbf{X}\|_{2}^{2}$. We thus have $P=N_{r} P_{t}$, acknowledging the fact that adding receive antennas increases the received power $P$ without changing the transmitted power $P_{t}$.

## A. Least squares model

The most direct way to parameterize the channel is to take as $N_{p}=2 N_{r} N_{t} N_{f}=2 N_{d}$ parameters the real and imaginary parts of the channel entries,

$$
\boldsymbol{\theta}_{\mathrm{LS}} \triangleq\left(\mathfrak{R e}(\mathbf{h})^{T}, \mathfrak{I m}(\mathbf{h})^{T}\right)^{T} \in \mathbb{R}^{2 N_{r} N_{t} N_{f}}
$$

This leads to a linear channel model, expressed in function of the parameters as

$$
\begin{equation*}
\mathbf{h}_{\mathrm{LS}}\left(\boldsymbol{\theta}_{\mathrm{LS}}\right)=(\mathbf{I} \mathbf{d}, \mathbf{j} \mathbf{I} \mathbf{d}) \boldsymbol{\theta}_{\mathrm{LS}} \tag{15}
\end{equation*}
$$

The observation defined in (1) then reads $\mathbf{y}=$ $\left(\mathbf{M}^{H}, \mathbf{j M}^{H}\right) \boldsymbol{\theta}_{\mathrm{LS}}+\mathbf{n}$ and the maximum likelihood estimation problem becomes a least squares problem, hence the name of the model. In this case, $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}_{\mathrm{LS}}}=(\mathbf{I d}, \mathbf{j} \mathbf{I} \mathbf{d})$, which, following the definition of the variation space gives

$$
\begin{equation*}
\mathcal{V}_{\theta_{\mathrm{LS}}}=\mathbb{C}^{N_{r} N_{t} N_{f}} \tag{16}
\end{equation*}
$$

This particular variation space can decomposed according to lemma 1 as

$$
\mathcal{V}_{\theta_{\mathrm{LS}}}=\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{b}_{1},-\mathbf{j} \mathbf{b}_{1}, \ldots, \mathbf{b}_{N_{r} N_{t} N_{f}},-\mathbf{j} \mathbf{b}_{N_{r} N_{t} N_{f}}\right\}\right)
$$

where $\left\{\mathbf{b}_{1}, \ldots, \mathbf{b}_{N_{r} N_{t} N_{f}}\right\}$ is any $\mathbb{C}$-orthonormal basis of $\mathbb{C}^{N_{r} N_{t} N_{f}}$, and $c_{1}=\cdots=c_{N_{r} N_{t} N_{f}}=1$.

Optimal CRB. Applying theorem 3, the optimal CRB of this model is then

$$
\begin{equation*}
\operatorname{CRB}_{\min }\left(\boldsymbol{\theta}_{\mathrm{LS}}\right)=\frac{\sigma^{2} N_{t}^{2} N_{f}^{2} N_{r}^{2}}{P} \tag{17}
\end{equation*}
$$

It is attained for observation matrices of the form

$$
\begin{equation*}
\mathbf{M}_{\mathrm{LS}}=\sqrt{\frac{P}{N_{r} N_{t} N_{f}}}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{N_{r} N_{t} N_{f}}\right) \tag{18}
\end{equation*}
$$

Such matrices have $N_{r} N_{t} N_{f}=\frac{N_{p}}{2}$ columns, which, according to corollary 2 is minimal for identifiability to be possible.

Let us now particularize this result, considering observation matrix of the form given in (14). In the case of the least squares model, the variation space is structured as a tensor product of three simple vector spaces: $\mathcal{V}_{\theta_{\mathrm{LS}}}=\mathbb{C}^{N_{r}} \otimes \mathbb{C}^{N_{t}} \otimes \mathbb{C}^{N_{f}}$. This factorization allows to derive easily optimal sequence matrices $\mathbf{X}$. Indeed, in order to span $\mathbb{C}^{N_{r}} \otimes \mathbb{C}^{N_{t}} \otimes \mathbb{C}^{N_{f}}$, the columns of $\mathbf{F}$ necessarily have to span $\mathbb{C}^{N_{f}}$ and those of $\mathbf{X}$ necessarily have to span $\mathbb{C}^{N_{t}}$. One simple way to satisfy these constraints is to take

$$
\begin{equation*}
\mathbf{F}=\mathbf{I d}_{N_{f}} \text { and } \mathbf{X}=\sqrt{\frac{P_{t}}{N_{t} N_{f}}} \mathbf{S} \tag{19}
\end{equation*}
$$

where $\mathbf{S}$ is unitary. This amounts to send $N_{t}$ mutually orthogonal pilot sequences of duration $T=N_{t}$ on the different transmit antennas, on each subcarrier, and leads to

$$
\begin{equation*}
\mathrm{CRB}_{\min }\left(\boldsymbol{\theta}_{\mathrm{LS}}\right)=\frac{\sigma^{2} N_{t}^{2} N_{f}^{2} N_{r}}{P_{t}} \tag{20}
\end{equation*}
$$

Equations (19) and (20) are nothing but a restatement of a well-known result [12], in a more general setting (several subcarriers). The method we propose here indeed allows to derive results for any linear channel model. However, it is more powerful since it generalizes also to nonlinear models, as shown in the next subsections.

## B. Physical models

Another way to parameterize the channel is to assume that $\mathbf{h}$ is the sum of $L$ atomic channels corresponding to distinct physical paths, characterized by their direction of departure (DoD) $\overrightarrow{u_{t}}$, direction of arrival (DoA) $\overrightarrow{u_{r}}$, delay $\tau$ and complex gain $\beta$. Parameters of this kind of model are thus given by

$$
\begin{equation*}
\boldsymbol{\theta}=\left[\left(\mathfrak{R e}\left(\beta_{l}\right), \mathfrak{I m}\left(\beta_{l}\right), \overrightarrow{u_{r, l}}, \overrightarrow{u_{t, l}}, \tau_{l}\right)_{l=1}^{L}\right]^{T} \tag{21}
\end{equation*}
$$

The corresponding number of parameters is $N_{p}=m L$, where $m$ is the number of real parameters to be estimated per physical path. The quantity $m$ can take different values depending on the considered setting. The complex gain $\beta_{l}$ always has to be estimated and accounts for two real parameters, so that $m \geq 2$. The $\operatorname{DoD} \overrightarrow{u_{t, l}}$ can either be assumed: (i) known (or irrelevant if $N_{t}=1$ ) and thus account for zero real parameter, or (ii) unknown in which case it corresponds to a single real parameter if only the azimuth or elevation is estimated (for example in the case of a uniform linear array on the transmit side) or to two real parameters if both azimuth and elevation are estimated (for example in the case of a uniform planar array). The same goes for the DoA $\overrightarrow{u_{r, l}}$, replacing transmit
by receive in the previous sentence. The delay $\tau_{l}$ can either be assumed: (i) known (or irrelevant if $N_{f}=1$ ) and thus account for zero real parameter, or (ii) unknown in which case it corresponds to a single real parameter. In summary, we have $2 \leq m \leq 7$ depending on the situation. In any case, the channel is expressed

$$
\begin{equation*}
\mathbf{h}(\boldsymbol{\theta})=\sum_{l=1}^{L} \beta_{l} \mathbf{e}\left(\overrightarrow{u_{r, l}}, \overrightarrow{u_{t, l}}, \tau_{l}\right) \tag{22}
\end{equation*}
$$

where $\mathbf{e}\left(\overrightarrow{u_{r, l}}, \overrightarrow{u_{t, l}}, \tau_{l}\right)$ is the atomic channel of unit norm corresponding to DoA $\overrightarrow{u_{r, l}}$, DoD $\overrightarrow{u_{t, l}}$ and delay $\tau_{l}$, that we will denote $\mathbf{e}_{l}$ below for compactness. This model is generally nonlinear (although it is linear with respect to the complex gains $\beta_{l}$ ). Such physical models are standard [32], [33]. A specific expression for $\mathbf{e}_{l}$ can be found for example in [11].

1) Linear physical model: There is an interesting particular case of the physical model described above, in which all physical parameters except the ones corresponding to the gains are assumed known. This corresponds for example to the situation in which the directions and delays are estimated in the uplink, and only the gains have to be estimated in the downlink, thanks to the partial reciprocity of the channel. In [34], such a setting is studied, with $N_{r}=N_{f}=1$ and an ULA at the base station, leading to a single parameter $\phi$ to estimate for the DoD. This leads to the physical model of the previous paragraph, with $m=2$, and the parameters being

$$
\begin{equation*}
\boldsymbol{\theta}_{\mathrm{LP}} \triangleq\left[\left(\mathfrak{R e}\left(\beta_{l}\right)_{l=1}^{L}, \mathfrak{I m}\left(\beta_{l}\right)_{l=1}^{L}\right)\right]^{T} \tag{23}
\end{equation*}
$$

We thus have $N_{p}=2 L$, and the channel is expressed

$$
\begin{equation*}
\mathbf{h}_{\mathrm{LP}}\left(\boldsymbol{\theta}_{\mathrm{LP}}\right)=(\mathbf{E}, \mathrm{j} \mathbf{E}) \boldsymbol{\theta}_{\mathrm{LP}}, \tag{24}
\end{equation*}
$$

where $\mathbf{E} \in \mathbb{C}^{N_{d} \times L} \triangleq\left(\mathbf{e}\left(\phi_{1}\right), \ldots, \mathbf{e}\left(\phi_{L}\right)\right)$ is a matrix of atomic channels corresponding to DoDs estimated in the uplink, so that $\mathbf{e}\left(\phi_{i}\right)^{H} \mathbf{e}\left(\phi_{j}\right)=\delta_{i j}$. We call this model linear physical model, since knowing all the physical parameters except for the gains linearizes the estimation problem. Then, $\frac{\partial \mathbf{h}}{\partial \boldsymbol{\theta}_{\mathrm{LP}}}=(\mathbf{E}, \mathrm{j} \mathbf{E})$ and the variation space of this model can decomposed according to lemma 1 as

$$
\mathcal{V}_{\boldsymbol{\theta}_{\mathrm{LP}}}=\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{e}_{1},-\mathrm{j} \mathbf{e}_{1}, \ldots, \mathbf{e}_{L},-\mathrm{j} \mathbf{e}_{L}\right\}\right),
$$

and $c_{1}=\cdots=c_{L}=1$.
Optimal CRB. In the case where $N_{r}=N_{f}=1$, (14) reduces to $\mathbf{M}=\mathbf{X}$ and consequently $P_{t}=P$. Thus, applying theorem 3 in that particular case, the optimal CRB of the linear physical model is

$$
\begin{equation*}
\mathrm{CRB}_{\min }\left(\boldsymbol{\theta}_{\mathrm{LP}}\right)=\frac{\sigma^{2} L^{2}}{P_{t}} \tag{25}
\end{equation*}
$$

It is attained for pilot sequences of the form

$$
\begin{equation*}
\mathbf{X}_{\mathrm{LP}}=\mathbf{M}_{\mathrm{LP}}=\sqrt{\frac{P}{L}}\left(\mathbf{e}_{1}, \ldots, \mathbf{e}_{L}\right) \tag{26}
\end{equation*}
$$

Such matrices have $L=\frac{N_{p}}{2}$ columns, which, according to corollary 2 is minimal for identifiability to be possible, and is thus the minimal duration of the pilot sequences. Note that equations (25) and (26) allow to retrieve the variance of the channel estimators proposed in [34] (without proof of optimality).
2) Nonlinear physical model: In order to demonstrate the generality of the proposed results, let us give an example of their application to a simple nonlinear physical model. In [34], the DoDs are estimated in the uplink and considered unchanged at the time of the downlink channel estimation. This assumption could lead to a large bias in the model if the channel changes with time. In order to track channel paths more tightly, one could re-estimate these directions during the downlink channel estimation phase. To simplify the exposition, let us consider for this paragraph a channel made of a single path $(L=1)$. This would lead to a channel of the form

$$
\begin{equation*}
\mathbf{h}_{\mathrm{PHY}}\left(\boldsymbol{\theta}_{\mathrm{PHY}}\right) \triangleq \beta \mathbf{e}(\phi) \tag{27}
\end{equation*}
$$

where the $N_{p}=3$ real parameters to estimate are

$$
\begin{gather*}
\boldsymbol{\theta}_{\mathrm{PHY}} \triangleq[(\mathfrak{R e}(\beta), \mathfrak{I m}(\beta), \phi)]^{T}  \tag{28}\\
\frac{\partial \mathbf{h}_{\mathrm{PHY}}}{\partial \boldsymbol{\theta}_{\mathrm{PHY}}}=\left(\mathbf{e}(\phi), \mathbf{j e}(\phi), \beta_{l} \frac{\partial \mathbf{e}(\phi)}{\partial \phi}\right)
\end{gather*}
$$

We thus have As stated in [10], when the antenna positions are expressed with respect to the centroid of the antenna array, we have $\mathbf{e}(\phi)^{H} \frac{\partial \mathbf{e}(\phi)}{\partial \phi}=0$, so that the variation space of this model can decomposed according to lemma 1 as

$$
\mathcal{V}_{\boldsymbol{\theta}_{\mathrm{PHY}}}=\operatorname{span}_{\mathbb{R}}\left(\left\{\mathbf{e}(\phi),-\mathrm{je}(\phi), \overline{\frac{\partial \mathbf{e}(\phi)}{\partial \phi}}\right\}\right)
$$

with $c_{1}=1$, and where $\frac{\overline{\partial \mathbf{e}(\phi)}}{\partial \phi}$ is simply the normalized version of $\frac{\partial \mathbf{e}(\phi)}{\partial \phi}$.
Optimal CRB. Applying theorem 3 for this model (the odd version this time) yield

$$
\begin{equation*}
\mathrm{CRB}_{\min }\left(\boldsymbol{\theta}_{\mathrm{PHY}}\right)=\frac{\sigma^{2}}{P_{t}}\left(1+\frac{1}{\sqrt{2}}\right)^{2} \tag{29}
\end{equation*}
$$

It is attained for pilot sequences of the form

$$
\begin{equation*}
\mathbf{X}_{\mathrm{PHY}}=\mathbf{M}_{\mathrm{PHY}}=\sqrt{\frac{P_{t}}{\sqrt{2}+1}}\left(2^{\frac{1}{4}} \mathbf{e}(\phi), \frac{\frac{\partial \mathbf{e}(\phi)}{\partial \phi}}{\partial}\right) \tag{30}
\end{equation*}
$$

Such matrices have $2=\left\lceil\frac{N_{p}}{2}\right\rceil$ columns, which, according to corollary 2 is minimal for identifiability to be possible, and is thus the minimal duration of the pilot sequences. To the best of the authors' knowledge, this is the first time the minimal CRB and associated optimal pilot sequences are proposed for a nonlinear physical model, even in this very simple form.

One can notice that sending these optimal pilot sequences requires knowing $\phi$. This is not realizable in practice since $\phi$ is a parameter to estimate. However, if a good estimate of $\phi$ is obtained in the uplink channel estimation phase, one can use it to build the downlink pilot sequences. Under the hypothesis that the $\operatorname{DoD}$ changes slowly, the built sequence is close to optimal and the variance of efficient estimators should be close to (29).

## VI. Conclusion

In this paper, we studied the problem of estimating an object of interest parameterized according to a nonlinear model, based on noisy complex linear measurements, obeying (1).

The Cramér-Rao bound of such a general problem is established, showing its key dependency on an $\mathbb{R}$-vector space we called variation space (theorem 1). The CRB is shown to be proportional to the trace of the inverse compression of the observation matrix to the variation space (corollary 1).

A general result about $\mathbb{R}$-vector spaces is provided (lemma 1), which allows to decompose the variation space into $\mathbb{C}$-orthogonal subspaces. Such a decomposition proves useful in the study of observation matrices which is carried out next.

The identifiability conditions on the observation matrix are given (theorem 2), as well as a minimal number of measurements for identifiability to be possible (corollary 2 ).

The minimal CRB and associated observation matrices of minimal length are determined (theorem 3). They are shown to depend only on the observation power, the noise level and intrinsic properties of the variation space.

The results obtained for the general estimation problem are then particularized to MIMO channel estimation. It is shown that the general framework allows to retrieve well-known results, but also to derive optimal pilot sequences of minimal length in settings for which they had not been determined yet. The example of a very simple MIMO channel made of a single path is taken to illustrate this fact.

In the future, the theoretical results provided here could be applied to more practical MIMO systems, for example including hybrid precoding and combining [7], [35], [36]. They could allow to determine optimal pilot sequences in this context, as well as to quantify the suboptimality of existing or simpler schemes. They could also very well be applied outside the MIMO channel estimation scope, for any estimation problem whose observation model fits (1).
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