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Abstract—We consider the problem of quantifying prediction
uncertainty in the Dempster-Shafer framework. Our approach
assumes a parametric statistical model relating the variable of
interest, the parameter and a pivotal random variable with
known probability distribution. A predictive belief function is
computed using this model and a belief function defined in the
parameter space. In the case of multistep prediction, the quantity
to be predicted is a vector, and the predictive belief function is
defined in a multidimensional space, making its representation
and manipulation difficult. To address this issue, we propose
to approximate the focal sets of belief functions using point
clouds, which allows us to approximate the belief and plausibility
of arbitrary events with any accuracy. As an illustration, the
approach is applied to the case of a first-order autoregressive
process.

Index Terms—Dempster-Shafer theory, evidence theory, impre-
cise probabilities, possibility measure, forecasting, point clouds,
uncertainty quantification, autoregressive process.

I. INTRODUCTION

In many areas, it is important to guess the values of some

not yet observed variables in order to support decision-making.

A good prediction system not only determines the quantities of

interest with low error most of the time, but it is also capable

of quantifying the uncertainty of the predictions. In previous

work [1], [2], we have argued for the Dempster-Shafer the-

ory of belief functions [3], [4] as a suitable framework for

quantifying prediction uncertainty. The approach introduced in

[1] postulates the existence of a parametric statistical model

describing the data generating process. Such a model typically

allows us to describe the variable Y of interest as a function

of some parameter θ and a random variable U with known

distribution. For instance, if Y has a normal distribution with

mean µ and standard deviation σ, it can be written as

Y = µ+ σΦ−1(U) = ϕ(θ, U), (1)

where θ = (µ, σ), Φ is the standard normal cumulative distri-

bution function (cdf) and U has a standard uniform distribution

in [0, 1]. An equation such as (1) will be referred to as a

ϕ-equation. Typically, parameter θ is unknown, but a belief

function on θ can be constructed from past observations using

the likelihood function [4], [5]. This belief function, together
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with the probability distribution of U , can be propagated

through the ϕ-equation to compute a belief function BelY
on Y .

In [1] and [2], we have described numerical schemes allow-

ing us to approximate BelY through Monte Carlo simulation

and constrained optimization. These schemes, however, can

only be used when Y is a scalar quantity and the focal sets of

BelY are real intervals. In some problems such as multistep

time series forecasting, Y is an h-dimensional random vector,

with h > 1. The belief function BelY is then still well

defined mathematically, but its focal sets are regions of R
h

with arbitrary shape. Computing the degree of belief BelY (B)
of events B of interest then becomes more challenging. In this

paper, we propose to tackle this problem by combining Monte

Carlo simulation and a representation of focal sets using point

clouds.

The rest of this paper is organized as follows. The necessary

background on belief functions will first be recalled in Section

II. The application to prediction and the proposed scheme for

approximating a multidimensional predictive belief function

will then be described in Section III. Finally, as an illustration,

our approach will be applied to multistep time series prediction

with an AR(1) model in Section IV, and concluding remarks

will be given in Section V.

II. BELIEF FUNCTIONS

To make the paper self-contained, the basic notions of belief

and plausibility functions will first be recalled in Section II-A.

The relation with random sets, which is instrumental in our

approach, will then be explained in Section II-B, and the

special case of consonant belief functions will be addressed

in Section II-C. Finally, Dempster’s rule will be recalled in

Section II-D.

A. Definitions

Let Ω be a set (not necessarily finite) and B an algebra

of subsets of Ω (i.e., a nonempty family of subsets of Ω,

closed under complementation and finite intersection). A belief

function on B is a mapping Bel : B → [0, 1] verifying

Bel(∅) = 0, Bel(Ω) = 1 and the complete monotonicity



property: for any k ≥ 2 and any collection B1, . . . , Bk of

elements of B,

Bel

(
k⋃

i=1

Bi

)
≥

∑

∅6=I⊆{1,...,k}

(−1)|I|+1Bel

(⋂

i∈I

Bi

)
.

A function Pl : B → [0, 1] is a plausibility function iff the

mapping B → 1 − Pl(B) is a belief function. In Dempster-

Shafer theory [4], belief functions are used to represent an

agent’s belief about some unknown quantity Y taking values

in Ω, based on some evidence. The number Bel(B) for any

event B ∈ B is interpreted as the total degree of support in B,

while Pl(B) measures the lack of support in the complement

of B. Complete ignorance is, thus, represented by the vacuous

belief function verifying Bel(B) = 0 for all B 6= Ω, and

Pl(B) = 1 for all B 6= ∅.

B. Random set representation

A belief function can always be induced by a random set

[3], [6], [7]. This point of view is particularly useful to define

and manipulate belief functions on continuous spaces such as

R
p [2]. More precisely, let S be a state space, A an algebra of

subsets of S, and P a finitely additive probability on (S,A).
A mapping Γ from S to 2Ω (referred to as a multivalued

mapping) is said to be strongly measurable with respect to

(S,A) and (Ω,B) if, for any B ∈ B, the set

Γ∗(B) = {s ∈ S | Γ(s) 6= ∅,Γ(s) ⊆ B}

belongs to A. Then, the mapping P∗ from B to [0, 1] defined

as

P∗(B) =
P (Γ∗(B))

P (Γ∗(Ω))
, (2)

for all B ∈ B, is a belief function [6]. The sets Γ(s) are called

the focal sets of P∗.

C. Consonant belief functions

The random-set view of belief functions outlined in the pre-

vious section provides a way to define practical models using

well-chosen probability spaces (S,A,P) and multivalued map-

pings Γ. In particular, let S be the interval [0, 1], A = β[0,1]

the Borel σ-field on S, P = λ the Lebesgue measure on [0, 1],
and π a mapping from Ω to S s.t. supω∈Ω π(ω) = 1. Then,

the mapping Γ : S 7→ 2Ω defined by

Γ(s) = {ω ∈ Ω|π(ω) ≥ s}

for all s ∈ [0, 1] is strongly measurable [8]. In this case, the

induced belief function is consonant, i.e., for any s and s′ in

[0, 1], we have either Γ(s) ⊆ Γ(s′) or Γ(s′) ⊆ Γ(s), and the

corresponding plausibility function is a possibility measure [9];

it can be computed as Pl(B) = supω∈B π(ω) for all B ⊆ Ω.

In particular, Pl({θ}) = π(θ). (Function π is a possibility

distribution; it is often referred to in this context as the contour

function). This model is useful, for instance, in statistical

inference, where π can be taken to be the relative likelihood

function [4], [5], yielding a consonant belief function on the

parameter space.

D. Dempster’s rule

Dempster-Shafer theory is fundamentally based on the idea

of combining belief functions induced by independent pieces

of evidence [3], [4], [10]. Given two belief functions Bel1 and

Bel2 on Ω generated by random sets (Si,Ai,Pi,Γi), i = 1, 2,

the orthogonal sum of Bel1 and Bel2, denoted by Bel1 ⊕
Bel2, is the belief function generated by the random set (S1×
S2,A1 ⊗ A2,P1 ⊗ P2,Γ∩), where A1 ⊗ A2 is the algebra

generated by sets A1 × A2, with A1 ∈ A1 and A2 ∈ A2,

P1 ⊗ P2 is the product of P1 and P2, and

Γ∩(s1, s2) = Γ1(s1) ∩ Γ2(s2).

Practically, Dempster’s rule often needs to be approximated

by Monte Carlo simulation [2], [11]. Typically, we draw pairs

(s1, s2) from P1 ⊗ P2 and keep them only if Γ∩(s1, s2) 6= ∅.

After obtaining N such pairs (s
(1)
1 , s

(1)
2 ), . . . , (s

(N)
1 , s

(N)
2 ), we

get an approximate representation of Bel1 ⊕Bel2 as N non-

empty focal sets Γ∩(s
(i)
1 , s

(i)
2 ), i = 1, . . . , N . The degree of

belief Bel12(B) = (Bel1 ⊕Bel2)(B) in any event B is then

approximated by

B̂el12(B) =
1

N

N∑

i=1

I
(
Γ∩(s

(i)
1 , s

(i)
2 ) ⊆ B

)
,

where I(·) is the indicator function.

III. APPLICATION TO PREDICTION

From now on, we focus on the application of belief

functions to statistical prediction. The prediction of a scalar

quantity, as required for one-step-ahead prediction, will first

be addressed in Section III-A. Multistep prediction will then

be tackled in Section III-B.

A. One-step-ahead prediction

We consider a random vector X = (X1, . . . , XT , XT+1) ∈
X T+1 whose joint distribution depends on some unknown

parameter θ ∈ Θ. Let X1:T be the vector containing the

first T components of X . Assume that we have observed

X1:T = x1:T and we want to predict XT+1. The approach

introduced in [1] is to predict a random variable Y with the

same probability distribution as XT+1 given X1:T = x1:T , of

the form

Y = ϕx1:T
(θ, U), (3)

where U is a random variable with known probability distri-

bution, and ϕx1:T
is a mapping from Θ × R to R depending

on x1:T . In particular, we can define ϕx1:T
as

ϕx1:T
(θ, U) = F−1

Y |X1:T=x1:T

(U ; θ),

where F−1
Y |X1:T=x1:T

(·; θ) is the inverse (or the generalized

inverse if Y is discrete) of the cumulative distribution function

of Y given X1:T = x1:T , and U has a standard uniform

distribution in [0, 1].
In (3), random variable U accounts for random uncertainty,

while lack of knowledge of θ corresponds to epistemic uncer-

tainty. This latter uncertainty can be represented by a belief



function Belθ, which can be propagated, together with the

pivotal random variable U , through (3) to obtain a belief

function on Y or, equivalently, on XT+1. A belief Belθ on

θ can be defined from the likelihood function, or from a

confidence region. These two methods are briefly recalled

below.

a) Likelihood-based belief function: In [1], [2], it was

proposed to consider the likelihood-based belief function,

defined as the consonant belief function Belθ whose contour

function is the relative likelihood function pl defined as

π(θ) = pl(θ) =
L(θ;x1:T )

L(θ̂;x1:T )
, (4)

where L denotes the likelihood function, θ̂ the maximum

likelihood estimate (MLE) of θ, and it is assumed that

L(θ̂;x1:T ) < ∞. Combining Belθ with a Bayesian prior on θ
then yields the Bayesian posterior, ensuring compatibility with

Bayesian inference when a probabilistic prior is available.

b) Confidence belief function: Alternatively, it was pro-

posed in [12] to model our beliefs in θ using the logical belief

function Belθ such that Belθ(B) = I(R1−α ⊆ B), where

R1−α is a 100(1−α)% confidence region on θ. The only focal

set of Belθ is then R1−α, and the corresponding contour func-

tion is the indicator function of R1−α: π(θ) = I(θ ∈ R1−α)
for all θ ∈ Θ. When propagating such a confidence belief

function in (3), we get a calibrated predictive belief function

BelY that is dominated by the true conditional distribution

of Y given X1:T = x1:T for 100(1 − α)% of the samples

x1:T [12]. Under regularity conditions, an approximate 1− α
confidence region can be obtained from the relative likelihood

function as

R1−α =
{
θ ∈ Θ | pl(θ) ≥ exp(−0.5χ2

p;1−α)
}

where χ2
p;1−α is the 1−α quantile of the chi square distribution

with p degrees of freedom, and p is the dimension of θ [13].

The propagation of Belθ and the probability measure PU

of random variable U through (3) can be formalized as a

combination by Dempster’s rule [2]. It can be approximated

using the Monte Carlo approach described in Section II-D.

The belief function Belθ on θ constructed by any of the

two methods mentioned above is induced by a random set

([0, 1], λ, β[0,1],Γ), where Γ is defined by Γ(s) = {θ ∈ Θ |
π(θ) ≥ s}. The corresponding predictive belief function on Y
is induced by the multi-valued mapping Λ defined by

Λ : (s, u) 7→ Λ(s, u) = ϕx1:T
(Γ(s), u).

Assuming, without loss of generality, that U has a standard

uniform distribution, a Monte Carlo simulation approach can

be implemented by picking N pairs (si, ui), i = 1, . . . , N
uniformly in [0, 1]2 and approximating the predictive belief

function BelY by the N focal sets Λ(si, ui). If these sets

are real intervals, their bounds can be found by searching

for the minimum and the maximum of ϕx1:T
(θ, ui) under the

constraint π(θ) ≥ si (see [1], [2]). This approach will be

illustrated in Section IV-A.

B. Multiple-step-ahead prediction

Let us now consider a random vector

X = (X1, . . . , XT , XT+1, . . . , XT+h) ∈ X T+h.

We assume that the first T components have been observed:

X1:T = x1:T , and the task is to predict the next h components

XT+1:T+h, which have not yet been observed. As before, we

can define a random vector Y with the same distribution as

XT+1:T+h given X1:T = x1:T , of the form

Y = ϕx1:T
(θ,U), (5)

where U is random vector with known distribution, and

propagate a belief function on Θ, together with PU , through

(5) (see details in [2]). However, the focal sets of the resulting

predictive belief function BelY are now regions of R
h, for

which we need to find a simple and workable representation.

In this paper, we propose a solution of this problem based on

the approximation of the focal sets of Belθ by finite sets of

points, and their propagation in the ϕ-equation.

Assume that Θ is a bounded region of R
p. (If Θ is not

bounded, it is always possible to restrict it to a bounded region

containing all parameter values θ with relative likelihood pl(θ)
exceeding some threshold ǫ > 0). Let Θ̃ = {θ1, . . . , θM} ⊂ Θ
be a point cloud [14], defined as a set of M points generated

uniformly in Θ. To generate the elements of Θ̃, we can use a

pseudo-random number generator, but a more homogeneous

covering of Θ is achieved by using a quasi-random low-

discrepancy sequence such as a Halton sequence [14], [15].

As before, assume that Belθ is induced by a random set

([0, 1], λ, β[0,1],Γ), where Γ is defined by Γ(s) = {θ ∈ Θ |
π(θ) ≥ s}. A focal set Γ(s) of Belθ can be approximated by

the set Γ̃(s) containing the points θ in Θ̃ whose plausibility

π(θ) is greater than s:

Γ̃(s) = {θ ∈ Θ̃ | π(θ) ≥ s}.

As set Γ̃(s) is finite, it is straightforward to propagate it

through the ϕ-equation (5) by computing ϕx1:T
(θ,u) for each

θ ∈ Γ̃(s). A focal set Λ(s,u) = ϕx1:T
(Γ(s),u) of BelY can

then be approximated by

Λ̃(s,u) = ϕx1:T
(Γ̃(s),u) =

{
ϕx1:T

(θ,u) | θ ∈ Γ̃(s)
}
.

Using this scheme, the predictive belief function BelY can

be approximated by drawing N pairs (si,ui) and determining

the focal sets Λ̃(si,ui). For any subset B of X h, the degree of

belief and plausibility of B can be approximated, respectively,

by

B̂el(B) =
1

N

N∑

i=1

I
(
Λ̃(si,ui) ⊆ B

)
(6a)

and

P̂ l(B) =
1

N

N∑

i=1

I
(
Λ̃(si,ui) ∩B 6= ∅

)
. (6b)

In the next section, we illustrate this method in the special

case of a first order autoregressive model.
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Fig. 1. Synthetic AR(1) time series.

IV. APPLICATION TO THE AR(1) MODEL

Autoregressive models (AR) are commonly used to describe

time-varying phenomena in many areas such as, e.g., eco-

nomics [16] or hydrology [17]. In this section, we consider,

as an illustration, a zero-mean AR(1) process governed by the

equation

Xt = ρXt−1 + ǫt, t = 1, 2, . . . ,

where ρ ∈ (−1, 1) is a parameter and ǫt ∼ N (0, σ2) is a

Gaussian error term with zero mean and standard deviation σ.

Figure 1 shows an example of a synthetic time series of length

T = 30 generated from this model with ρ = 0.7 and σ = 1.

Given that the marginal distribution of X1 is

X1 ∼ N

(
0,

σ2

1− ρ2

)

and the conditional distribution of Xt given Xt−1 = xt−1

is Xt|xt−1 ∼ N
(
ρxt−1, σ

2
)
, the likelihood function after

observing the first T terms of the sequence can easily be

computed as

L(θ;x1:T ) = φ

(
x1; 0,

σ√
1− ρ2

)
T∏

t=2

φ (xt; ρxt−1, σ) , (7)

where θ = (ρ, σ) and φ(·;µ, σ) is the normal probabil-

ity density function with mean µ and standard deviation

σ. The likelihood-based contour function is then pl(θ) =
L(θ;x1:T )/L(θ̂;x1:T ), where the MLE θ̂ has to be computed

numerically. Figure 2 shows contours of function pl(θ) for the

data of Figure 1.

One-step and multiple-step ahead prediction with this model

will be addressed, respectively, in Sections IV-A and IV-B.

A. One-step ahead prediction

To predict XT+1, having observed X1:T = x1:T , we

introduce the following ϕ-equation:

Y = ρxT + σΦ−1(U) = ϕx1:T
(θ, U),
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Fig. 2. Contours of the relative likelihood function pl(θ) (solid lines) and
function ϕx1:T

(θ, u) with u = 0.7 (broken lines), for the data of Figure

1. The MLE θ̂ of θ is shown as a +. The minimum and maximum of
ϕx1:T

(θ, 0.7) subject to pl(θ) ≥ 0.05 correspond to the bold broken lines,
and the corresponding values of θ are shown as ∗.
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Fig. 3. Lower vs. upper bounds for N = 5000 focal intervals [y−
i
, y+

i
]

generated by picking 5000 pairs (si, ui) randomly in [0, 1]2.

where Y ∼ N (ρxT , σ
2) has the same distribution as XT+1

given X1:T = x1:T and U has a standard uniform distribution.

Figure 2 shows the contour lines of functions pl(θ) and

ϕx1:T
(θ, u) for u = 0.7 and the data of Figure 1. The bounds

of the focal interval [y−i , y
+
i ] = ϕx1:T

(Γ(si), ui) for a given

pair (si, ui) are found by searching for the minimum and

the maximum of ϕx1:T
(θ, ui) subject to pl(θ) ≥ si. As

shown in Figure 2, for ui = 0.7 and si = 0.05 we get

[y−i , y
+
i ] = [1.09, 1.77]. Figure 3 displays N = 5000 such

intervals [y−i , y
+
i ] generated by picking 5000 pairs (si, ui)

randomly in [0, 1]2. These focal intervals are a discrete repre-

sentation of the predictive belief function BelY . For instance,

the empirical cdfs of the upper and lower bounds of intervals

[y−i , y
+
i ] approximate the lower and upper cdfs of BelY

defined, respectively, as functions y 7→ Bel((−∞, y]) and

y 7→ Pl((−∞, y]) (see Figure 4).



−2 −1 0 1 2 3 4

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

y

C
u
m

u
la

ti
ve

 b
e
lie

f/
p
la

u
s
ib

ili
ty

Fig. 4. Approximations of the lower and upper cdfs of BelY computed using

the 5000 focal intervals [y−
i
, y+

i
] displayed in Figure 3. The vertical broken

line corresponds to the plug-in prediction x̂T+1 = ρ̂xT .

B. Multistep prediction

We now consider multistep prediction. For instance, for h =
3 steps ahead, we have

xT+1 = ρxT + ǫT+1

xT+2 = ρxT+1 + ǫT+2

xT+3 = ρxT+2 + ǫT+3,

where ǫT+1, ǫT+2 and ǫT+2 are independent random variables

with normal distribution N (0, σ2). Given XT = xT , the

random vector XT+1:T+3 = (XT+1, XT+2, XT+3)
′ has the

same distribution as

Y = ϕx1:T
(θ,U) = (Y1, Y2, Y3)

′

with

Y1 = ρxT + σΦ−1(U1)

Y2 = ρY1 + σΦ−1(U2)

Y3 = ρY2 + σΦ−1(U3),

where U = (U1, U2, U3), and U1, U2 and U3 are indepen-

dent random variables with a standard uniform distribution

U([0, 1]).
As explained in Section III-B, the focal sets Λ(s,u) =

ϕx1:T
(Γ(s),u) of BelY are now regions of R

3, which will

be represented by finite sets of points. For that purpose, we

start by representing the parameter space Θ by a set Θ̃ of

M = 3 × 104 points, as shown in Figure 5a. A focal set

Γ(s) = {θ ∈ Θ | pl(θ) ≥ s} of Belθ is then represented by

a finite set of points Γ̃(s) = {θ ∈ Θ̃ | π(θ) ≥ s} (see Figure

5b). For any realization u of U , we can then approximate the

focal set Λ(s,u) by computing the image ϕx1:T
(θ,u) of each

θ ∈ Γ̃(s). We then obtain the set Λ̃(s,u) = ϕx1:T
(Γ̃(s),u).

The two-dimensional projections of Λ̃(s,u) on the planes

spanned by (Y1, Y2) and (Y2, Y3) for three different randomly

picked values of u are shown, respectively, in Figures 5c and

5d. The convex hulls of 100 focal sets Λ̃(si,ui) are shown in

Figure 6.
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Fig. 5. Illustration of the approximation of focal sets using point clouds.

(a): Approximation of parameter space Θ by a finite set Θ̃ of M points; (b):
Approximation of a focal set Γ(s) of Belθ for s = 0.1; (c) and (d): 2-D

projections of focal sets Λ̃(s,u) for s = 0.1 and three different values of u.

−2 0 2 4

−
4

−
2

0
2

4
6

y1

y
2

(a) [Λ̃(si,ui)]12

−4 −2 0 2 4 6

−
4

−
2

0
2

4
6

y2

y
3

(b) [Λ̃(si,ui)]23

Fig. 6. Convex hulls of the two-dimensional projections of 100 focal sets

Λ̃(si,ui) on the planes spanned by (Y1, Y2) (left) and (Y2, Y3) (right).

After N focal sets Λ̃(si,ui), i = 1, . . . , N have been

generated, they can be used to approximate the degrees of

belief and plausibility of events of interest using (6). For

instance, let us consider the following three events:

E1 = (XT+1 > XT+2 > XT+3)

E2 = (XT+1 < 0) and (XT+2 < 0) and (XT+3 < 0)

E3 = (XT+1 > 0) and (XT+2 > 0) and (XT+3 > 0).

Table I shows the degrees of belief and plausibility of these



TABLE I
BELIEF, PLAUSIBILITY AND PROBABILITY OF THREE EVENTS. THE

BELIEF-PLAUSIBILITY INTERVALS WERE COMPUTED BASED ON THE

LIKELIHOOD-BASED AND CONFIDENCE BELIEF FUNCTIONS ON Θ.

Likelihood Confidence
Event Bel P l Bel P l P

E1 0.26 0.38 0.19 0.42 0.31
E2 0.024 0.073 0.011 0.11 0.086
E3 0.51 0.75 0.38 0.83 0.50

TABLE II
ESTIMATED COVERAGE PROBABILITIES OF BELIEF-PLAUSIBILITY

INTERVALS COMPUTED FROM THE LIKELIHOOD-BASED AND CONFIDENCE

BELIEF FUNCTIONS ON θ.

E1 E2 E3

Likelihood 0.987 0.924 0.782
Confidence 0.998 0.996 0.984

three events, as well as their true conditional probability given

XT = xT estimated by Monte Carlo simulation. The belief-

plausibility intervals were computed using both the likelihood-

based function and a 95% confidence belief function on Θ (see

Section III-A). We recall that, using the latter, we have, for at

least 95% of the samples, BelY (E) ≤ P (E | XT = xT ) ≤
PlY (E) for any event E [12]. In contrast, these inequalities

are not guaranteed to hold when the likelihood-based belief

function is used. As shown in Table I, the belief-plausibility

intervals computed from the confidence belief function do

contain the true probabilities of the three events for this

particular dataset, as expected. The likelihood-based intervals

are narrower, but they do not have frequency-calibration prop-

erties.

To estimate the coverage probability of the belief-

plausibility intervals (i.e., the probability of having

BelY (E) ≤ P (E | XT = xT ) ≤ PlY (E), computed

over a large number of realizations of the time series), we

repeated the calculation with 1000 times series generated

from the same distribution. The value of xT was fixed at

1.304641, as in the previous calculations. The estimated

coverage probabilities are reported in Table II. As expected,

the belief-plausibility intervals based on the confidence

belief function all have a coverage probability greater than

95%, whereas the likelihood-based intervals have coverage

probabilities below the nominal 95% level for events E2 and

E3.

V. CONCLUSIONS

Although belief functions were initially introduced for

statistical inference [3], they have not been widely used in

statistical applications due to the difficulty to represent and

manipulate continuous belief functions in R
p. In this paper, we

have proposed a method to represent and propagate continuous

belief functions in multidimensional spaces based on the

approximation of focal sets by point clouds. We have applied

this method to the prediction of random vectors and, more

specifically, to multistep time series prediction, extending the

applicability of the prediction method introduced in [1]. The

same method can be applied to a wide range of problems,

such as, e.g., uncertainty propagation in numerical equations

describing systems with uncertain parameters and/or inputs.

A key advantage of the point-cloud representation is the

possibility to approximate any region of Rp with any accuracy,

provided enough points are used. Furthermore, basic set-

theoretic operations such as projection, intersection, testing

inclusion, etc., can be performed very efficiently. In contrast

to the polygon representation recently introduced in [18], the

point-cloud representation can be applied with any number p
of dimensions, but the curse of dimensionality obviously limits

its use to spaces of moderate values of p, as the number of

points needed to approximate a region with some accuracy

grows exponentially with p. More simulations are needed to

study the influence of p and the number M of points on

approximation accuracy.
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